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Introduction by the Organisers

Topological robotics is a new mathematical discipline studying topological prob-
lems inspired by robotics and engineering as well as problems of practical robotics
requiring topological tools. It is a part of a broader newly created research area
called “computational topology”. The latter studies topological problems appear-
ing in computer science and algorithmic problems in topology.

Problems of topological robotics can roughly be split into three main categories:
(A) studying special topological spaces, configuration spaces of important mechan-
ical systems; (B) studying new topological invariants of general topological spaces,
invariants which are motivated and inspired by applications in robotics and engi-
neering; (C) studying algebraic topology of random topological spaces which arise
in applications as configuration spaces of large systems of various nature. The
meeting focussed on studying major problems and results of these areas.



2682 Oberwolfach Report 47/2010

A. Topology of configuration spaces. Topology of classical configuration
spaces (i.e. varieties of mutually distinct points of a given manifold) is an impor-
tant subject of modern algebraic topology interacting with many sub-disciplines
(the theory of knots and braids, embeddings and immersions of manifolds, topol-
ogy of subspace arrangements). The talks included the Totaro spectral sequence
which computes the cohomology algebras of configuration spaces, and a beautiful
theorem of Światos law R. Gal which gives a general formula for Euler characteris-
tics of configuration spaces F (X,n) of n distinct particles moving in a polyhedron
X , for all n.

Other talks studied the topology of configuration spaces of mechanical linkages,
a remarkable class of manifolds which appear in several fields of mathematics as
well as in molecular biology and in statistical shape theory. Methods of Morse
theory, enriched with new techniques based on properties of involutions, allow
effective computation of their Betti numbers. The recent solution of the conjecture
raised by Kevin Walker in 1985 was also surveyed. This conjecture asserts that
the relative sizes of bars of a linkage are determined, up to certain equivalence, by
the cohomology algebra of the linkage configuration space.

Another topic was the unknotting theorem for planar robot arms proven re-
cently by R. Connelly, E.Demaine and G. Rote.

B. Topological complexity of robot motion planning algorithms. The
concept of topological complexity of the robot motion planning problem TC(X)
is an interesting topological invariant which measures navigational complexity of
topological spaces and has obvious relevance to various robotics applications. It
is a special case of the notion of Schwarz genus, a very general classical concept
including also the Lusternik - Schnirelmann category cat(X).

Computing the topological complexity TC(X) meets serious difficulties in some
cases. Very useful are general upper bounds in terms of the dimension and connec-
tivity, and also the homotopy invariance of TC(X). The lower bounds for TC(X)
use the structure of the cohomology algebra H∗(X). These estimates can some-
times be significantly improved by applying the theory of weights of cohomology
classes. One may also use stable cohomology operations to improve lower bounds
on the topological complexity based on products of zero-divisors.

Surprisingly the number TC(RPn) computes the immersion dimension of the
real projective space RPn (with a few exceptions). Similarly, the symmetric topo-
logical complexity of RPn computes its embedding dimension (again, with a few
exceptions). Finally, algorithms for collision free motion of multiple particles in
space and along graphs were discussed and the complexities of these problems were
computed.

C. Stochastic algebraic topology. While dealing with large systems in appli-
cation one cannot assume that all parameters of the system are known or can be
measured without errors. A typical situation of this kind appears when one studies
the configuration space of a linkage with a large number of sides n→ ∞. In such a
case the topology of the configuration space depends on a large number of random
parameters and it turns out that one may predict many statistical properties of
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the space with high confidence. Moreover, similar to the situation occurring in
statistical physics, the statistical predictions concerning the topology of a random
space are extremely precise for large n.

We discussed in detail the study of random linkages (random polygon spaces)
where one may predict the asymptotics of their Betti numbers. We also considered
other probabilistic models producing random complexes of various dimensions,
such as random graphs and random 2-dimensional complexes.

The meeting brought together about 50 researchers from various backgrounds
wanting to learn about topological robotics. In particular there were many doc-
toral students and recent postdocs, who were also giving the majority of the talks.
In order to motivate participants into making their own contributions, the activi-
ties included a Problem Session where a number of open problems were described.
The lively atmosphere and the overall excellent presentations led to better under-
standing and will allow the participants to delve deeper into this new and exciting
part of mathematics.





Arbeitsgemeinschaft: Topological Robotics 2685

Arbeitsgemeinschaft: Topological Robotics

Table of Contents

Viktoriya Ozornova
Classical Configuration Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2687

Hellen Colman
A survey of the Lusternik-Schnirelmann category. Category weight . . . . . 2690

Anna Gundert
Introduction to Random Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2692

Jelena Grbić
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Abstracts

Classical Configuration Spaces

Viktoriya Ozornova

1. Introduction

In my talk, I summarized some results on classical configuration spaces, espe-
cially those ones concerning homotopy groups and cohomology of the configuration
spaces of Rm and their minimal CW structure. For this presentation, I followed
[1].

By Fk(X) = {(x1, . . . , xk) ∈ X |xi 6= xj for i 6= j} we denote the ordered
configuration space of the topological space X . It carries the subspace topology
of Xk. If we start with a manifold X , the configuration space is a manifold as
well.

The first important observation to make is the fundamental fiber sequence of
the configuration spaces:

One can show that the natural projection Fk(M) → Fr(M), (x1, . . . , xk) 7→
(x1, . . . , xr) for r ≤ k is a fibration with a fiber Fk−r(M \ {q1, . . . , qr}) for any
connected manifold M , where Qr := {q1, . . . , qr} is a fixed set of r distinct points
in M . Now we iterate this for M = Rn+1, choosing always the first point (we fix
distinct points q1, q2, . . . for the rest suitably). We obtain a sequence of fibrations

Fk(Rn+1)

��

Fk−1(Rn+1 \ {q1})oo

��

Fk−2(Rn+1 \ {q1, q2})oo

��

. . .oo

��
Rn+1 Rn+1 \ {q1} Rn+1 \ {q1, q2} . . .

This is called the fundamental fiber sequence of Fadell and Neuwirth.
Now one can show all the fibrations above admit sections. A first consequence

of it is the following theorem which uses only the long exact sequence of a fibration:

Theorem 1.1. For n > 1, there is an isomorphism of groups

π∗Fk(Rn+1) ∼=

k−1
⊕

r=1

π∗(
∨

r

Sn)

In particular, Fk(Rn+1) is (n− 1)-connected.

Furthermore, we will specify the generators of πnFk(Rn+1) for n ≥ 2. For doing
so, consider for 1 ≤ s 6= r ≤ k maps

α′
r,s : Sn → Fk−r+1(Rn+1 \Qr−1) ⊂ Fk(Rn+1)

ξ 7→ (qs + ξ, qr, qr+1, . . . , qk−1)
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(This means, we have r-th point moving around either a puncture or another
chosen point qs). Put αr,s to be the homotopy class of the map α′

r,s. We now
have:

Proposition 1.2. The elements {αr,s|1 ≤ s < r ≤ k} generate the group
πnFk(Rn+1). We also have αs,r = (−1)n+1αr,s.

Now we know what the homotopy group πnFkR
n+1 looks like additively. There

are two remarks on the further structure to make. First, note that the symmetric
group Σk acts on the configuration space FkR

n+1 by permuting the points. One
can show that the generating set from above is invariant under this action:

Theorem 1.3. For any αr,s with 1 ≤ s 6= r ≤ k, we have σ∗(αr,s) = ασ(r),σ(s).

The second point are the so-called Yang-Baxter-relations for Whitehead
products, described by the following theorem:

Theorem 1.4. For all σ ∈ Σk, we have the following identities in π∗FkR
n+1:

[ασ(2),σ(1), ασ(3),σ(1) + ασ(3),σ(2)] = 0 for k ≥ 3,

[ασ(2),σ(1), ασ(4),σ(3)] = 0 for k ≥ 4.

Before we leave the homotopy groups of configuration spaces, one further re-
mark should be made. For the case n = 1, the configuration space of the plane,
the fundamental fibre sequence shows that it’s a K(π, 1)-space, and its fundamen-
tal group is the pure braid group. Furthermore, dividing out the action of the
symmetric group then gives a classifying space for the whole braid group.

2. Cohomology of configuration spaces

Now we turn to calculating the cohomology rings of the configuration spaces of
Rn. First, note that by Hurewicz theorem we already have a set of generators for
the n-th homology. The maps gr,s : FkR

n+1 → Sn given by

(x1, . . . , xk) 7→
xr − xs

‖xr − xs‖

provide us elements α∗
r,s = g∗r,s(ι

∗
n) which are, as the notation suggests, Kronecker

duals to the αr,s.
We now use the fibrations above again to show:

Theorem 2.1. The algebra H∗(Fk−r(R
n+1 \ Qr)) is the universal commutative

graded algebra generated by the set

A∗
k−r,r = {α∗

t,s|1 ≤ s < t ≤ k, t > r}

subject to cohomological Yang-Baxter-relations:

(α∗
t,s)

2 = 0

α∗
t,sα

∗
t,u =

{

α∗
u,s(α

∗
t,u − α∗

t,s) for u > r

0 for u ≤ r
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In the proof, one first applies Leray-Hirsch theorem to fundamental fibrations
as above to investigate the additive structure. Then, one has to check that the
relations hold. This induces natural maps from the universal algebra with these
properties into the cohomology ring. To complete the proof, one proceeds by
induction using short exact sequences. The necessary cohomology short exact
sequences are obtained by closer examination of the Leray-Serre spectral sequence.

Remark 2.2. The cohomology generators are also well-behaved under the ac-
tion of the symmetric group: For σ ∈ Sk and α∗

r,s ∈ Ak, we have σ∗(α∗
r,s) =

α∗
σ−1(r),σ−1(s).

3. Minimal CW structure for configuration spaces

Now recall that, for simply-connected spaces, we can construct a minimal CW
structure out of knowing the homology of this space. In this part, we stick to
n > 1. By using the homological version of Leray-Hirsch Theorem, we have a very
similar proof showing that additively, homology has in each degree pn same number
of free generators as the cohomology, we denote them by αr1,s1 ⋊ . . . ⋊ αrp,sp ,
defined inductively. Then one observes that the right and left inductive definitions
coincide and this element is Kronecker dual of α∗

r1,s1 . . . α
∗
rp,sp (we use that both

Leray-Hirsch isomorphisms are adjoint w.r.t. Kronecker pairing).

Definition 3.1. Let β : Sn1 × . . .× Snm → Fk(Rn+1) be an imbedding. We write
β(ξ) = (q1(ξ), . . . , qk(ξ)). Then for 1 ≤ s < r ≤ k define perturbation of β by
αr,s:

β ⊲⊳ αr,s : Sn1 × . . .× Snm × Snm+1 → Fk(Rn+1)

(ξ, ξm+1) 7→ (q1(ξ), q2(ξ), . . . , qr−1(ξ), qs(ξ) + 2−νξm+1, qr(ξ), . . .)

where 2−ν < minξ,s6=r|qr(ξ) − qs(ξ)|.

We can now formulate some properties of the cell decomposition:

Theorem 3.2. There is a CW-complex Xk and a homotopy equivalence hk : Xk →
FkR

n+1 with the following properties:

(1) For all m ≥ 0, we have X(mn) \X((m−1)n) =
∐

ω∈A∧m
k

,|ω|=m D̊
n× . . .× D̊n

(2) For each ω ∈ A∧m
k there is a map χω : Sn1 × . . . × Snm → Xk s.t. hk ◦ χω

is homotopic to a map, built up by perturbations ϕωm
: Sn1 × . . .× Snm →

FkR
n+1 and mapping ι1 × . . .× ιm to ωm.

Example 3.3. Consider F3R
n+1, n > 1. We have generators α2,1, α3,1, α3,2 in

degree n and α2,1 ⋉ α3,1, α2,1 ⋉ α3,2. The first three can be used to get a map

Sn21 ∨ S
n
31 ∨ S

n
32 → F3R

n+1

Since this map is (2n − 1)-connected, we can now use the restriction of maps
α2,1 ⊲⊳ α3,1 and α2,1 ⊲⊳ α3,1 to Sn ∨ Sn to glue the 2n-cells in.
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A survey of the Lusternik-Schnirelmann category. Category weight

Hellen Colman

The category of a topological space was introduced by Lusternik and Schnirelmann
[11] in the early 30’s. The reason for introducing this notion was that the category
of a manifold M provides a lower bound on the number of critical points for any
smooth function on M . Besides this original motivation, category became over
the years the subject of much research in algebraic topology [4, 9]. There had
been revivals of interest with the development of new techniques and with the
introduction of new variations of the classical concept adapted to different fields
[10, 5, 12, 2, 3, 1].

In this talk we describe the original notion of Lusternik-Schnirelmann category
as well as some of the variations with special emphasis on the category weight
introduced by Fadell and Husseini [6].

Given a topological space X , a subset U of X is categorical if U is contractible in
X . The category of X , catX , is the least number of categorical open sets required
to cover X . If no such covering exists, the category is said to be infinite. If A
is a subset of X , the relative category of A in X , catXA, is the least number of
categorical open sets required to cover A. In particular catXX = catX .

One of the fundamental properties of the category is that it is a homotopical
invariant. We have that if f : X → Y is a homotopy equivalence, then cat(X) =
cat(Y ).

The category of a space is in general hard to calculate. We introduce next two
classical estimators to approximate the category of a space.

Covering dimension provides an upper bound for category. If X is connected
and catX is finite then catX ≤ 1 + dimX , where dimX denotes its covering
dimension. Useful lower bounds for category are obtained by considering a reduced
cohomology theory with any coefficient ring. We have that catX ≥ nilH̃∗(X)

where the nilpotence of H̃∗(X) is the least integer r such that (H̃∗(X))r = 0.
The Lusternik-Schnirelmann’s main theorem asserts that if M is a compact

manifold and f is a smooth function on M then the number of critical points of f
is at least catM .

Category has the following multiplicative property: if X and Y are connected
and paracompact, then cat(X × Y ) < catX + catY . In particular if S1, . . . , Sk are
spheres, we have that cat(S1×. . .×Sk) = k+1. Ganea [7] conjectured in 1971 that
cat(X × Sk) = catX + 1 for any space X . Iwase [8] provided a counterexample to
this conjecture in 1998. If we consider a more general situation than the product,
namely a fibration, we have the following result [15]: if F → E → B is a fibration
with connected base B then catE ≤ catF catB.
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The category of a map f : X → Y , cat(f), is the least number of open sets
{U1, . . . , Un} required to cover X such that f |Ui

= 0. In particular catX =
cat(idX) and catXA = cat(iA) where idX : X → X is the identity map and
iA : A→ X is the inclusion map.

The cohomological estimates can in some cases be improved by applying the
theory of weights of cohomology classes. The notion of weight was introduced by
Fadell and Husseini [6] and more recently refined by Rudyak [13] and Strom [14]
who introduced a homotopy invariant version called the (strict) category weight.
The original concept of weight of a cohomology class was motivated by the ob-
servation that the classical cohomological lower bound for the category can be
improved by considering weights associated to each cohomology class in the cup
length estimate. The (strict) category weight of a class u ∈ H̃∗(X) is defined to
be

wgt(u) = sup{k | f∗(u) = 0 for all maps f : A→ X with cat(f) ≤ k}.

If u = 0 we say that wgt(u) = ∞. Category weight is a lower bound for the
category of a space: if u 6= 0 then catX > wgt(u). The multiplicative property
for category weights asserts that wgt(u · v) ≥ wgt(u) + wgt(v). One then may im-
prove on the classical cohomological bound by finding indecomposable cohomology
classes of category weight more than one. If 0 6= u = u1 · · ·uk then

cat(X) > wgt(u) = wgt(u1 · · ·uk) ≥
∑

i

wgt(ui).
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Introduction to Random Graphs

Anna Gundert

The aim of this talk is to give a brief introduction to the theory of random
graphs. We approach the topic by looking at some basic examples and calculations
which employ the first and second moment methods. These are quite simple tools
that are yet among the most commonly used.

After discussing the two basic models, namely G(n, p) and G(n,m), we consider
the containment problem: For a fixed graphH , what is the probability that G(n, p)
contains a copy of H as a subgraph? As an example we determine the threshold
for the property “G(n, p) contains a K4”, a calculation which already contains the
ideas necessary to solve the problem in general.

We then explore the concept of thresholds, briefly mentioning Friedgut’s surpris-
ing result that the containment of fixed subgraphs is in some sense “the” property
with a non-sharp threshold. As an example we look at the famous sharp threshold

of log(n)
n for the connectivity of G(n, p).

We mainly follow chapters 1 and 3 in [3]. Other important basic references are
[1] and [2].

References

[1] Noga Alon and Joel H. Spencer, The Probabilistic Method, third ed., Wiley-Interscience Series
in Discrete Mathematics and Optimization, John Wiley & Sons Inc., 2008.
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The cohomology of the complement of a hyperplane arrangement

Jelena Grbić

Following Orlik-Terao’s book [1] on hyperplane arrangements and Yuzvinsky’s [2]
survey paper on Orlik-Solomon algebras, I reported on some topological invariants
of arrangements, concentrating particularly on the cohomology ring of the com-
plement of a hyperplane arrangement.

A hyperplane arrangement A in an affine space V ∼= K l, l ≥ 1, over an arbitrary
field K is a finite set of affine hyperplanes in V . We denote the cardinality of A
by n and without loss of generality to our problems we impose an arbitrary linear
order on A and write A = (H1, . . . , Hn).
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In studying the topology of arrangements one usually investigates topological
invariants of the complement of an arrangement M(A) := K l \

⋃n
i=1Hi. In this

talk I looked into the integral cohomology ring of the complement M(A) and its re-
lations to the Orlik-Solomon (OS) algebra A(A) associated to the arrangement A.

This talk had as one of its aims to illustrate the rich interplay between the
geometry, combinatorics, algebra, and topology associated to hyperplane arrange-
ments.

To follow easier the geometry of hyperplane arrangements, we choose a linear
basis (x1, . . . , xl) of V ∗ and to each hyperplane H in K l we associate a unique (up
to a constant) degree 1 polynomial αH ∈ K[x1, . . . , xl] such that H is the zero
locus of αH . Thus a hyperplane arrangement A is uniquely determined by the
defining polynomial Q(A) :=

∏

H∈A αH .
As an example of a hyperplane arrangement one can mention the braid ar-

rangement defined by Q(A) =
∏

1≤i<j≤l(xi − xj) which historically set off the
study of hyperplane arrangements. On the other hand, the complex braid ar-
rangement A = {Hi,j = Ker(zi − zj)}1≤i<j≤l is directly connected to the main
topic of this workshop, that is, to configuration spaces, as it can be shown that
M(A) = Cl \

⋃

Hi,j = F (C, l).
By the combinatorics of a hyperplane arrangement A we mean the intersection

poset L(A) of A which is a set of non-empty subspaces of V that are intersections
of some hyperplanes of A, including V itself as the intersection of the empty set
of hyperplanes. This set is partially ordered by reverse inclusion of subspaces,
that is, for X,Y ∈ L(A) we have X ≤ Y if and only of Y ⊆ X . In particular,
L(A) always has a unique minimal element V . It has a unique maximal element
⋂n
i=1Hi if and only if the intersection is not empty in which case A is said to be

central. Central arrangements in general tend to be technically easier to handle;
for example the intersection poset of a central arrangement is a geometric lattice.

One would like to have an algebraic object which will nicely detect the combina-
torics of hyperplane arrangements; that was achieved precisely by Orlik-Solomon
algebras. To define the Orlik-Solomon algebra A(A) of a hyperplane arrangement
A we do not need to know all its hyperplanes; this algebra is constructed using only
the intersection poset L(A). Given a hyperplane arrangement A = (H1, . . . , Hn),
the Orlik-Solomon algebra A(A) was originally defined as the quotient of the exte-
rior algebra over an arbitrary commutative ring k generated by elements e1, . . . , en
of degree 1 by the Orlik-Solomon ideal I(A). By eS we denote the monomial
ei1ei2 · · · eip for S = {i1, i2, . . . , Ip} ⊂ [n]. Now the Orlik-Solomon ideal is gener-
ated by all eS if

⋂

S 6= ∅ and ∂eS with dependent subset S ⊂ [n] .
Orlik-Solomon algebras play an important role in the theory of multivariable

hypergeometric functions, conformal field theory, the theory of cohomology of
Milnor fibres of non-isolated singularities, and the theory of Alexander invariants
of projective curves. Results about OS algebras usually involve several areas of
mathematics such as pure algebra, combinatorics, topology, differential geometry,
and algebraic geometry. Yuzvinsky [2] wrote a very nice survey paper, which
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should be useful for both experts and novices, in which he studies OS algebras per
se and gives some of their applications to topology and combinatorics.

In this talk I calculated the OS algebra for several hyperplane arrangements of
different type, illustrating how the OS algebra sees the difference in the combina-
torics of these arrangements.

The main theorem of the talk states that the Orlik-Solomon algebra A(A) of
a hyperplane arrangement A is isomorphic, as an algebra, to the cohomology al-
gebra of the complement M(A) of the arrangement A. To prove the theorem an
algebraic and topological induction were established and linked together. Namely,
we first established a short exact sequence of the OS algebras associated to the
deletion-restriction triple (A′,A,A′′) where A′ is an arrangement in V ∼= K l with
|A| = n − 1, and A′′ is an arrangement in V ′ ∼= K l−1 with |A′′| ≤ l − 1. This
way we set up induction on the cardinality of an arrangement as well as on the di-
mension of the ambient space. To establish the topological induction, we consider
the complements of the deletion-restriction triple, that is, (M(A′),M(A),M(A′′))
and the long exact sequence in cohomology of the pair (M(A′),M(A)). Using
the Thom isomorphism, we identify the cohomology groups H∗(M(A′′)) with the
cohomology groups H∗+2(M(A′),M(A′′)) and therefore obtain a long exact se-
quence connecting the cohomology groups of the triple (M(A′),M(A),M(A′′)).

To an arrangement A we can associate the k-algebra R(A) generated by the
differential forms ωH = dαH/αH . Note that this algebra is not a purely combi-
natorial object, as the defining polynomials αH enter the definition. However one
can prove that there is an isomorphism of algebras A(A) ∼= R(A). This on the
one hand gives that R(A) depends only on L(A) and on the other hand gives a
description of the cohomology classes of M(A) in terms of differential forms.
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Motion planning algorithms, topological complexity and Schwarz

genus, part 1

Aleksandra Franc

We consider a path-connected topological space X as a configuration space of
a mechanical system. The states of the system correspond to the points in X
and continuous motions of the system correspond to continuous paths in X . The
motion planning algorithm takes as input a pair of points – the initial and the final
state of the system – and returns a continuous path between the two. In other
words, a motion planning algorithm is a section s : X ×X → PX of the endpoint
fibration π : PX → X×X , γ 7→ (γ(0), γ(1)). However, a continuous section exists
if and only if X is contractible.
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Definition 1. Topological complexity TC(X) is the minimal k such that there
exists an open cover

U1 ∪ . . . ∪ Uk = X ×X

with the property that for all i = 1, . . . , k π admits a continuous section si : Ui →
PX over Ui.

There are several alternative definitions of topological complexity (see [2],[4]).
Our definition is a special case of the notion of Schwarz genus ([5]). Another
special case of Schwarz genus is Lusternik-Schnirelmann category, which provides
a nice lower and upper bound for topological complexity.

Proposition 2. For any topological space X we have

cat(X) ≤ TC(X) ≤ cat(X ×X).

For any connected Lie group G we have the equality TC(G) = cat(G) (see
Lemma 8.2 of [1]). The spheres S1 and S2 serve as an example to show that in
general, each of the two inequalities of Proposition 2 can be strict. We show that
TC(Sn) = 2 for n odd and TC(Sn) = 3 for n even. The upper bound is obtained
by explicitly constructing continuous sections corresponding to open covers with
two and three elements, respectively. The lower bound for odd n follows from
Proposition 2 since cat(Sn) = 2. The lower bound for even n is obtained using
Theorem 5.

An upper bound can also be formulated in terms of dimension and connectivity.

Theorem 3. Let X be an r-connected polyhedron, r ≥ 0. Then

TC(X) <
2 dim(X) + 1

r + 1
+ 1.

For a subset A ⊂ X×X we introduce a relative version of topological complexity.
It has all of the basic properties one would expect and can be used to prove that
topological complexity is a homotopy invariant (see [2]).

Definition 4. The relative topological complexity TCX(A) is the Schwarz genus
of the fibration π :PAX → A. Here PAX ⊂ PX is the space of all paths γ in X
such that (γ(0), γ(1)) ∈ A.

Finally, we give another lower bound hidden in the structure of the cohomology
ring H∗(X ;R). First, we consider the case where R = k is a field. Then H∗(X ; k)
is a graded k-algebra with the multiplication

⌣ : H∗(X ; k) ⊗H∗(X ; k) → H∗(X ; k)

and H∗(X ; k) ⊗H∗(X ; k) is a graded k-algebra with the multiplication

(u1 ⊗ v1) · (u2 ⊗ v2) = (−1)|v1||u2|u1u2 ⊗ v1v2.

The ⌣-product is an algebra homomorphism. Its kernel ker ⌣ is the ideal of
zero-divisors of H∗(X ; k). The zero-divisors-cup-length of H∗(X ; k), zclH∗(X ; k),
is the length of the longest non-trivial product in ker⌣. As we show later in the
general case, we have
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Theorem 5. TC(X) > zclH∗(X ; k).

We can now show that TC(Sn) = 3 for n even. Very similar calculations also
work for connected graphs and orientable surfaces. Details can be found in [2] and
[3].

Now, letR be an arbitrary coefficient system onX×X and let u ∈ H∗(X×X ;R)
be a cohomology class. We say that u has weight k ≥ 0, wgt(u) = k, if k is the
largest integer with the property that for any open subset A ⊂ X × X with
TCX(A) ≤ k one has u|A = 0. The weight of the zero cohomology class equals ∞.
As an immediate consequence of this definition we get:

Proposition 6. If there exists a nonzero cohomology class u ∈ H∗(X × X ;R)
with wgt(u) ≥ k, then TC(X) > k.

Hence, our goal is to find nonzero cohomology classes of highest possible weight.
It is not difficult to see that wgt(u) ≥ 1 if and only if u|∆X

= 0 ∈ H∗(X ;R|∆X
).

The cohomology classes with this property are called zero-divisors. To obtain
cohomology classes of higher weight we use the following lemma:

Lemma 7. Let u ∈ Hn(X × X ;R) and v ∈ Hm(X × X ;R′). Then u ⌣ v ∈
Hn+m(X ×X ;R⊗R′) and

wgt(u ⌣ v) ≥ wgt(u) + wgt(v).

As an easy corollary of the previous proposition we now obtain a useful lower
bound for topological complexity:

Corollary 8. If the cup-product of k zero-divisors ui ∈ H∗(X × X ;Ri), i =
1, . . . , k, is nonzero, then TC(X) > k.
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Linkages and their Configuration Spaces

Moritz Rodenhausen

In the talk I gave a computation of the Betti numbers of the configuration space
Ml of planar n-gons with fixed side lengths l1, . . . , ln > 0. This space is given by

Ml :=

{

(u1, . . . , un) ∈ S1 × . . .× S1

∣

∣

∣

∣

∣

n
∑

i=1

liui = 0

}/

SO(2),
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where SO(2) acts diagonally, i.e. we consider n-gons only up to rotation. Figure 1
shows some polygons representing points in Ml.

A subset J ⊂ {1, . . . , n} is called short, if
∑

i∈J li−
∑

i/∈J li is negative, median,
if this sum is zero, and long, if it is positive. The length vector l = (l1, . . . , ln) is
called generic, if there is no median subset. If l is generic, the configuration space
Ml is a closed manifold of dimension n− 3, otherwise it has singularities.

To state the main theorem, fix i with li = maxj lj . For each k, let ak (resp. bk)
be the number of short (resp. median) subsets J ⊂ {1, . . . , n} of cardinality k+ 1
such that i ∈ J . We then have:

Theorem. For 0 ≤ k ≤ n − 3, the homology group Hk(Ml;Z) is free abelian of
rank ak + bk + an−3−k.

For example, the number b0(Ml) of connected components is a0 + b0 + an−3.
Assuming l1 ≥ . . . ≥ ln, a computation shows that Ml is empty iff {1} is long.
Otherwise, it has one component, if {2, 3} is short or median, and it has two
components, if {2, 3} is long.

Another application of the theorem is the equilateral case l1 = . . . = ln = 1:
Here the sum of the Betti numbers is

n−3
∑

k=0

bk(Ml) = Bn := 2n−1 −

(

n− 1

r

)

, where n = 2r + 1 or n = 2r + 2.

In fact, Bn is the maximal value of the Betti number sum for any length vector l.
If l is generic, then the maximal value is 2Bn−1.

The idea of the proof of the theorem is an investigation of the ”robot arm
distance map” fl : W → R, where W =

(

S1
)n/

SO(2) and

fl(u1, . . . , un) := −

∣

∣

∣

∣

∣

∑

i

liui

∣

∣

∣

∣

∣

2

measures the distance of the end points of the robot arm as in Figure 2.
fl is a Morse function whose critical points are exactly the collinear configu-

rations of the robot arm. There is an involution τ : W → W given by reflection
of the robot arm. Choosing a < 0 such that the interval (a, 0) does not contain
critical values, we define W a := f−1 (−∞, a]. For each J ⊂ {1, . . . , n} there is a
submanifold given by integrating all li, i ∈ J , into one link, i.e.

WJ := {(u1, . . . , un) |ui = uj for all i, j ∈ J }/ SO(2) ⊂W.

Figure 1. Points in Ml: The sides of the polygons have fixed
lengths and are allowed to cross, where the angles are ariable.
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l1

l2

l3

l4

Figure 2. The distance map fl is determined by the length of
the dotted line.

Using Morse theory on manifolds with involution, we find that the fundamental
classes [WJ ] freely generate the homology H∗(W a) and H∗(W ), where J ranges
over all long subsets in the case of H∗(W a) and over all {1} ⊂ J ⊂ {1, . . . , n}
for H∗(W ). An explicit computation of the map H∗(W a) → H∗(W ) leads to the
relative homology H∗(W,W a). Since N := f−1

l [a, 0] deformation retracts onto

Ml = f−1
l (0), we can use Poincaré duality to obtain

H∗(W,W a) ∼= H∗(N, ∂N) ∼= H∗(N) ∼= H∗(Ml).

An easy calculation finishes the proof of the theorem.
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Motion planning algorithms, topological complexity and Schwarz

genus, part 2

Albert Ruiz

The aim of this talk is give more tools to compute the topological complexity
of a space:

Definition 1. The Topological complexity of X is the minimal k such that there
exist open subsets:

X ×X = V1 ∪ V2 ∪ · · · ∪ Vk = X ×X

and continuous sections si : Vi → PX of the map PX → X × X defined by
γ 7→ (γ(0), γ(1)).

The tool that we introduce depends on the cohomology operations, and more
precisely on the excess of a cohomology operation. The main general result is:

Theorem 2. Let θ be stable cohomology operation in degree i and excess e(θ) ≥ n.

Then for any cohomology class u ∈ Hn(X ;R), wgt(θ(u)) ≥ 2.
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Usually the definition of excess if given in the case of admissible Steenrod op-
erations, but it can be generalised as:

Definition 3. Consider θ a stable cohomology operation of degree i acting on
H∗(X ;R). The excess of θ, denoted as e(θ), is the largest integer n such that
θ(u) = 0 for all u such that |u| < n.

As example, we will use that the excess of the Bockstein operator is 1.
We can apply this tool to compute the topological complexity of the lens spaces:

Definition 4. Consider the cyclic group Zm = {1, ω, ω2, . . . , ωm−1}, where ω is
a primitive m-root of unity, acting on S2n+1 ⊂ Cn+1 by pointwise multiplication.
Define the lens space:

L2n+1
m = S2n+1/Zm

These spaces fit in a locally trivial fibration:

S1 → L2n−1
m → CPn

and this allows us to compute a good upper bound for the topological complexity:

Theorem 5.

TC(L2n+1
m ) ≤ 4n+ 2 .

The lower bounds are not so easy, and these can be computed in some especial
cases. The next theorem show us that the upper bound we got before is in fact
the topological complexity in some cases:

Theorem 6. Let p be an odd prime and n an integer such that its p-adic expansion

n = n0 + n1p+ n2p
2 + · · · + nkp

k (with 0 ≤ ni < p)

satisfy that ni ≤ (p− 1)/2 for all i. Then:

TC(L2n+1
p ) = 4n+ 2 .

The proof of this theorem uses that the mod-p cohomology of the lens space
H∗(L2n+1

p ;Qp) has a generator in degree 2 which is the image of a generator in
degree 1 by a Bockstein operation. This allows us to apply Theorem 2 to get that:

TC(L2n+1
p ) ≥ 4n+ 2 .

We finish the talk giving bounds for the topological complexity of a product.
For this case we deal with the Euclidean Neighbourhood Retracts :

Definition 7. A topological space X is a Euclidean Neighbourhood Retract (ENR)
if it can be embedded into an Euclidean space X ⊂ Rn such that ∃U open with
X ⊂ U ⊂ Rn and a retraction r : U → X (i.e. r|X = IdX).

From the definition of topological complexity, considering explicit open subsets
for X × X and X ′ × X ′ we are able to find an upper bound of the topological
complexity of X ×X ′:

Theorem 8. Let X and X ′ be Euclidean Neighbourhood Retracts. Then

TC(X ×X ′) ≤ TC(X) + TC(X ′) − 1 .
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If we consider the reduced typological complexity, defined as T̃C(X) = TC(X)−
1 this formula applied to a finite product tells us:

T̃C(

n
∏

i=1

Xi) ≤
n
∑

i=1

T̃C(Xi) .

To find a lower bound for the topological complexity of a product we use that
the zero divisors cup length in rational cohomology has the property:

zclQ(X × Y ) ≥ zclQ(X) + zclQ(Y ).

This allows us to prove that the topological complexity of a product on n spaces
grows linearly on n:

Theorem 9. Suppose that one controls simultaneously k systems having path-
connected configurations spaces X1, . . . , Xk. Assume that H̃(Xi,Q) 6= 0 and

there is a constant M such that for all i T̃C(Xi) ≤M . Then

k ≤ T̃C(X1 × · · · ×Xk) ≤ kM .
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Survey on random graphs, part 2

Benjamin Matschke

This talk is subdivided into two independent parts. The first part deals with
the evolution of random graphs, see section 1. In the second part we give examples
of how to apply probabilistic ideas to graph theory, see section 2 and 3.

Much more about random graphs and the probabilistic method can be found
in the wonderful books [1, 2, 6, 7, 3].

1. The Erdős–Rényi phase transition

Let G(n, p) be the probability space of random graphs on n vertices where we
let the edges appear independently from each other with probability p = p(n).
We say that G(n, p) has a property A asymptotically almost surly (a.a.s.) if the
probability that (a random sample of) G(n, p) has property A converges to 1
for n → ∞. Let Li be the size of the ith largest component of G(n, p). We write

a(n) ∼ b(n) if lim a(n)
b(n) = 1.

Erdős and Rényi [5] studied the component sizes of G(n, p) and their structure
and they observed a phase transition at p = Θ(n).

If c < 1 is constant and p = c
n , then a.a.s. all components have at most one

cycle and L1 ∼ . . . ∼ Lk = Θ(logn) for fixed k. This is the very subcritical region.
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If c > 1 is constant and p = c
n , then a.a.s. there is one giant component of size

L1 ∼ yn where 0 < y < 1 solves e−cy = 1 − y. Furthermore, L2 = Θ(logn), and
all but the giant component have at most one cycle. This is the very supercritical
region.

In the case p ∼ n one uses the fine parameterization p = 1+λn−
1
3

n . If λ is

a constant, then a.a.s. the largest k components are of size Θ(n
2
3 ). This is the

critical region.

If λ → −∞ and λn− 1
3 → 0, then a.a.s. L1 ∼ . . . ∼ Lk = Θ(n

2
3 λ−2 log |λ|) for

fixed k and all components have at most one cycle. This is the barely subcritical
region.

If λ → ∞ and λn− 1
3 → 0, then a.a.s. there is a giant component of size L1 ∼

2λn
2
3 and all other components have at most one cycle and L2 = Θ(n

2
3λ−2 logλ).

This is the barely supercritical region.
In the talk we explain a connection to the Poisson branching process which gives

intuition for the results in the very subcritical and the very supercritical region.

2. Ramsey theory

The probabilistic method can sometimes be very powerful in proving the exis-
tence of interesting examples. Ramsey theory offers beautiful and simple applica-
tions of this method.

The Ramsey number R(k) is the smallest number n such that the complete
graph Kn contains a monochromatic k-clique for any 2-coloring of its edge set.
Random graphs can now be used to find lower bounds on R(k). In this talk we
presented the following three elementary but useful methods.

2.1. First moment method. Fix n and k, and color the edges of Kn randomly,
for example i.i.d., with two colors. Calculate the expected value E of the num-
ber of monochromatic k-cliques. If E < 1 then there exists a coloring without
monochromatic k-clique; hence R(k) > n.

2.2. Alteration. Again color the edges of Kn randomly with two colors and cal-
culate E, which depends on n. Therefore there is a graph G with at most E
monochromatic k-cliques. We can remove E vertices from G such that the re-
maining graph has no monochromatic k-clique. Hence R(k) > n − E. Now we
maximize n− E analytically to get a good lower bound.

2.3. Lovász local lemma. For every k-clique S ⊂ [n] in a randomly 2-colored
Kn, let BS be the “bad” event that S is monochromatic. The family of events
(BS)S contains many independencies. The following tool provides a sufficient
condition that with non-zero probability none of the bad events occurs, in which
case R(k) > n.

Theorem 2.4 (Lovász local lemma (symmetric case)). Let B1, . . . , Bn be events
in a fixed probability space such that each Bi is mutually independent of a set of
all the other events but at most d of them. Suppose that Pr[Bi] ≤ p for all i
and ep(d+ 1) ≤ 1, where e is Euler’s number. Then Pr[

⋃

iBi] > 0.
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3. Graphs with high chromatic number and high girth

Another instance of a probabilistic existence proof is a famous theorem of Erdős
(1959) [4]. This was omitted in the talk due to lack of time.

Let G be a graph. Its chromatic number χ(G) is the minimal number of inde-
pendent subsets of V (G) that you need to partition this vertex set. The girth of
G is the length of the shortest cycle in G (or ∞ if there is no cycle).

Theorem 3.1 (Erdős). For every number k there exists a graph G with χ(G) ≥ k
and girth(G) ≥ k.

See [4] or [1] for a proof. It shows that the chromatic number is in some sense
far from being a local graph invariant.
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[4] P. Erdős. Graph theory and probability, Can. J. Math. 11, 34-38.
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Walker’s Conjecture

Viktor Fromm

A planar polygonal linkage is a mechanism consisting of several bars of fixed
lengths connected by revolving joints into a single chain in the plain. Identifying
two such chains if one can be obtained from the other by an orientation-preserving
affine isometry, we obtain what is called the configuration space Mℓ of the linkage.
Here ℓ is a vector whose entries are the lengths of the individual bars of the link-

Figure 1. A Planar Polygon

age. The length vector ℓ determines the structure of the space Mℓ completely and
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there are numerous important results which relate combinatorics of ℓ to topologi-
cal properties of Mℓ.

It is not difficult to show that for most choices of ℓ the space Mℓ is a smooth
manifold. In this generic situation one can classify the configuration spaces by so-
called chambers. To explain this, let us observe that ℓ can be assume to lie in the
unit simplex. The non-generic length vectors lie on certain affine subspaces of the
simplex, called walls. The connected components of the complement of that union
are called chambers. One can prove that whenever two length vectors lie in the
same chamber up to a permutation of the entries, the corresponding configuration
spaces can be identified.

K. Walker in [4] discovered a formula which computes the Betti numbers of the
spaces Mℓ explicitly in terms of the length vector ℓ. He observed that in low
dimensions, the Betti numbers distinguish up to permutation between different
chambers and thus determine uniquely the configuration space. However, already
starting with dimension three this classification breaks down and there are ex-
amples of chambers so that the corresponding configuration spaces are distinct
although their Betti numbers are equal. K. Walker conjectured that the graded
isomorphism type of the integral cohomology ring classifies the spaces Mℓ in the
general case.

In my talk I presented a partial proof of the conjecture, due to M. Farber, J.-Cl.
Hausmann and D. Schuetz ([1]). A rough outline of the argument is as follows.
Firstly, one notes that Mℓ can be viewed as a subspace of a torus W . The co-
homology ring of W is an exterior algebra and the goal is to demonstrate that
under suitable assumptions on the length vector ℓ, a subring of the cohomology
ring of Mℓ can be computed explicitly as the quotient of this exterior algebra by
a certain monomial ideal. To show this, one studies the homological long exact
sequence of the pair (W,W − Mℓ). Using symmetry with respect to a certain
involution τ : W → W and a Morse-theoretic argument, one can give an explicit
homology basis for the complement W −Mℓ. Studying intersection theory on W ,
one determines the image of the map H∗(W−Mℓ) → H∗(W ) induced by inclusion.
This allows to compute the so-called balanced subalgebra of H∗(Mℓ), this is the
subalgebra of all the classes a with τ∗a = (−1)|a|a. The subalgebra turns out to
be a quotient of the desired form. Finally one can show that for a large class of
length vectors the balanced subalgebra coincides with the subalgebra generated
by H1(Mℓ) and is thus recovered by the graded isomorphism type of H∗(Mℓ).
Applying an algebraic result of J. Gubeladze ([2]) concludes the argument.

The general case of the conjecture was recently established by D. Schuetz ([3])
using a detailed study of the cohomology rings of those spaces Mℓ which are not
covered by the theorem described above.
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Higher Topological Complexity and Higher Symmetric Topological

Complexity

Ibai Basabe

In [2, 3], Michael Farber introduced the notion of topological complexity (TC).
Here, we present some of the work in [1], in particular, the higher versions of
topological complexity (TCn(X)) of a path connected space X as well as two

symmetric versions of topological complexity (TCS and TCΣ) and their higher

analogues (TCSn and TCΣ
n ).

In January of 2010, Yuli Rudyak presented the following higher versions of TC
[5]: we can consider a motion planning problem whose input is not only a pair of
initial and final states, but also an additional set of n − 2 ordered intermediate
states.

Define the Schwarz genus of a fibration p : E → B (genus (p)) to be the mini-
mum number k such that there is an open covering U0, U1, . . . , Uk of B for which
the restriction of p over each Ui, i = 0, 1, . . . , k has a continuous section.

Definition. Let X be a path-connected space. The nth topological complexity
of X , denoted by TCn(X), is the Schwarz genus of the fibration

eXn = en : XJn → Xn, en(γ) = (γ(11), . . . , γ(1n))

where Jn is the wedge of n closed intervals [0, 1] (each with 0 ∈ [0, 1] as the base
point), and 1i stands for 1 in the ith interval.

We have TC(X) = TC2(X)+1 and just as TC, TCn(X) is a homotopy invariant
of X for all n. We also discuss some other results in [5], such as the proof of the fact
that TCn(Sk) is n−1 for k odd and n for k even, and the definition of two functions
fa(n) = minX{TCn(X)|TC2(X) = a} and ga(n) = maxX{TCn(X)|TC2(X) =
a} with a ∈ N.

Note that for a connected finite not contractible CW space,

n− 1 ≤ fa(n) ≤ ga(n) ≤ na

since we have the following proposition from [5]:
Proposition. If X is a connected finite CW-space that is not contractible,

then TCn(X) ≥ n− 1.
The Schwarz genus of a fibration over X does not exceed cat(X) [6]. Thus,

TCn(X) ≤ cat(Xn) ≤ n cat(X) ≤ n dim(X).
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On the other hand, we can also bound TCn(X) from below using the LS-
category.

Proposition. For any path-connected space X , cat(Xn−1) ≤ TCn(X).
For G a path-connected topological group we can give a complete characteriza-

tion of TCn(G) by proving the equality TCn(G) = cat(Gn−1).
Alternatively, we can look at the growth of TCn in terms of the difference of

any two consecutive values of n. For any path-connected topological group G,
TCn(G) − TCn−1(G) ≤ cat(G). In general, for any path-connected space X ,
TCn(X) − TCn−1(X) ≤ cat(X2).

In the following definition (modified cup-length of a space X) we consider co-
homology with local coefficients.

Definition. Given a space X , a natural number n and the diagonal map
dXn = dn : X → Xn, define the dXn -cup-length, denoted by cl(X,n), to be the
maximum m with the following property: there exist cohomology classes ui ∈
H∗(Xn;Ai) such that d∗nui = 0 for i = 1, . . . ,m and u1 ` · · · ` um 6= 0 ∈
H∗(Xn;A1 ⊗ · · · ⊗Am).

The following, which follows directly from Theorem 4 in [6], gives a lower bound
for TCn in terms of cl(X,n). For any path-connected space X we have the in-
equality cl(X,n) ≤ TCn(X).

We have the following inequality for path-connected paracompact Hausdorff
spaces X and Y , TCn(X × Y ) ≤ TCn(X) + TCn(Y ).

Next, we give the higher topological complexity of concrete families of spaces.
Corollary. TCn(T k) = k(n− 1).
Proposition. TCn(Sk1 ×Sk2 ×· · ·×Skm) = m(n−1)+ l where l is the number

of even dimensional spheres.
Proposition. For every closed simply connected symplectic manifold M2m we

have TCn(M) = nm.
Farber and Grant suggested in [4] a symmetrized version of topological complex-

ity (TCS). Symmetric motion planning comes into play in the case in which the
motion from configuration a to configuration b must be the time-reverse movement
of that from b to a. Here we start by proposing a slight modification TCΣ.

Consider the involutions τ : X ×X → X ×X and τ : PX → PX defined by
τ(x, y) = (y, x) and τ(γ)(t) = γ(1 − t), for (x, y) ∈ X ×X and γ ∈ PX .

Definitions. A subset A in X × X is symmetric if τA = A. A function
s : A → PX is symmetric if τ (s(a)) = s(τ(a)) for a ∈ A, where A is a symmetric

subset of X ×X . Now, we define TCΣ(X) as the minimum number k such that
X×X = A0∪A1∪ · · · ∪Ak where each Ai is open, symmetric, and has a continuous
symmetric section si : Ai → PX of the map e2.

We now proceed by defining TCS . The symmetric group Σn acts on e−1
n (Cn(X))

and Cn(X) by permuting paths in the former case, and by permuting coordinates
in the latter (where Cn(X) stands for the configuration space of n ordered dis-
tinct points in a space X). These actions are free and the restricted fibration
en : e−1

n (Cn(X)) → Cn(X) is equivariant. There is a resulting fibration εXn =
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εn : Yn(X) → Bn(X) at the level of orbit spaces, where Yn(X) = e−1
n (Cn(X))/Σn

and Bn(X) = Cn(X)/Σn.
In our terms, Farber and Grant’s definition of symmetric topological complexity

of a space X amounts to setting TCS(X) = 2 + genus (ε2). But, in accordance

with the normalization, we have TCS2 (X) = 1 + genus (ε2).

For each ENR X , TCΣ(X) and TCS2 (X) are related by genus (ε2) ≤ TCΣ(X) ≤
1 + genus (ε2) = TCS2 (X).

The construction of TCΣ can be generalized as follows.
Definitions. A subset A in Xn is symmetric if σA = A for all σ ∈ Σn. For

a symmetric A ⊂ Xn, a function s : A → XJn is symmetric if σ(s(a)) = s(σ(a))

for all a ∈ A and σ ∈ Σn. We then define TCΣ
n (X) as the minimum number k

such that Xn = A0 ∪ A1 ∪ · · · ∪ Ak where each Ai is open, symmetric and has a
continuous symmetric section si : Ai → XJn for en.

It is important to emphasize that TCΣ
n (X) is a homotopy invariant of X , while

TCSn(X) is not a homotopy invariant of X for any n.

The following conjecture suggests the extension of TCS2 (X) that follows it next.

Conjecture. We have: genus (εn) ≤ TCΣ
n (X) ≤ genus (εn) + · · ·+ genus (ε2) +

n− 1.
Definition. For n ≥ 2 set TCSn(X) = genus (εn) + · · · + genus (ε2) + n− 1.

For a sphere, we obtain the following upper bound for TCSn(Sk).
Proposition. For integers k > 0 and n > 1,

TCSn(Sk) ≤
[

(n+ 2)(k − 1) + 4
]

(n− 1)/2k.
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Universility Theorems for Linkages

Marco Hamann

Moduli Space of Planar Linkages. In this contribution, the moduli spaces
of planar linkages are considered. From a physical point of view, they have only
rotational links which are connected by fixed joints. Mathematically, they can be
linked to weighted graphs, see [2].

Definition 1. An abstract marked linkage L is a triple (L, l ,W ) consisting of

(a) a graph L with vertices V(L) and edges E(L)
(b) an ordered subset W ⊂ V(L), the marking (fixed vertices)
(c) l : E(L) → R+ (weights).

The marking might be also empty; the linkage L is then called an abstract
linkage, while for the special marking W = {v1, v2} it is called an abstract based
linkage. A planar realisation of L is a map φ : V(L) → R2 such that

(0.1) |φ(v) − φ(w)|2 = (l [vw])2

for any [vw] ∈ E(L). We use the natural identification of R2 ∼= C. Clearly, for
based linkages one can assume φ(v1) = (0, 0) and φ(v2) = (l(e⋆), 0) for the edge
e⋆ = [v1, v2]. The set of all planar realisations of a based linkage is called the
moduli space M(L), for an abstract linkage the configuration space C(L, Z) where
Z is the required image of W under φ.

Clearly, the conditions (0.1) determine a real algebraic set in R2n associated with
M(L), where n denotes the number of vertices of L. Here the ideal I generated
by (0.1) is contained in the polynomial ring R[x1, y1, . . . , xn, yn], where (xi, yi) =
φ(vi). It determines further an affine subscheme M(L) of R2n of all polynomials
vanishing on the set M(L).

Functional Linkages. A particular class of abstract linkages are so-called func-
tional linkages. For their definition, we choosem distinguished vertices P1, . . . , Pm ∈
V(L) as input vertices and n distinguished vertices Q1, . . . , Qn ∈ V(L) as output
vertices. Furthermore, we choose two mappings

(0.2) p : M(L) → Cm, q : M(L) → Cn

as input and output mapping recording the positions of the inputs and outputs
under the realisations φ.

Definition 2. The linkage L is called functional for a given mapping f : Cm → Cn

if f = q ◦ p−1 exists and p is a regular topological branched cover of a bounded
domain O ⊂ Cm.

Occasionally, we refer to R-functional linkages if the mapping can be specified
to f : Rm → Rn using R× {0} ⊂ R2 and the identification C ∼= R2.
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Functionality Theorems. The operation of fiber sum of linkages can be used
to construct new linkages. Formally, it is equal to the generalised free products
of groups, see [1]. More detailed, let L′ = (L′, l′,W ′) and L′′ = (L′′, l′′,W ′′) be
abstract marked linkages and

β : S′ ⊂ V(L′) → S′′ ⊂ V(L′′).

with S′, S′′ 6= ∅. For given Z ′, Z ′′ we require φ′(wj) = φ′′(β(wj)) for each wj ∈W ′

and φ′ ∈ C(L′, Z ′), φ′′ ∈ C(L′′, Z ′′). Then by

(1) the weighted graph (L, l) obtained from (L′, l′) ⊔ (L′′, l′′) by identifying v
and β(v), v ∈ S′

(2) the image of marking Z = (. . . , φ(wj), . . .) with wj ∈ W and φ in C(L′, Z ′)
or in C(L′′, Z ′′), where W is the image of W ′ ⊔W ′′ in L

the fiber sum L = L′ ∗β L′′ is constructed. Evidently, we may consider also the
self-fiber sum L′∗β for L′ = L′′ when replacing L′ ⊔ L′′ in 1 by L′.

Essentially, the functionality theorems state that the fiber sum of two linkages,
which are functional for the (vector-valued) functions f and g, is again a linkage,
which is functional for the composition of f and g.

Theorem 3. Let L′ and L′′ functional linkages for the functions f and g, fur-
thermore L = L′ ∗β L′′ the fiber sum of these linkages with respect to β. If
int(O′) ∩ g−1int(O′′) 6= ∅ then L is a functional linkage for the composition
h = f ◦ g, see [1].

Moreover, self-fiber sums provide a technique to construct closed functional
linkages. Elementary linkages are derived by modifications of classical linkages
such as the rigidified pantograph and the rigidified inversor. They are functional
for z 7→ λz and z 7→ t2/z̄, for example, and serve as building blocks for functional
linkages associated with polynomial mappings.

Universality Theorems. After developing useful techniques for the construction
of real functional linkages from complex ones and the expansion of domains by
functional linkages, we prove

Theorem 4. Let f : km → kn be a polynomial map where k is either C or R. Let
further o ∈ km be a point and r > 0. Then there is a functional linkage L for f
such that the ball Br(o) is in the interior of the image of p and p is an analytically
trivial covering over Br(o), see [1].

For polynomial maps with not necessary real coefficients, one has to use relative
configuration space C(L, Z) instead of the moduli space M(L). However, one can
easily extend Theorem 4 to compact real-algebraic sets, that is, to the zero sets of
polynomial mappings f : Rm → Rn, see [1].
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TC and the immersion and embedding problems I

Mark Grant

The talk described an intriguing connection between the topological complexity
of real projective spaces and their immersion dimension. Recall that the Topolog-
ical Complexity TC(X) of a space X is defined to be the Scwharz genus genus(π)
of the free path fibration on X ,

π : XI → X ×X, π(γ) =
(

γ(0), γ(1)
)

,

which takes a path in X to its pair of initial and final points. For more information
on this invariant, the reader may consult for instance [3], [4] or the earlier abstracts
in this volume. For any natural number n ≥ 1, the n-dimensional real projective
space Pn is the smooth manifold resulting from identifying antipodal points on the
n-sphere. The immersion dimension I(n) of Pn is the smallest natural number k
such that Pn admits an immersion in Rk (we use the notation Pn # Rk).

Theorem 1 (Farber, Tabachnikov, Yuzvinsky [6]). We have

TC(Pn) =

{

I(n) + 1 for n 6= 1, 3, 7
I(n) = n+ 1 for n = 1, 3, 7.

The immersion problem (compute I(n) as a function of n) is a well-known classi-
cal open problem which has been the catalyst for important advances in Algebraic
and Differential Topology (for a survey of known results and a bibliography on this
and the related embedding problem, see Don Davis’ web site [2]). It is therefore
surprising that it should be equivalent to a fundamental problem in topological
robotics, concerning motions of a line which pivots about the origin in Euclidean
space. By way of contrast, we mention that the topological complexity of complex
projective spaces satisfy the simple equality TC(CPn) = 2n+1, whilst the immer-
sion dimension for these manifolds is still largely unknown. We also mention that
Jesus González [7] has discovered a connection between the topological complexity
of lens spaces and their immersion dimension, which was not exposited here.

The proof of Theorem 1 proceeds by relating motion planning algorithms on
Pn with certain types of axial and non-singular maps.

Definition 1. A map f : Pn × Pn → Pm (where n ≤ m) is called axial if each
restriction f |Pn×{∗} : Pn × {∗} = Pn → Pm, f |{∗}×Pn : {∗} × Pn = Pn → Pm

is homotopic to the standard inclusion Pn ⊆ Pm. (Equivalently, f is axial if
f∗(a) = 1×a+a×1 ∈ H1(Pn×Pn;Z2), where a ∈ H1(Pm;Z2) is the generator.)

Definition 2. A map ϕ : Rn+1 × Rn+1 → Rm+1 is called non-singular* if it
satisfies the following conditions:

(1) ϕ(λu, µv) = λµϕ(u, v) for all λ, µ ∈ R and u, v ∈ Rn+1;
(2) ϕ(u, v) = 0 implies that u = 0 or v = 0;
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(3) If ϕ = (ϕ1, . . . , ϕm) is written in terms of its coordinate functions, then
ϕ1(u, u) > 0 for all u ∈ Rn+1 \ {0}.

Axial maps are related to immersions by the following classical result.

Theorem 2 (Adem, Gitler, James [1]). Let n < k. There exists an axial map
Pn × Pn → P k if and only if Pn # Rk.

The existence of axial maps was related to the existence of non-singular* maps
by the authors of [6].

Lemma 1 ([6]). Let n < k. There exists an axial map Pn×Pn → P k if and only
if there exists a non-singular* map ϕ : Rn+1 × Rn+1 → Rk+1.

Theorem 1 now follows from the following statement, whose proof was outlined
in the talk.

Theorem 3 ([6]). The following are equivalent:

a) TC(Pn) ≤ k;
b) The k-fold Whitney sum k(γ⊠ γ) → Pn×Pn admits a nowhere vanishing

section (here γ is the canonical Hopf line bundle over Pn, and ⊠ denotes
the exterior tensor product of vector bundles);

c) There exists a non-singular* map ϕ : Rn+1 × Rn+1 → Rk.

Remarks.

(i) In the exceptional cases n = 1, 3, 7 the projective space Pn has the structure of
a (not necessarily associative) topological group, with multiplication induced by
the non-singular maps given by multiplication in C, H and O respectively. Thus
TC(Pn) = cat(Pn) = n+ 1 in these dimensions.
(ii) Let A(n) denote the smallest natural number k for which there exists an axial
map Pn × Pn → P k. Then Jesus González has pointed out to me that Theorem
1 can be expressed in the more compact form TC(Pn) = A(n) + 1.
(iii) As a corollary of the above proof, we found that TC(Pn) = genus(q), where

q : Sn ×Z2
Sn → Pn × Pn, q([v, w]) = ([v], [w])

is the the double cover of Pn × Pn by the quotient of Sn × Sn under Z2 acting
diagonally by the antipodal involution in each factor.

Finally we offered some evidence that existing non-immersion results could be
framed in terms of TC-weights of cohomology classes, and speculated that this
may lead to improved lower bounds for the immersion dimension. Recall that for
u ∈ h∗(X ×X), where h∗ is any multiplicative cohomology theory, the TC-weight
of u is a number wgt(u) ∈ N0 ∪ {∞} satisfying the following properties:

(1) TC(X) > wgt(u) whenever u is nonzero;

(2) wgt(u1 · · ·uℓ) ≥
∑ℓ

i=1 wgt(ui);
(3) wgt(u) ≥ 1 if and only if 0 = △∗

X(u) ∈ h∗(X) (so u is a zero-divisor).
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Lemma 2. Let h∗ be a multiplicative complex-oriented cohomology theory, with
formal group law +h expressing the behaviour of Euler classes of complex line
bundles under tensor product. Let e = e(γC) ∈ h2(Pn) be the Euler class of the
complexification of the Hopf line bundle γ → Pn. Let ei = p∗i (e) ∈ h2(Pn × Pn),
where pi : P

n × Pn → Pn is the projection onto the i-th factor for i = 1, 2. Then

wgt(e1 +h e2) ≥ 2.

Proof. The Euler class of γC ⊠ γC in ordinary cohomology H∗(−;Z) is

e1 +H e2 = 1 × b− b× 1 = 1 × β(a) − β(a) × 1 ∈ H2(Pn × Pn;Z),

where a ∈ H1(Pn;Z2) ∼= Z2 and b ∈ H2(Pn;Z) ∼= Z2 are the generators and
β : H1(−;Z2) → H2(−;Z) is the Bockstein operator. It follows from Theorem 6
of [5] that wgt(e1 +H e2) ≥ 2. Now by the naturality of the Euler class we have
wgt(e1 +h e2) ≥ 2. �
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Random 2-dimensional complexes, Part I

Thilo Kuessner

Random 2-dimensional complexes are generalizations of random graphs. One
generates a random 2-dimensional complex Y (n, p) by considering the full 1-
dimensional skeleton of the simplex on vertices {1, . . . , n} and adding 2-dimensional
faces independently with probability p. In particular Y (n, p) contains the full 1-
skeleton. For a given function p : N → [0, 1] we say that Y (n, p) has property E
asymptotically almost sure (a.a.s.) if

lim
n→∞

P (Y (n, p (n)) has property E) = 1.

Theorem 1. : If limn→∞ ω (n) = ∞ and

p (n) ≥

√

3 logn+ ω (n)

n
,

then Y (n, p) is a.a.s. simply connected.
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Proof: If p is as stated, then for every pair of vertices {a, b} the following two
conditions hold a.a.s.:
- there is some vertex d such that a, b, d are vertices of a 2-simplex in Y ,
- the intersection lk (a) ∩ lk (b) is connected.
(The second condition holds because lk (a)∩ lk (b) is a random graph G

(

n− 2, p2
)

to which the Erdös-Renyi threshold for connectivity of random graphs applies.)
These two conditions imply easily that for each triple of vertices {a, b, c} the

corresponding 3-cycle bounds a simplicial disk. QED

Theorem 2. : If ǫ > 0 and

p (n) = O

(

1

n
1
2
+ǫ

)

,

then π1Y (n, p) is a.a.s. nontrivial and word-hyperbolic.

Proof: For a 2-complex Z and i ∈ {0, 1, 2} we denote fi (Z) the number of
i-simplices of Z. A 2-complex on vertices {1, . . . , n} is (ǫ, 3)-admissible if every
subcomplex Z with {1, 2, 3} ⊂ Z satisfies f0 (Z)−3 ≥

(

1
2 + ǫ

)

f2 (Z). It is (ǫ,m, 3)-
sparse if this condition holds for each subcomplex with at most m vertices. A

straightforward computation shows that for each m ∈ N, ǫ > 0, p = O
(

1

n
1
2
+ǫ

)

,

the random 2-complex Y (n, p) is (ǫ,m, 3)-sparse a.a.s.
The main topological result from [1] is that each (ǫ, 3)-admissible, finite, 2-

dimensional simplicial complex is homotopy equivalent to a disjoint union of
wedges of circles, spheres and projective planes. In particular the fundamental
group is a free product of copies of Z and Z/2Z and thus is word-hyperbolic.

Gromov has proven that a group Γ is word-hyperbolic if and only if every
finite simplicial complex X with π1X ∼= Γ satisfies a linear isoperimetric inequal-
ity. In particular, if Y is an (ǫ,m, 3)-sparse 2-complex and Z is a subcomplex Z
which contains the vertices {1, 2, 3} but has at most m vertices, then Z must be
(ǫ, 3)-admissible, hence has hyperbolic fundamental group, hence satisfies a linear
isoperimetric inequality.

However, there is a local-to-global principle for isoperimetric inequalities (for
groups due to Gromov and generalized to 2-complexes in [1]) which allows then to
deduce a linear isoperimetric inequality (and hence word-hyperbolic fundamental
group) for the whole (ǫ,m, 3)-sparse 2-complex Y .

Finally the linear isoperimetric inequality together with the definition of (ǫ,m, 3)-
sparsity allows to deduce that the 3-cycle with vertices {1, 2, 3} is a.a.s. not 0-
homotopic in Y (n, p). In particular π1Y (n, p) 6= 0 a.a.s. QED
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Totaro’s spectral sequence

Andrés Angel

The main source for this talk is [2]. The goal was the study of a spectral
sequence that abuts to the cohomology of the configuration spaces F (X,n) of a
space X , where F (X,n) is the set of n distinct points in X .

The spectral sequence is the Leray spectral sequence for the inclusion F (X,n) ⊂
Xn. For orientable manifolds the E2 term and the first non-trivial differential can
be explicitly identified.

In the case of a projective algebraic variety, the spectral sequence has only one
non-trivial differential if the coefficients are taken in a field of characteristic zero
and we can determine from the spectral sequence the rational cohomology ring of
the configuration space of n-tuples of distinct points in X . The answer depends
only on the cohomology ring of X .

In this talk I described the paper of Burt Totaro “Configuration spaces of alge-
braic varieties”, where the Leray spectral sequence for the inclusion F (X,n) ⊂ Xn

is studied. This spectral sequence converges to the cohomology of the ordered con-
figuration spaces with integral coefficients. It was described earlier by Cohen and
Taylor in [1] algebraically by a filtration of a dga that calculates the cohomology
of the configuration spaces. Taking field coefficients,

Theorem 1. Let X be an oriented manifold. Then there is a spectral sequence
of Sn-algebras converging to H∗(F (X,n);K). The E2 term is the quotient of the
graded-commutative K-algebra

H∗(Xn;K)[Aa,b] for 1 ≤ a 6= b ≤ n

where Hi(Xn,K) has degree (i, 0) and the Aa,b are of degree (0,m− 1), subject to
the relations,

Aa,b = (−1)mAb,a

A2
a,b = 0

Aa,bAa,c +Ab,cAb,a +Ac,aAc,b = 0 for k < j < i

p∗a(x)Aa.b = p∗b(x)Aa,b for a 6= b, x ∈ H∗(X ;K)

The first non-trivial differential is given by

dAa,b = p∗a,b(∆)

where ∆ ∈ Hm(X2;K) is the diagonal class. The action of Sn is induced from the
action on H∗(Xn;K) and σAa,b = Aσ(a),σ(b).

The Leray spectral sequence associated to a continuous map f : X → Y , can
be seen as a special case of the Grothendieck spectral sequence for the derived
functor of the composition of two left exact functors. The global section functors

Γ and the direct image f∗, Sheaves(X)
f∗
→ Sheaves(Y )

Γ
→ Abelian. In our case

for the inclusion F (X,n) ⊂ Xn, and the locally constant sheaf Z on F (X,n),
it is a spectral sequence, Hp(Xn;Rqj∗Z) ⇒ Hp+q(F (X,n),Z) converging to the
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cohomology of the configuration space. The Ep,q2 is the cohomology of the n-fold
product with coefficients in the higher direct images of the locally constant sheaf
Z under the inclusion j : F (X,n) ⊂ Xn.

The higher direct image sheaf Rqj∗Z is the sheafication of the presheaf U →
Hq(U ∩F (X,n);Z), and then when X is a manifold, we use the local structure of
X to calculate the stalk. For x ∈ Xn, suppose (after permutation of indices) that
x has the form x = (x1, . . . , x1, . . . , xs, . . . , xs) with x1, . . . , xs ∈ X and

∑

ij = n,
then the stalk at x of the higher direct image sheaf Rqj∗Z is,

Hq(F (Tx1
X, i1) × . . .× F (Txs

X, is);Z)

and therefore we are led to the study of the cohomology of products of ordered
configuration spaces of euclidean spaces. To state the main results let us introduce
some notation, recall that a partition I of a set {1, . . . , n} is a non-empty collection
of subsets of {1, . . . , n} that are disjoint and whose union is {1, . . . , n}.

Definition 2. To a partition I into k blocks, (|I| = k), we associate the diagonal
subspace Xk

I ⊆ Xn,

Xk
I := {(x1, . . . , xn) ∈ Xn | xi = xj if i, j are in the same block of I }

We say that a partition J refines a partition I (J ≤ I) if for every A ∈ J there
exists B ∈ I with A ⊆ B.

By the results of Cohen we know that the cohomology algebra of ordered con-
figuration spaces of n points in Rm is concentrated on multiples of m− 1 and the
top dimensional cohomology group is equal to Z(n−1)! in dimension(n− 1)(m− 1),
similarly for a product of the form F (Rm, i1) × · · · × F (Rm, ik), the cohomology
is zero except in dimensions divisible by m − 1. Each factor F (Rm, is) has top
non-zero cohomology in dimension (is − 1)(m − 1) and therefore for the prod-
uct F (Rm, i1) × · · · × F (Rm, ik) the top non-zero cohomology is in dimension
∑

s(is−1)(m−1) = (n−k)(m−1). ZcI where, cI :=
∏

A∈I(|A|−1)! =
∏

s(is−1)!.
Suppose that I is a partition with k blocks of sizes i1, . . . , ik, and J a refine-
ment of I with blocks of sizes j1, . . . , jn−r. We have a natural restriction map,
∏k
s F (X, is) →

∏n−r
s F (X, js). By adding the induced maps on cohomology over

all refinements,

Lemma 3. For 0 ≤ r ≤ n− k we have an isomorphism,
⊕

J

H
r(m−1)(F (Rm

, j1)×· · ·×F (Rm
, jn−r);Z) ∼= H

r(m−1)(F (Rm
, i1)×· · ·×F (Rm

, ik);Z)

where the sum is over all partitions of J of {1, ..., n} with n− r blocks such that
J ≤ I.

This lemma shows that the r(m − 1) dimensional classes are pulled back from
classes that are top dimensional for some refinement of I. For example, a basis for
Hr(m−1)(F (Rm, n);Z) is given by monomials,

Aa1,b1 · · ·Aar,br , a1 < · · · < ar and bs < as, 1 ≤ s ≤ r



Arbeitsgemeinschaft: Topological Robotics 2715

and we can define a partition J of {1, . . . , n} with n− r blocks by, as ∼ bs, then
it is clear that the element Aa1,b1 · · ·Aar ,br lies in the image of the map

Hr(m−1)(F (Rm, j1) × · · · × F (Rm, jn−r);Z) → Hr(m−1)(F (Rm, n);Z)

From this lemma follows that the higher direct images sheaves are sums of locally
constant sheaves supported on the diagonals and if we assume that X is ori-
ented we have an isomorphism of sheaves, Rr(m−1)j∗Z ∼=

∑

|J|=n−r Z
cJ
Xn−r

J

. Since

Hi(Xn;ZcJ
Xn−r

J

) ∼= Hi(Xn−r
J ;Z) and cohomology commutes with direct sums, we

obtain the following description of the E2 term of the Leray spectral sequence with

Z coefficients.E
p,r(m−1)
2

∼=
⊕

J H
p(Xn−r

J ;Z) ⊗ ZcJ .
To describe the first non-trivial differential note that the E2 term is generated

as an algebra by the first row and the the group in the position (1,m − 1). The
differential dm is zero on the bottom row, by dimensional reasons. Therefore it is
determined by the map dm :

⊕

|J|=n−1H
0(Xn−1

J ;Z) → Hm(Xn;Z), which is the

sum of the Gysin maps in cohomology associated to the inclusion Xn−1
J ⊆ Xn.

(n− 1)(m− 1)

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

� H0(X) ⊗ Z H1(X) ⊗ Z Hm(X) ⊗ Z

(n− 2)(m− 1)
⊕

J

H0(X2
J) ⊗ ZcJ

⊕

J

H1(X2
J) ⊗ ZcJ

⊕

J
Hm(X2

J ) ⊗ ZcJ

r(m− 1)
⊕

J

H0(Xn−r
J ) ⊗ ZcJ

⊕

J

H1(Xn−r
J ) ⊗ ZcJ

⊕

J

Hm(Xn−r
J ) ⊗ ZcJ

(m− 1)
⊕

J

H0(Xn−1
J )

dm

,,XXXXXXXXXXXXXXXXXXXXXXXXXXXXX

⊕

J

H1(Xn−1
J )

⊕

J

Hm(Xn−1
J )

0 H0(Xn) H1(Xn) Hm(Xn)

____________________________ 0 1 m

For X smooth projective variety of complex dimension l, when we take the
coefficients to be a field of characteristic zero, this is the only non-trivial differential
of the spectral sequence. Even more the cohomology of the configuration space
F (X,n) is isomorphic to the cohomology of the dga E2 ⊗ Q with the differential
d2l.
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Symmetric Topological Complexity and Embedding Problems for

Projective Spaces

Mijail Guillemard

This note describes the main components for characterizing the relation of the
symmetric topological complexity and the embedding dimension of r-dimensional
projective spaces RPr. The key property relating these concepts are Z2-equivariant
maps defined on RPr, together with fundamental ideas of the Haefliger’s metastable
range theorem. These results have been announced in [2] and are in relation to
previous investigations, discussed in [1], relating the nonsymmetric topological
complexity and the immersion dimension of projective spaces.

We first recall some basic definitions. Given a fibration p : E → B, the Schwarz
genus of p, denoted as genus(p), is defined as the smallest number of open sets {Ui}
covering B such that p admits a continuous section on each Ui. The topological
complexity of a topological spaceX is defined as the Schwarz genus of the endpoints
evaluation map ev : P (X) → X×X , ev(γ) = (γ(0), γ(1)), γ ∈ P (X), where P (X)
is the path space X [0,1] with compact open topology. The symmetric topological
complexity of X is defined as TCS(X) := genus(ev2) + 1, where ev2 : P2(X) →
B(X, 2), is a fibration with P2(X) := P1(X)/Z2, and B(X, 2) := (X×X−∆X)/Z2,
∆X := {(x, x), x ∈ X}. Here, we use the fibration ev1 : P1(X) → X ×X − ∆X ,
ev1 = ev|P1(X), with P1(X) := {paths γ ∈ X [0,1], γ(0) 6= γ(1)}. The orbit spaces
P2(X) and B(X, 2) are defined with the actions of Z2 which reverse the direction
of the paths γ ∈ P1(X), and interchange the coordinates of the elements in X ×
X − ∆X . We discuss now the following theorem:

Theorem (Gonzáles and Landweber, 2009, [2]). The symmetric topological com-

plexity of the r dimensional projective space RPr, denoted as TCS(RPr), is related

to E(r), the Euclidean embedding dimension of RPr, as TCS(RPr) = E(r)+1, r ∈
{1, 2, 4, 8, 9, 13}, r > 15.

In the following, we sketch the two main components in the proof strategy.
On the one hand, a relation is established between the symmetric topological
complexity of RPr with the level of an involution defined by considering Z2-
equivariant maps using RPr. On the other hand, we use the identification, as
described in the Haefliger’s metastable theorem, between isotopy classes of smooth
embeddings of a manifold M ⊂ Rm and homotopy classes of Z2-equivariant maps
M ×M − ∆M → Sm−1.

The level of an involution given by a Z2-action on X is denoted as level(X,Z2),
and is defined as the minimum ℓ > 0, such that there exists an Z2-equivariant map
X → Sℓ−1. The theorem that relates the level of an involution to the symmetric
topological complexity for projective spaces has been presented in [2], and ensures

that for all values of r, TCS(P r) = level(P r × P r − ∆P r ,Z2) + 1. There are three
main components for proving this result. First, we need a fundamental property,
presented in [3], of the Schwarz genus of a canonical projection which guarantees
that for an Z2-action on X which admits a Z2-equivariant map X → Sn−1, and
for the canonical projection p : X → X/Z2, we have genus(p) = level(X,Z2).
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The second property characterizes genus(evi) for ev1 : P1(X) → X × X − ∆X .
Finally, we characterize also genus(ρ) for ρ : RPr ×RPr − ∆RPr → B(RPr, 2) the
canonical projection. More precisely, we consider the property that for i ∈ {1, 2}
genus(evi) = genus(πi), defined by constructing (commutative) diagrams:

P (RPr)
f

//

ev %%LLLLLL
Sr ×Z2

Sr

πxxqqqqqq

RPr × RPr

P1(RPr)
f1 //

ev1 ((QQQQQQQQ
E1

π1xxpppppppp

RPr × RPr − ∆RPr

P2(RPr)
f2 //

ev2 %%KK
KK

KK
E2

π2}}{{
{{

{

B(RPr, 2)

For defining the map f (and proving the commutativity of the diagrams), we
consider a path γ ∈ P (RPr), and γ̂ : [0, 1] → Sr any lifting through the canonical
projection Sr → RPr, then f(γ) is the class of (γ̂(0), γ̂(1)) in the Borel construction
Sr ×Z2

Sr := (Sr × Sr)/(−x, y) ∼ (x,−y). Now, the commutativity of these dia-
grams ensures that part of the equalities genus(evi) = genus(πi) are valid. In order
to analyze the missing inequalities, we use similar ideas by constructing additional
commutative diagrams, using an Z2-equivariant map g1 : E1 → P1(RPr), where
g1 run backwards with respect to f1. The explicit construction of g1 uses a model
for E1 as the set (Sr×Sr− ∆̃)/(x, y) ∼ (−x,−y), ∆̃ := {(x, y) ∈ Sr×Sr|x 6= ±y},
and g1 maps the class of a pair (x1, x2) into the curve [0, 1] → Sr → RPr with the
first map given by t 7→ v(tx1 + (1 − t)x2), and v is the normalization map.

Using similar ideas, we can also characterize genus(ρ), for ρ : RPr × RPr −
∆RPr → B(RPr, 2) the canonical projection, with the property genus(ρ) = genus(π2).
With all these steps, we have a rough synthesis of some basic ideas for proving the
theorem:

Theorem. For all values of r, TCS(RPr) = level(RPr × RPr − ∆RPr ,Z2) + 1.

The second part of the proof of the property relating the symmetric topo-
logical complexity and the embedding dimension uses the celebrated Haefliger’s
metastable range theorem:

Theorem (Haefliger’s metastable range). Let M be a smooth n-dimensional man-
ifold and 2m ≥ 3(n + 1), then there is a surjective map from the set of isotopy
classes of smooth embeddings M ⊂ Rm onto the set of Z2-equivariant homotopy
classes of maps M∗ → Sm−1, M∗ := M ×M − ∆M .

In our particular case, we only use from the Haefliger’s metastable range the
fact that the existence of a smooth embedding M ⊂ Rm is equivalent to the
existence of a Z2-equivariant map M∗ → Sm−1. Notice that the we have an
explicit construction for the surjective map used in the Haefliger’s metastable
range by considering for any embedding g : RPr → Rd, a Z2-equivariant map
g̃ : RPr × RPr − ∆RPr → Sd−1: g̃(a, b) := (g(a) − g(b))/(||g(a) − g(b)||).
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The components required for relating the embedding dimension of a projective
space with the level of the involution for Z2-equivariant map g̃ : RPr × RPr −
∆RPr → Sd−1 are the following two properties from Gonzáles and Landweber,
complementing results from Haefliger and Hirsch (1961, 1962):

Proposition (Gonzáles and Landweber, 2009). For r ∈ {8, 9, 13} or r > 15, an
axial map RPr × RPr → RPs can exist only when 2s ≥ 3(r + 1).

Theorem (Gonzáles and Landweber, 2009). The existence of a symmetric axial
map RPr ×RPr → RPs implies the existence of a smooth embedding RPr ⊂ Rs+1

provided 2s > 3r.

Theorem (Haefliger, Hirsch, 1961, 1962). The existence of a smooth embedding
RPr ⊂ Rs implies the existence of a symmetric axial map RPr × RPr → RPs.

In order to analyze the missing cases outside the metastable range, r ≤ 15,
we consider lower and upper bounds of the symmetric topological complexity.
This can be achieved by considering the inequalities TC(RPr) ≤ TCS(RPr) ≤
E(RPr)+1, and TC(RPr) ≤ TCS(RPr) ≤ ETOP(RPr)+1, where ETOP is defined
for embeddings which are non necessarily smooth. These inequalities can be proved
by considering the property we already discussed TCS(RPr) = level(RPr ×RPr −
∆RPr ,Z2) + 1.

We finally remark that the corresponding result for complex projective spaces is
significantly simpler to proof that the real case. The main property is TCS(CPn) =
2n+1. As it is know from [1], TC(CPn) = 2n+1, and therefore, we need to verify

that TCS(CPn) ≤ 2n + 1. This inequality can be verified with the following
diagram of pullback squares

P (CPr)

ev
��

P1(CPn)oo

ev1

��

// P2(CPn)

ev2
��

CPn × CPn CPn × CPn − ∆CPnoo // B(CPn, 2)

which guarantees that a common fiber for the fibrations ev, ev1 and ev2 is the
path connected loop space ΩCPn. Now, with the Theorem 5 in [3], which esti-
mates the genus of a fibration using the homotopy type of the base and connec-
tivity of the fiber, we obtain the following inequality: TCS(CPn) = genus(ev2) +
1 ≤ dim(Y )/2 + 2, where Y is a CW-complex with the same homotopy type
of B(CPn, 2). We can conclude our remark using an observation by Farber and
Grant that for M being a smooth closed m-dimensional manifold, B(M, 2) has the
homotopy type of a (2m− 1)-dimensional CW-complex.
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Random Polygon Spaces

Liz Hanbury

In this talk we consider the configuration spaces of closed polygonal linkages
in Euclidean space. For fixed l = (l1, . . . , ln) ∈ Rn>0 we consider the space of all
possible configurations, in either R2 or R3, of a polygonal linkage having bars of
length l1, . . . , ln. A configuration of such a linkage can be specified by giving the
directions in which each of the n bars points. Thus we have that the configuration
spaces of closed linkages with length vector l in R2 and R3 are given by:

Ml = {(u1, . . . , un) ∈ (S1)n :

n
∑

i=1

liui = 0}/SO(2),

Nl = {(v1, . . . , vn) ∈ (S2)n :
n
∑

i=1

livi = 0}/SO(3).

These configuration spaces appear in applications, for example in mathematical
biology, in statisitical shape theory and in topological robotics. In these applica-
tions it is natural to assume that the length vector l is unknown or is known with
some error and that the number of bars is large. Thus it is natural to think of the
length vector not as a fixed vector, but as a random vector, and to think of the
number of bars tending to infinity.

In this talk we consider the length vector to be a random vector so that Ml and
Nl are random manifolds and their Betti numbers are integer-valued random vari-
ables. The main result presented gives an asympototic estimate for the expected
values of these Betti numbers.

Since Ml ≡ Mtl and Nl ≡ Ntl for all t > 0, we may assume that the length
vector l lies in the open simplex

∆n−1 = {(l1, . . . , ln) ∈ Rn : li > 0 for all i and
n
∑

i=1

li = 1}.

We consider different probability measures µ on the space ∆n−1 of length vectors.
The expected values of the pth Betti numbers of Ml and Nl (with respect to the
measure µ) are given by:

E(bp(Ml)) =

∫

∆n−1

bp(Ml)dµ,

E(bp(Nl)) =

∫

∆n−1

bp(Nl)dµ.

The main theorem presented applies to a large class of probablity measures
called admissable measures. A sequence of measures µn on ∆n−1 is called admiss-
able if each µn is uniformly continuous with respect to the usual Lebesgue measure
on ∆n−1 and a certain technical condition is satisfied. For details see [2].

The main result is the following:
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Theorem 1. [2, 3] For any integer p ≥ 0 and any admissable sequence of proba-

bility measures µn on ∆n−1 there exist constants C, C̃ > 0 and a, ã ∈ (0, 1) such
that

∣

∣

∣

∣

E(bp(Ml)) −

(

n− 1

p

)∣

∣

∣

∣

< Can for all n,

∣

∣

∣

∣

∣

E(b2p(Nl)) −

p
∑

i=0

(

n− 1

i

)

∣

∣

∣

∣

∣

< C̃ãn for all n.

Thus the theorem gives asymptotic values for the expected Betti numbers and
states that the Betti numbers approach these asymptotic values exponentially fast.
Note that there is a surprising universality phenomenon appearing: the expected
Betti numbers do not depend on the choice of admissable measures.

In the case of Ml, the proof of the main theorem proceeds by showing that there
is a subspace of ∆n−1 on which the Betti numbers are precisely

(

n−1
p

)

and that

the volume of the complement of this subspace tends to zero exponentially fast
with n. The proof in the case of Nl is similar. Expressions for the Betti numbers
of Ml and Nl for fixed l were given in [4] and [5, 6] respectively.

In the last part of the talk we also mention results of [1] where several gener-
alizations are given. These include calculations of the asymptotic expected values
of the Poincaré polynomials of Ml and Nl and asymptotic expected values of the
Betti numbers bp(Ml) and bp(Nl) when p varies with n.
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The Euler–Gal Power Series

Kenneth Deeley

Let B(X,n) denote the unordered n-point configuration space of a finite, con-
nected polyhedron X . The talk given at the Topological Robotics Arbeitsgemein-
schaft described an elegant theorem due to S. Gal [3] which provides an explicit
expression for the Euler characteristics {χ(B(X,n))}∞n=0. The theorem states that



Arbeitsgemeinschaft: Topological Robotics 2721

the Euler–Gal power series

euX(t) :=

∞
∑

n=0

χ(B(X,n))tn ∈ Z[[t]]

represents a rational function euX(t) = p(t)/q(t), where p(t), q(t) ∈ Z[t] satisfy
p(0) = q(0) = 1. Moreover, the polynomials p(t), q(t) may be computed explicitly
in terms of local topological properties of X :

p(t) =
∏

dimσ even

(1 + t(1 − χ(Lσ))), q(t) =
∏

dimσ odd

(1 − t(1 − χ(Lσ))).

Here, Lσ denotes the link of the closed cell σ ⊂ X , and the products are taken
over all even-dimensional and odd-dimensional cells, respectively. Gal’s theorem
therefore provides an algorithm for computing χ(B(X,n)) for each n ≥ 0. It also
implies that the coefficients {χ(B(X,n))}∞n=0 of the Euler–Gal power series satisfy
an integer recurrence relation. A detailed exposition of the original paper [3] may
be found in Chapter 2 of the book [2].

After stating Gal’s theorem and its immediate implications, we described an
application to the study of configuration spaces of graphs. If X = Γ is a finite,
connected, simple graph, then the Euler–Gal power series of Γ is

euΓ(t) = (1 − t)−E
∏

v∈V (Γ)

(1 + t(1 − µ(v))),

where E is the number of edges, V (Γ) is the vertex set and µ(v) is the number of
edges incident to v ∈ V (Γ). Extracting the coefficient of t2 from this expression
and multiplying by 2 gives the formula

χ(F (Γ, 2)) = χ(Γ)2 + χ(Γ) −
∑

v∈V (Γ)

(µ(v) − 1)(µ(v) − 2),

a result which was also obtained by K. Barnett and M. Farber [1] using a different
method.

We then outlined the main steps in the proof of Gal’s theorem, following [3]
and [2]. The most important of these steps is establishing the following recursive
formula:

(1) χ(F (X,n)) =
∑

σ

χ(F (X − 〈σ〉, n− 1))(1 − χ(Lσ)), ∀n ≥ 1,

where 〈σ〉 ∼= intσ × (CLσ − Lσ) is a sufficiently small, open, contractible neigh-
bourhood of an interior point of σ. The sum is taken over all closed cells σ ⊂ X .
Formula (1) is equivalent to the differential equation

eu′X(t) =
∑

σ

euX−〈σ〉(t)(1 − χ(Lσ)).

As a motivation for (1), suppose X is a connected manifold. Then the projection
π : F (X,n) → X onto the first factor is a fibration with fibre F (X − ⋆, n− 1), so
we have the multiplicative formula χ(F (X,n)) = χ(F (X − ⋆, n− 1))χ(X) relating
the Euler characteristics of the fibre, base and total space. Paper [3] shows this
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formula may be adapted to the general case when X is not a manifold and the
fibre of π changes.

The next step discussed in the talk was the construction of a cut and paste ring
C&P. Two polyhedra X,Y are related by cut and paste surgery if one can find
a collared subspace S ⊂ X such that Y is obtained from X by cutting along S
and pasting back using a PL homeomorphism S → S. We denote the equivalence
class of X by [X ], and make the set of equivalence classes into a semiring via the
operations

[X ] + [Y ] := [X ⊔ Y ], [X ] · [Y ] := [X × Y ].

The standard Grothendieck construction produces the ring C&P from this semir-
ing; elements of C&P are represented by formal differences [X ] − [Y ]. We have
euX(t) ≡ euY (t) if X and Y are related by cut and paste surgery; moreover, the
map eu : C&P → Z[[t]]× sending [X ] − [Y ] to euX(t)/euY (t) is a homomorphism
from the additive group of C&P to the multiplicative group of units Z[[t]]× of
Z[[t]].

An important example of cut and paste surgery is amputation: if X = A∪B for
closed subspaces A, B such that S = A∩B has a collar U such that (U ∩A,S) ∼=
(S × [−1, 0], S × {0}) and (U ∩B,S) ∼= (S × [0, 1], S × {0}), then

[X ] = [A] + [B] − [S × [−1, 1]] in C&P.

We then stated the particularly simple relationship between the Euler–Gal power
series of a cone and a cylinder over the same base space X , namely

euCX(t)

euX×[0,1](t)
= 1 + t(1 − χ(X)).

The final part of the talk described how to combine the above steps, together with
simple topological facts such as ∂〈σ〉 ∼= Sdimσ−1 ∗ Lσ, to obtain Gal’s remarkably
elegant formula

euX(t) =
p(t)

q(t)
=

∏

σ

[

1 + (−1)dimσt(1 − χ(Lσ))
](−1)dimσ

.
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Collision Free Motion Planning

Miguel A. Xicoténcatl

In this talk we discuss the problem of finding the topological complexity of the
configuration space Fn(X) of n distinct points in X , in the case when X is Rm,
a compact orientable surface Σg or a graph Γ. All these problems can be viewed
as instances of the problem of simultaneous control of multiple objects avoiding
collisions with each other.
The problem of computing TC(Fn(Rm)) was first considered by M. Farber and
S. Yuzvinsky in [6], where they treated the cases m = 2 and m odd, and was
finished by M. Farber and M. Grant in [5]. Notice the case m = 2 corresponds
to computing the topological complexity of a hyperplane arrangement. Namely,
Fn(C) is the complement of the braid arrangement An in Cn, which happens to
be of rank n− 1. In this direction, the following result was proven in [6]:

Theorem. If A is a complex central arrangemente of rank r, then

(a) TC(M(A)) ≤ 2r.
(b) Assume there are hyperplanes H1, . . . , H2r−1 ∈ A such that: H1, . . . , Hr

are independent and Hj , Hr+1, . . . , H2r−1 are independent ∀j = 1, . . . , r.
Then TC(M(A)) = 2r.

It follows from here that TC(Fn(C)) = 2n− 2. More generally, the topological
complexity for the configuration spaces of euclidean spaces is given as follows.

Theorem. For n,m ≥ 2

TC (Fn(Rm)) =

{

2n− 2 for m even,

2n− 1 for m odd.

A sketch of the proof follows. Recall from [2] that the cohomology H∗(Fn(Rm))
is given by generators Ai,j (1 ≤ j < i ≤ n) all in degree m − 1, subject to the
relations:

A2
i,j = 0,

Ai,kAi,j = Aj,k(Ai,j −Ai,k) for k < j < i.

Moreover, the space Fn(Rm) is (m − 2)-connected and for m ≥ 3 it is homotopy
equivalent to a CW-complex of dimension (m− 1)(n− 1). Thus, the zero-divisors-
cup-length and the dimension and connectivity inequalities give:

2n− 2 ≤ TC(Fn(Rm)) ≤ 2n− 1

For m odd, the lower bound can be improved as follows. Notice the Ai,j ’s are even
and thus setting ei,j = 1 ⊗Ai,j − Ai,j ⊗ 1 one gets e2i,j = (1 ⊗Ai,j − Ai,j ⊗ 1)2 =
−2Ai,j ⊗Ai,j . Thus

e22,1 · e
2
3,1 · · · e

2
n,1 = (−2)n−1A2,1 . . . An,1 ⊗A2,1 . . . An,1 6= 0

and therefore TC(Fn(Rm)) ≥ 2n−1. This gives the result for m odd. For m even,
one uses a sharp upper bound result proven in [5] and the case m = 2.
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The topological complexity for the collision free motion planning on surfaces,
was studied by D. Cohen and M. Farber in [1].

Theorem. If Σg denotes a compact, connected, orientable surface of genus g, then

TC (Fn(Σg)) =



















3 for g = 0, n ≤ 2

2n− 2 g = 0, n ≥ 3

2n+ 1 g = 1, n ≥ 1

2n+ 3 g ≥ 2, n ≥ 1.

The main tool in the proof of this result is the Totaro spectral sequence, de-
scribing the cohomology of configuration spaces of algebraic varieties [7].

Finally, some important results about collision free motion planning on graphs
were obtained by M. Farber in [3]. Recall that an essential vertex in a graph Γ is
a vertex which is incident to three or more edges.

Theorem. Let Γ be a connected graph having an essential vertex. Then

TC(Fn(Γ)) ≤ 2m(Γ) + 1

where m(Γ) denotes the number of essential vertices in Γ.

This follows from a result of R. Ghrist which states that Fn(Γ) has the homotopy
type of a cell complex of dimension ≤ m(Γ). The previous inequality is sharp in
the following case:

Theorem. Let Γ be a tree having an essential vertex. Let n be an integer satisfying
n ≥ 2m(Γ). In the case n = 2 assume additionally that Γ is not homeomorphic to
the letter Y . Then TC(Fn(Γ)) = 2m(Γ) + 1.
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Configuration spaces of graphs - Part I

Sebastian Grensing

1. Introdution

For a natural number n the space FnΓ of unordered n-point configurations in a
graph Γ is the quotient of the space CnΓ =

{

(x1, . . . , xn)
∣

∣ xi 6= xj for i 6= j
}

by
the action of Sn, the symmetric group on n symbols. Let b(Γ) denote the number
of vertices of valence at least three.

Theorem 1. Let Γ be a finite graph and n a natural number. There exists a cube
complex KnΓ of dimension min{b(Γ), n} which embeds as a deformation retract
into FnΓ.

In what follows, we will illustrate the construction of the cube complex KnΓ
and calculate both F2Q and K2Q when Q is the Y-shaped graph consisting of three
edges incident to a common vertex. This example shall be employed in part II in
order to detect free abelian subgroups in the fundamental groups of configuration
spaces of graphs.

2. Construction of KnΓ

Denote the edge set of Γ by EΓ and the vertex set by VΓ. We may assume,
without loss of generality, each vertex to be either free, i.e., of valence one, or
essential, i.e., of valence at least three; let BΓ denote the set of vertices of the
latter kind. Furthermore, assume an orientation of the edges of Γ be given; denote
for each oriented edge e its terminal vertex by ve and its underlying unoriented
edge by |e|.

Definition 1. For k ∈ N0 let P
(k)
n Γ be the set of all pairs (f, S) such that:

(1) f : EΓ ∪BΓ → N0 is a function;
(2) S = {s1, . . . , sk} is a set of k distinct oriented edges;
(3) vsi ∈ BΓ for each i 6 k and vsi 6= vsj if i 6= j;
(4) f(b) ∈ {0, 1} for each b ∈ BΓ and f(vsi) = 0 for each i 6 k;
(5)

∑

|a|∈EΓ∪BΓ
f(|a|) = n− k.

For two elements (f, S) and (g, S ∪ {e}) in P
(k)
n Γ and P

(k+1)
n Γ resp. say that

(f, S) ≺ (g, S ∪ {e}) if either one of the following conditions holds:

(a) f(|a|) =

{

g(ve) + 1 if |a| = ve ,

g(|a|) otherwise;

(b) f(|a|) =

{

g(|e|) + 1 if |a| = |e| ,

g(|a|) otherwise.

Let PnΓ be the graded poset given by
(

P
(0)
n , . . . , P

(k)
n , . . .

)

, endowed with the
partial order generated by ≺.
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Observe, that if G =
(

g, {e1, . . . , ek}
)

is a k-face, the sub-poset {F ≺ G}
is isomorphic to the face poset of a k-dimensional cube: G has exactly the 2k
codimension one faces

∂±j G =
(

g±j , {e1, . . . , êk, . . . , ek}
)

where

g+j (vej ) = 1, g−j (|ej |) = g(|ej|) + 1 .

Thus PnΓ is the face poset of a uniquely determined cube complex, which we
denote by KnΓ.

Lemma 2.1. dimKnΓ = min{b(Γ), n}

Proof. Let (f, S) be face of PnΓ. As the function f is non-negative it follows from
Definition 1 5 that k 6 n. Since there are at most b(Γ) choices of edges with
distinct essential terminal vertices, see 3 of Definition 1, we have that k 6 b(Γ).
Hence dimKnΓ 6 min{b(Γ), n}.

For k = min{b(Γ), n} we can choose k edges si ∈ EΓ such that their terminal
vertices vsi are pairwise distinct. Then f(|s1|) = n− k and f(|a|) = 0, for a 6= s1,
defines a k-face of PnΓ. �

Remark. A 0-face (f, ∅) of PnΓ is a function that counts how many particles of
a configuration lie on each edge or essential vertex. Two such configurations are
joined by a 1-face if a particle moves from the interior of an edge into an essential
vertex adjacent to it. If, for example, e is an oriented edge of Γ which terminates
in an essential vertex ve, the two 0-faces

(

|e| 7→ 2, ∅
)

and
(

|e|7→1
ve 7→1 , ∅

)

are joined by

the edge G = (|e| 7→ 1, {e}).
The higher dimensional k-faces of PnΓ describe such movements of k distinct

particles which result in the same quantitative distribution of particles, regardless
of the order the individual particles are moved in.

Remark. A different, but closely related approach which traces back to Abrams

[2] is discussed in [4] and [3]:
Consider the space of ordered configurations CnΓ. In a first step it is shown

that CnΓ deformation retracts to the subcomplex of Γn one obtains from Γn by
removing all those product cells whose closure intersect the generalized diagonal.
This cube complex is of non-positive curvature, hence a K(π, 1), and can also be
shown to further retract to a subcomplex of dimension at most b(Γ).

While on the one hand the cubical structure in this case is, due to construction,
quite obvious, there are, on the other hand, some technical subtleties to overcome,
e.g. concerning connectivity.

3. Example: F2Q and K2Q

Let Q denote the graph with three edges e1, e2, e3 terminating in a single es-
sential vertex v. The three distinct initial vertices of the edges ei are free. Regard
Q as a metric space by letting each edge be of length one.
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The topology of F2Q is easy to describe: For each pair of distinct edges of
Q the space of configurations with exactly one particle on each of them can be
parametrized by the distances of the particles to the central vertex v, i.e., a unit
square with the origin removed.

Likewise, each subspace of configurations with both particles lying on the same
edge is a standard 2-simplex with one closed edge removed.

Having three edges this yields six subspaces for six types of configurations.
Identifying the configurations these six subspaces have in common results in the
following figure:

Figure 1. A realization of F2Q.

By Lemma 2.1, the cube complex K2Q is of dimension one. Each of its 1-cells
corresponds to a pair (g : EQ ∪ BQ → N0, S) where S contains a single edge ek.
Then, by 5 of Definition 1, g(v) = 0. Since, according to 5,

∑

i g(|ei|) = 1, there
is an l such that g(|ei|) = δil for all i 6 3. Hence there are nine 1-cells

Gkl =
(

|el| 7→ 1, {ek}
)

in K2Q. They are adjacent to the nine distinct 0-cells

∂+Gkl =
(

v 7→1
|el|7→1 , ∅

)

,

∂−Gkl =
( |ek|7→1
|el| 7→1 , ∅

)

= ∂−Glk , for k 6= l ,

∂−Gkk =
(

|ek|7→2, ∅
)

,

where ∂+ corresponds to condition (a) of Definition 1 and ∂− to (b). The cube
complex K2Q is therefore a hexagon with three intervalls attached:

Figure 2. The cube complex K2Q.
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Random 2-dimensional complexes: Part II

Thorranin Thansri

In this talk, we considered the probability p of which asymptotically almost
surely simplicial complexes in the model Y (n, p) of random 2-dimensional com-
plexes are F2-homological 1-connected through an elegant idea originated with
Nathan Linial and Roy Meshulam in [LR06].

For a natural number n and a function p = p(n) ∈ [0, 1], the model of random
graphs G(n, p), introduced by Erdös and Renyi, is the probability space of all
graphs G on the vertex set [n] = {1, . . . , n} such that each edge appears indepen-
dently on G with probability p. A monotone increasing property P of graphs is
a class of graphs closed under isomorphism and invariant under the addition of
edges. For example, connectivity of graphs is a monotone increasing property. We
also say that asymptotically almost surely (a.a.s) G has a property P if the prob-
ability limn→∞ Pr[G has P ] = 1. Erdös and Renyi found that as the probability p
increases, a.a.s. G has a monotone increasing property suddenly. For connectivity
of graphs, they found that, for any function ω(n) with limn→∞ ω(n) = ∞, the
probability p = (logn+ ω(n))/n gives the connectivity of a.a.s. G.

As a natural extension of G(n, p), Linial and Meshulam defined the model
Y (n, p) as the probability space of all 2-dimensional simplicial complexes Y on
vertex set [n] = {1, 2, . . . , n} such that the 1-skeleton Y (1) of Y is just the com-
plete graph Kn on n vertices and each 2-simplex appears independently on Y with
probability p. The notion of asymptotically almost surely is defined analogously.

For a 2-dimensional simplicial complex Y with Y (1) = Kn, an edge e ∈
(

[n]
2

)

is
said to be isolated in Y if there is no 2-simplices in Y containing e as its face. We
can obtain a fundamental result concerning with the existence of isolated edges as
follows:

Proposition 1. Let ω(n) be any function which satisfies limn→∞ ω(n) = ∞. Then
we find that

(1) if p = (2 logn− ω(n))/n, then a.a.s. Y has isolated edges;
(2) if p = (2 logn+ ω(n))/n, then a.a.s. Y has no isolated edges.

As a generalization of the notion of graph connectivity, Linial and Meshulam
had considered the F2-homological 1-connectivity, that is, the vanishing of the first
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homology with coefficients in F2. They found the following result, which asserts
that the probability for a.a.s. H1(Y ;F2) = 0 coinsides with the one for a.a.s. Y
has no isolated edges.:

Theorem 2 (Linial-Meshulam [LR06]). Let ω(n) be any function which satisfies
limn→∞ ω(n) = ∞. Then the followings hold:

(1) if p = (2 logn− ω(n))/n, then a.a.s. H1(Y,F2) 6= 0;
(2) if p = (2 logn+ ω(n))/n, then a.a.s. H1(Y,F2) = 0.

We explain here a beautiful idea in the proof by Linial and Meshulam: for
p = (2 logn + ω(n))/n, we have to show that limn→∞ Pr[H1(Y,F2) 6= 0] = 0.
Denoted by d1 the coboundary operator from the group of all 1-cochains C1(X) of

a simplicial complex X into C2(X). If we let B(f) be the number of all σ ∈
(

[n]
3

)

such that d1(f)(σ) = 1, we can find that this probability can be bounded from
above by the sum of (1 − p)B(f) over all 1-cochain f of Y .

They gave an idea of mapping each 1-cochain f which can be interpreted as a

map on the collection
(

[n]
2

)

of all 2-subsets of [n] to a graph

Gf =

(

[n],

{

e ∈

(

[n]

2

)

: f(e) 6= 0

})

.

This correspondence is one-to-one, and each graph G can be mapped to a map
fG, and we let B(G) = B(fG). Linial and Meshulam found that the proba-
bility of H1(Y,F2) 6= 0 can be bounded from above by the sum of (1 − p)B(G)

over all graphs G whose 1-cochains fG has the smallest number of elements of
{

e ∈
(

[n]
2

)

: fG(e) 6= 0
}

within all cohomologous cocycles and has exactly one

connected component which is not an isolated point. In particular, they found
that there exists c ≥ 1/120 such that for such a graph G, B(G) ≥ cn|E(G)|.
Moreover, they found an upper bound for the number of graphs G with B(G) =
(1−θ)n|E(G)|, where θ is bounded away from zero. These two results give us that
the summation has the limit 0 as n→ ∞.

The above idea was also applied by Meshulam and Wallach in the study of
the vanishing of (k − 1)-dimensional homology group of random k-dimensional
complexes for a general fixed k [MW09]. Furthermore, as an extension of these
studies, the study of the vanishing of the k-dimensional homology group of random
k-dimensional complexes was introduced by Kozlov in [Koz]. After the talk, Prof.
Roy Meshulam introduced a result on the model Y (n, p) of random 2-dimensional
complexes that, if we let p = c/n, as n→ ∞, the probability of H2(Y ;Z2) 6= 0 has
the limit 1 if c > 2.74; and has the limit exp(−c4/41) if c < 2.45. He suggested us
considering its probability for 2.45 ≤ c ≤ 2.74.
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Configuration spaces of graphs - part II

Luba Stein

We will study topological properties of configuration spaces of graphs following
[2]. Further we apply techniques from metric geometry, see [1]. Let Γ be a graph as
in the preceding abstract “Configuration spaces of graphs - part I” whose notation
is used throughout this text. We should prove the following.

Theorem 1.

(1) Kn(Γ) is a K(π, 1).
(2) The fundamental group π1(Kn(Γ)) contains a subgroup isomorphic to Zk

where k =min(b(Γ),
[

n
2

]

).

Definition 2. Let X be a metric space. A triangle T in X satisfies the CAT(0)
inequality if the distance between any pair of its points is not bigger than the
distance of the corresponding points of the comparison triangle in the euclidean
space.
If every triangle satisfies the CAT(0) inequality then X is a CAT(0) space.
A space which is locally CAT(0) is called non-positively curved (see [1]).

Theorem 3 ([1]).
(1) Every CAT(0) space is contractible.
(2) Let X be a complete, connected, non-positively curved metric space. Then

its universal cover X̃ is CAT(0).

Corollary 4. Every complete, connected, non-positively curved metric space is a
K(π, 1).

Theorem 5 ([1]). A connected, finite dimensional cube complex is complete and
geodesic with respect to the naturally induced metric.

It follows that the cube complex Kn(Γ) is a complete, geodesic metric space.
In order to prove the first part of theorem 1 it suffices to show that Kn(Γ) is non-
positively curved. Therefor we will apply the following theorem by M. Gromov.

Theorem 6. Every finite dimensional cube complex is non-positively curved if
and only if the link of each of its vertices is a flag complex.

Proof (Theorem 1, (1)). Let x ∈ Pn(Γ) be a vertex, thus x is represented by
(φ, ∅). The link Lx consists of all cells (f, S) such that (φ, ∅) ≺ (f, S). Those pairs
satisfy the following properties.

(L1) vs is branched for all s ∈ S.
(L2) vs1 6= vs2 for s1 6= s2.
(L3) φ(|s|) + φ(vs) ≥ 1.
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(L4) φ(|s|) + φ(vs) + φ(v−s) ≥ 2.

Let Pφ be the poset of all (f, S) and Kφ the simplicial complex with cells
represented by (f, S) satisfying (L1) – (L4). By construction Pφ is the face poset
of the link Lx, so Kφ is isomorphic to Lx.
Note that oriented edges of S satisfy the axoims (L1) – (L4) if and only if each
subset of cardinality 1 or 2 does. Thus Kφ is a flag complex.

�

For (2) of theorem 1 we will again utilize methods from metric geometry.

Theorem 7. Let X and Y be complete, connected metric spaces such that X is
non-positively curved and Y is geodesic. Suppose there is a local isometry f : Y →
X. Then f∗ : π1(Y, y0) → π1(X, f(y0)) is injective.

As we work with cube complexes we need a combinatorial property to check if a
given map is a local isometry. Following [2] we will make use of the next theorem.
This will be a statement on the links of vertices.
Note if for two cube complexes X and Y there is a non-degenerate, combinatorial
map f : Y → X then f induces a map fv : Lv → Lf(v) on the links for each vertex
v of Y .

Theorem 8. Let X and Y be finite dimensional cube complexes. A non-degenerate,
combinatorial map f : Y → X is a local isometry if and only if for each vertex
v ∈ Y the following conditions hold.

(I1) fv : Lv → Lf(v) is an embedding.
(I2) fv(Lv) is a full subcomplex of Lf(v).

Proof (Theorem 1, (2)). We will construct a k-torus and a local isometry to
Kn(Γ). For this let Q be the Y -graph with vertex q. The boundary of a hexagon
can be isometrically embedded in K2Q, thus (K2Q)k contains an isometrically
embedded k-torus.
Fix B = {b1, . . . , bk} ⊆ BΓ and ψ : BΓ ∪ EΓ → N0 such that ψ(a) ∈ {0, 1} for all
a ∈ BΓ, ψ(bi) = 0 for all 1 ≤ i ≤ k and

∑

ψ(a) = n− 2k where a ∈ BΓ ∪ EΓ.
For each 1 ≤ i ≤ k choose a combinatorial embedding δi : Q → Γ such that
δi(q) = bi. For a face representative ((g1, R1), . . . , (gk, Rk)) of (K2Q)k define

kB,ψ((g1, R1), . . . , (gk, Rk)) = (ψ +
∑

(δi)∗gi,
⋃

δi(Ri))

where

(δi)∗gi(a) =
∑

a′:δi(a′)=a

gi(a
′).

The map kB,ψ is well-defined and a non-degenerate, combinatorial map. Moreover
it is proved in [2] that kB,ψ satisfies theorem 8.

�

Corollary 9. From the second part of theorem 1 we obtain a lower bound for
the homological dimension dimh of the configuration space of graphs FnΓ. More
precisely, dimh FnΓ ≥ min(b(Γ),

[

n
2

]

). In the abstract “Configuration spaces of
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graphs - part I” it is shown that dimh FnΓ ≤ min(b(Γ), n). Thus dimh FnΓ = b(Γ)
if n ≥ 2b(Γ).
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Knot theory and robot arms

Bruno Benedetti

This talk served as a brief invitation to Knot Theory and as an exposition of
the main result on straigthening robot arms in the plane by Connelly, Demaine
and Rote (2003).

1. A few words on Knot Theory

Classical knot theory studies smooth embeddings of the 1-dimensional sphere S1

in Rd, up to the equivalence relation of ambient isotopy. When d = 2, the
Schönflies theorem says that every simple closed curve divides the plane into two
regions, one of which must be homeomorphic to a disc. When d ≥ 4 all knots in
Rd are known to be isotopic to the “unknot”, i.e. the boundary of a disc. So the
truly interesting case is given by embeddings of S1 in R3.

Knots have been studied since the dawn of human history. They are usually
represented via generic planar projections called diagrams. A grid diagram is an
n×n square grid with n X’s and n O’s placed in distinct squares, so that each row
and each column contains exactly one X and exactly one O [12]. If we connect each
X with the O in the same row resp. column by drawing a horizontal resp. vertical
string, from the grid diagram we obtain a knot, or possibly a disjoint union of
knots. (By convention, whenever two strands overlap, the horizontal one passes
under the vertical one.) Any knot can be realized via some grid diagram. Two
diagrams D1 and D2 represent isotopic knots if and only if D1 and D2 are related
by a finite sequence of combinatorial moves called Cromwell moves [10, 12].

But how can we show that two given knots are non-isotopic? The answer is
obtained by considering knot invariants, which are maps defined on the set of
all knots modulo ambient isotopy. Famous examples include the knot group, the
crossing number, the Alexander polynomial, the Jones polynomial, Heegaard–Floer
homology and Khovanov (co)homology. Each one of these invariants distinguishes
for example the unknot from the trefoil knot, by mapping them into different
objects. Heegaard–Floer homology, which can be computed algorithmically from
a grid diagram [10], detects the unknot, in the sense that it distinguishes it from
any other knot [13]. The same holds for Khovanov homology [1, 9], and perhaps
(this is an open conjecture) for the Jones polynomial as well.
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2. Knots, Robot Arms and Rigid Polygons

A robot arm (resp. a polygon) is a path without self-intersections (resp. a simple
closed curve) in Rd consisting of a sequence of finitely many segments, called bars.
Two bars intersect in a vertex. Is it always possible to straigthen a robot arm in Rd

via a rigid motion that preserves the bar lengths and avoids self-intersections?
The answer is negative for d = 3. To see this, take a trefoil-knotted robot arm

in which the first and the last bar are much longer than all the middle bars put
together [2]. The idea is that this metric condition keeps the endpoints far away
from the actual ‘knotted part’ of the string, making it impossible to untangle it.

In contrast, all robot arms in Rd can be straightened if d 6= 3 [6, 4]. This was
recently proven by solving a related problem: Can any polygon be opened to a
convex position via a continuous rigid motion that preserves the bar lengths and
avoids self-intersections? (We call such a motion “convexification”. Straightening
a path contained in the boundary of a convex polygon is easy, so if all polygons
can be convexified, then all robot arms can be straightened.) This problem can
be viewed as a discrete-geometric analogue of the following topological question:
“Is each knot in Rd isotopic to the unknot?”. The answer is in fact analogous:
Positive for d ≥ 4 [4], negative for d = 3 [2], and positive again for d = 2 [6].

The case d = 2, known as “carpenter’s rule problem”, has been an open question
for many years. It was finally solved in 2003 by Connelly, Demaine and Rote [6]; the
solution will be discussed in the next paragraphs. The case d = 3 is much easier:
Any knot in R3 can be realized as a polygon with sufficiently many edges, but only
the unknot can be realized as a convex polygon. So, roughly speaking, “knotted
polygons” cannot be convexified. Interestingly, some “unknotted polygons” cannot
be convexified either: To see this, take the previous example of a robot arm
that cannot be straightened, thicken it to a 2-dimensional strip and look at the
boundary of the strip [2]. Finally, the case d ≥ 4 was solved in 2001 [4]. The
idea is that a bar in Rd is free to rotate around one of its endpoints, as long as
collisions with other bars are avoided; but if d ≥ 4 the rotating endpoint has at
least 3 degrees of freedom, so any 1-dimensional obstacle can be bypassed [4].

3. The planar case: Infinitesimal Expansions

How to convexify a polygon in the plane? The breakthrough solution [6] is to
look for an expansive motion, that is, a motion in which the distance between
any two points of the polygon is non-decreasing as time goes by. In particu-
lar, expansive motions automatically avoid self-intersections. A crucial reduction
from infinitely-many to finitely-many conditions is obtained by replacing the word
“points” with “vertices” in the definition of expansive motion:

Lemma 3.1. A motion of a polygon is expansive if and only if the distance between
any two vertices is non-decreasing as time goes by.

The proof is elementary and based on the following observation: If the endpoints
of a segment are moving away from us, then also all points of the segment are.
Formally, let p1, . . . , pn be the n vertices of the polygon. Let B (resp. S) be the
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set of all pairs {i, j} such that the segment joining pi and pj is a bar (resp. is not
a bar). We will call the elements of S struts. A (strictly) expansive motion is a
differentiable function p(t) = (p1(t), . . . ,pn(t)), such that

(3.1)

{

d
dt ||pj − pi||

2 = 0 if {i, j} is in B,
d
dt ||pj − pi||

2 > 0 if {i, j} is in S.

In plain words, expansions increase the strut lengths but maintain the bar lengths.
An infinitesimal expansion is a 2 × n matrix v = (v1, . . . , vn) such that

(3.2)

{

(vj − vi) · (pj − pi) = 0 if {i, j} is in B,
(vj − vi) · (pj − pi) ≥ 1 if {i, j} is in S.

(The dots above are scalar products of vectors; the system (2) is obtained from
(1) simply by differentiating and rescaling.) By the Farkas lemma, the existence
of an infinitesimal expansion is equivalent to the non-existence of certain equilib-
rium stresses. A standard tool to analyze these stresses is the Maxwell–Cremona
diagram [7, 11], which ‘lifts’ a planar bars-and-struts framework to a polyhedral
surface in R3. Combining classical techniques and brilliant intuitions, Connelly,
Demaine and Rote were able to achieve the following result [6]:

Theorem 3.2 (Connelly–Demaine–Rote). Any non-convex polygon in the plane
admits an infinitesimal expansive motion.

The proof [6, pp. 1–19] can be sketched as follows:
(i) Given a non-convex polygon A one can build a planar framework of bars and

struts G′
A(p). Assuming by contradiction the non-existence of infinitesimal

expansions, by the Farkas lemma there is a non-zero equilibrium stress for
G′
A(p) that is non-positive on all struts.

(ii) In the Maxwell–Cremona lifting of G′
A(p), one considers the (possibly dis-

connected) region M in the xy plane where the z value attains it maximum.
All edges in ∂M are given a positive stress. In particular, the edges in ∂M
cannot be struts, so they are all bars.

(iii) Since the framework comes from a polygon, at most two bars intersect at
each vertex. This implies that whenever M contains two incident bars, M
contains also one of the two ‘pie wedges’ they form, namely, the one at the
angle bigger than π. (The case of colinear bars can be neglected simply by
consolidating them into a longer bar.)

(iv) One concludes that M is a 2-dimensional connected region corresponding to
the ‘outside’ of a convex polygon. In particular, ∂M is a convex cycle made
of bars. But then ∂M must coincide with the starting polygon A, which was
not convex: A contradiction.

4. The planar case: Local to Global

There are several ways to combine the infinitesimal expansions into a global
motion [3, 6, 8, 14]. In nature, one observes many expanding motions caused
by electrical repulsion phenomena. So, a ‘natural’ strategy (introduced in [3])
is to define on the polygon a smooth energy functional that (1) decreases under
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expansions, (2) is infinite when self-intersections occur, (3) is miminum when the
polygon reaches a convex position. Following the downhill gradient flow of the
energy functional one eventually reaches a minimum energy configuration. In
view of Theorem 3.2, this minimum must correspond to a convex position. (For an
example of a smooth energy functional, see [3].) A more thorough approach reveals
that the smoothness assumption is not needed: One only needs the functional to
be C1 with bounded curvature [3, 8]. For example, one could use the functional

E =

n
∑

i=1

n
∑

j /∈{i,i−1}, j=1

1

dist(pi, ej)
2

where ej is the edge between pj and pj+1 (and pn+1 := p1). See [8] for algorithmic
consequences.

5. Conclusion

The study of robot arm motions has plenty of applications, ranging from com-
puter graphics to protein folding and engineering. Since many real-life robot arms
have “fingers”, one might be tempted to replace the path-like model for robot arms
discussed here with a tree-like model. However, in the proof of Theorem 3.2, step
(iii), the lack of vertices of degree > 2 is crucial. In fact, some plane metric trees
with a single vertex of degree ≥ 2 cannot be brought into a star-shaped configu-
ration via a rigid non-self-intersecting motion [5]. In the plane, the configuration
space of a metric tree may thus be disconnected, while that of a path or a cycle is
always path-connected.
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Problem Session

The following open problems were discussed in the final meeting of the Topolog-
ical Robotics Arbeitsgemeinschaft, held at Oberwolfach from 11th–15th October
2010.

(1) (Regular and symmetric TC of high torsion lens spaces). It is known from
[2] that the TC of a lens space L2n+1(m) = S2n+1/Zm of high torsion
(i.e., such that m does not divide the binomial coefficient

(

2n
n

)

) is 4n+ 2.
On the other hand, for even m, it is known from [4] that the TC of a low
(i.e., not high) torsion lens space L2n+1(m) is bounded from above by 4n.
In the threshold, i.e. when m divides

(

2n
n

)

but m does not divide
(

2n−1
n

)

(note that
(

2n
n

)

= 2
(

2n−1
n

)

), it is known from [4] that TC(L2n+1(m)) = 4n
provided m is even.

On the other hand, for a high torsion lens space L2n+1(m) it is known

(see for instance [4]) that 4n+ 2 ≤ TCS(L2n+1(m)) ≤ 4n+ 3.
Questions. (Suggested by J. González, presented by M. Grant).

(a) In the low torsion case, does the upper bound TC(L2n+1(m)) ≤ 4n
hold also for odd m?

(b) In the threshold case, does the equality TC(L2n+1(m)) = 4n hold
also for odd m?

(c) What would it be the “next more complicated level of torsion” – and
the corresponding TC?

(d) Compute (from the two possibilities above) TCS(L2n+1(m)) for high
torsion lens spaces.

(2) (Higher TC of configuration spaces of linkages in R3). For a fixed length
vector ℓ = (ℓ1, . . . , ℓn) with ℓi > 0, consider the configuration space

Nℓ =

{

(v1, . . . , vn) ∈ S2 × · · · × S2 :

n
∑

i=1

ℓivi = 0

}/

SO(3).

Question. (Suggested by J. González, presented by M. Grant). Compute
the higher topological complexities TCn(Nℓ). It was suggested that this
may be possible by considering dimension, connectivity and cohomological
bounds. (Remark: It is known from [1] that TCn(M) = nm for any closed
simply connected symplectic manifold M2m.)
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(3) (Symmetric TC of Pn and embedding dimension). Let Pn be the real
projective space of dimension n. It is known from [4] that

TCS(Pn) = levelZ2
(Pn × Pn − ∆Pn),

where ∆Pn is the diagonal of Pn × Pn, and the configuration space Pn ×
Pn − ∆Pn (also denoted by B(Pn, 2)) is equipped with the involution τ

permuting the factors. In particular the computation of TCS(Pn) (and
therefore, in the Haefliger’s metastable range, the calculation of the Eu-
clidean embedding dimension of Pn) is equivalent to finding the smallest
r such that the following diagram

P r

ι

��
B(Pn, 2)

::

// P∞

can be completed up to homotopy.
Question. (Suggested by J. González, presented by M. Grant). For a
complex oriented cohomology theory h∗ (the universal case, MU , should
suffice), what can it be said about the map h∗(P∞) → h∗(B(Pn, 2))? As
explained in [3], information of this sort could lead to lower bounds for

TCS(Pn)—and, consequently, to possibly new non-embedding results for
Pn.

(4) (TC of a K(π, 1)). A theorem of Eilenberg–Ganea states that

cat(π) = cdim(π) + 1 = geomdim(π) + 1,

in all cases, except that there may exist a group π satisfying cdim(π) = 2,
cat(π) = geomdim(π) = 3. The Eilenberg–Ganea conjecture states that
no such π exists, that is, every group of cohomological dimension 2 has a
2–dimensional Eilenberg–Maclane space.

(i) Question. (Suggested by M. Farber, presented by M. Grant). Moti-
vated by the conjecture, compute the topological complexity TC(π) :=
TC(K(π, 1)) (since TC is an invariant of homotopy type, TC(K(π, 1))
depends only on the group π).

(ii) Question. (Suggested by D. Cohen). For which π do we have
TC(π) = zclH∗(π) + 1? (This equality is known to hold for right-
angled Artin groups.)

(iii) Question. (Suggested by J. Oprea). Compute the topological com-
plexity of a nilmanifold.

(iv) Question. (Suggested by M. Farber and M. Grant). Let Ng be the
non-orientable surface of genus g ≥ 1. We have the known inequality
4 ≤ TC(Ng) ≤ 5 for all g ≥ 1. Compute TC(Ng) for all g ≥ 1.

(5) (Rational TC). Let X be simply-connected and let (ΛV, d) be a minimal
model. Then cat(XQ) is the smallest k such that the projection pk : ΛV →
ΛV/Λ>kV admits an algebra retraction (up to homotopy). It is easier to
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work with mcat(XQ), which is the smallest k such that pk admits a ΛV -
module retraction (a result of Hess states that mcat = cat). We have that
ΛV ⊗ΛV models X×X and µ : ΛV ⊗ΛV → ΛV models ∆ : X → X×X .
Let I = kerµ. A result of Jessup, Murillo and Parent states that TC(XQ)
is the smallest k such that the projection qk : ΛV ⊗ΛV → (ΛV ⊗ΛV )/Ik+1

has an algebra retraction. Define MTC(XQ) to be the smallest k such that
qk has a ΛV ⊗ ΛV –module retraction.
Question. (Suggested by M. Grant). Motivated by the result of Hess, is
MTC = TC?

(6) (TC of the complement of a hyperplane arrangement). Let A ⊂ Cℓ

be a hyperplane arrangement. A conjecture of Yuzvinsky states that
TC(M(A)) = zclA∗(A) + 1, where A∗(A) is the Orlik-Solomon algebra
of A. Evidence for this conjecture includes the known topological com-
plexity of F (C, n), which is the complement of the braid arrangement,
and the known topological complexity of M(A) when A is a supersolvable
arrangement. In the latter case, M(A) is a K(π, 1), for π = π1(M(A))
(see Problem 4). Further evidence for the conjecture is the knowledge that
TC(M(A)) = zclA∗(A)+1 for “general position arrangements”. Note that
here in general we have the strict inequality TC(M(A)) � 2 dimM(A)+1.
Question. (Suggested by D. Cohen). Determine TC(M(A)). Navigation
functions were suggested as a possible approach for solving this problem.

(7) (Random 2–complexes). The Linial–Meshulam model for random 2–com-
plexes has the following property: if p ≪ n−1, then random 2–complexes
are homotopically 1–dimensional, whereas if p≫ n−1, random 2–complexes
satisfy π2 6= 0 (asymptotically almost surely).
Question. (Suggested by M. Farber). Find a model producing random
aspherical 2–dimensional complexes. Determine whether this can also be
achieved by modifying the existing Linial–Meshulam model.
Question. (Suggested by M. Farber). Study the behaviour of random 2–
complexes for p = nα, where α ∈ [−1,−1/2]. Show that in this range the
fundamental group π1(Y ) is not free (has homological dimension 2). It is
known that for any fixed ε > 0, if p≪ n−1/2−ε, then random 2–complexes
have non-trivial hyperbolic fundamental group.

(8) (Random 2–complexes). Question. (Suggested by E. Babson). A theo-
rem of Linial–Meshulam–Wallach states that for each prime p, the thresh-
old for vanishing of H1(Y (n, nα),Zp) occurs at α = −1. Is there an α–
threshold for the simultaneous vanishing of H1(Y (n, nα),Zp), p prime?
(This is equivalent to the vanishing of H1(Y (n, nα),Z)).
Question. (Suggested by E. Babson). A result of Meshulam states that
for a finite group Γ, the threshold for the non-existence of an epimor-
phism π1(Y (n, nα)) ։ Γ occurs at α = −1. Is there an α–threshold for
the following property: for all finite groups Γ, there is no epimorphism
π1(Y (n, nα)) ։ Γ? Conjecture: α = −1/2.
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(9) (Equivariant TC). Suppose that a group G acts on a space X . There ex-
ists an equivariant version catG of the Lusternik–Schnirelmann category
satisfying the inequality catGX ≥ cat(X/G), where X/G is the orbit space
of the action. Equality holds if the action is free.
Question. (Suggested by H. Colman). Provide a suitable definition of
equivariant topological complexity, and give an interpretation in the con-
text of topological robotics.

(10) (Cohomology of the 2–point configuration space of a manifold). Given a
fibration p : A→ C and a map f : B → C, there is a fibration p∗(A) → B
and a map f∗ : p∗(A) → A such that the following square commutes:

p∗(A)
f∗

−−−−→ A




y





y

p

B −−−−→
f

C

Let p : XI → X × X be the fibration γ 7→ (γ(0), γ(1)) and let f : X →
X ×X be the diagonal map. The previous square becomes

LX −−−−→ XI





y





y

p

X −−−−→
f

X ×X

If X is a closed manifold, the Eilenberg–Moore spectral sequence computes
the cohomology of LX .
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Winterthurerstr. 190
CH-8057 Zürich
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Dept. of Mathematical Sciences
Durham University
Science Laboratories
South Road
GB-Durham DH1 3LE

Dipl.Math. Nikita Selinger

School of Engineering and Science
Jacobs University Bremen
Postfach 750561
28725 Bremen

Luba Stein

Max-Planck-Institut für Mathematik
Vivatsgasse 7
53111 Bonn

Thansri Thorranin

Residence Metoba, Room 102
3-1-12 Metoba, Matsumoto-shi
Nagano 390-0806
JAPAN

Prof. Dr. Wilderich Tuschmann

Institut für Algebra u. Geometrie
Fakultät für Mathematik
KIT
Kaiserstr. 89-93
76133 Karlsruhe

Ramon Vera

Dept. of Mathematical Sciences
Durham University
Science Laboratories
South Road
GB-Durham DH1 3LE

Dr. Antonio Viruel

Dept. de Algebra, Geometria y Topologia
Facultad de Ciencias
Universidad de Malaga
E-29071 Malaga

Dr. Uli Wagner

Institut für Theoretische Informatik
ETH Zürich
ETH Zentrum
CH-8092 Zürich
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