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Introduction by the Organisers

The meeting Integral Geometry and its Applications organized by Semyon Alesker,
Andreas Bernig and Franz Schuster, was held from February 3 to February 8,
2013. It was attended by 24 participants (around one third of which were young
scientists) working in integral geometry, integral transforms and harmonic analysis.
The program contained 15 talks of 50 minutes and 5 talks of 25 minutes. Some
highlights of the program were as follows.

A central topic were Hadwiger-type theorems with applications to kinematic
formulas. Gil Solanes presented recent progress on kinematic formulas on complex
projective and complex hyperbolic spaces. Among other things, it is shown that
the algebras of smooth invariant valuations on the complex projective space and
the complex hyperbolic space are isomorphic to the algebra of continuous invariant
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valuations on a hermitian vector space. In the same spirit, Thomas Wannerer stud-
ied hermitian analogues of area measures and introduced a module structure on
the space of all area measures. Mykhailo Saienko spoke about curvature measures
which are invariant under the special unitary group and gave a complete descrip-
tion of them. Dmitry Faifman presented characterization theorems for continuous
and generalized valuations which are invariant under the Lorentz group.

Related to these developments were several talks about Minkowski valuations.
Monika Ludwig gave a talk about the anisotropic fractional perimeter, which is
defined on normed spaces and depends on some parameter s ∈ [0, 1]. Using the
Blaschke-Petkantschin formula, she showed that the limit behaviour as s tends to
1 is related to the moment body. Alexander Koldobsky showed how the complex
intersection body can be defined and used in the solution of Busemann-Petty-type
problems in complex vector spaces. Complex versions of difference and projection
bodies were classified in Judit Abardia’s talk. Lukas Parapatits described several
new results on Minkowski valuations, among them a Steiner-type formula. He
also presented a joint work with Thomas Wannerer showing that a McMullen-
type decomposition for Minkowski valuations does not exist in general without
additional assumptions.

Another central topic were tensor valuations. Rolf Schneider talked about his
characterization of local tensor valuations on polytopes, which opens the way to
attack local kinematic formulas for tensor valuations. Local tensor valuations also
play an important role in rotational integral geometry, as was illustrated in Eva
Vedel Jensen’s talk. In Wolfgang Weil’s talk, flag measures were used to construct
valuations on polytopes which do not extend by continuity to all convex bodies.

Gestur Ólafsson presented the ideas leading to the computation of the spec-
trum of the Cosλ-transform acting on functions on Grassmann manifolds. The
same topic was put into a more general context by Boris Rubin, who studied
several integral transforms on Stiefel and Grassmann manifolds. Viktor Palam-
odov studied inversion formulas in the even more general setting of acquisition
geometries.

Martina Zähle spoke about a new and short proof of Fu’s uniqueness theorem
on Legendrian currents. She also sketched invariants for fractal sets which are
based on the normal cycle construction. In a related talk, Joseph Fu outlined
a framework for proving kinematic formulas for sets which are defined by DC-
functions. This approach is based on the recent breakthrough by Rataj-Pokorný,
who showed that DC-functions are Monge-Ampère functions.

Liran Rotem presented functional versions of mixed volumes and Alexandrov-
type inequalities satisfied by them. New ways to define the addition of convex sets,
leading to Orlicz-Brunn-Minkowski theory, were introduced in Daniel Hug’s talk.
Elisabeth Werner settled some previously open problems by Grünbaum on the
space of affinely invariant points. Applications of integral geometry to stochastic
geometry were described in Matthias Reitzner’s talk on the number of faces of
random polytopes.
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Abstracts

Convex body valued valuations in a complex vector space

Judit Abardia

(joint work with Andreas Bernig)

Let V denote a real vector space of dimension n and K(V ) the space of compact
convex bodies in V . An operator Z : K(V ) → (A,+) with (A,+) an abelian semi-
group is called a valuation if it satisfies the following additivity property

Z(K ∪ L) + Z(K ∩ L) = Z(K) + Z(L),

for all K,L ∈ K(V ) such that K ∪L ∈ K(V ). If (A,+) is the set of convex bodies
with addition the Minkowski sum, then Z is called Minkowski valuation. They
have been largely studied, see for instance [4, 5, 9, 10, 11, 12, 15, 16, 17].

Two important properties of Minkowski valuations are the covariance and the
contravariance with respect to the special linear group SL(V,R). A valuation
Z : K(V ) → K(V ∗) is SL(V,R)-contravariant if

Z(gK) = g−∗Z(K), ∀g ∈ SL(V,R),

where V ∗ denotes the dual space of V and g−∗ denotes the inverse of the dual
map of g.

A valuation Z : K(V ) → K(V ) is SL(V,R)-covariant if

Z(gK) = gZ(K), ∀g ∈ SL(V,R).

An example of a continuous, translation invariant Minkowski valuations which
is SL(V,R)-contravariant is the projection body operator. For K ∈ K(V ) the
projection body ΠK of K has support function

h(ΠK,u) =
n

2
V (K, . . . ,K, [−u, u]), u ∈ V,

where V (K, . . . ,K, [−u, u]) denotes the mixed volume with (n − 1) copies of K
and one copy of the segment joining u and −u. Ludwig proved in [9, 10] that
the projection body operator is the only (up to a constant factor) continuous,
translation invariant SL(V,R)-contravariant Minkowski valuation.

For the covariant case, Ludwig proved in [10] that the difference body is the
unique (up to a positive constant) continuous Minkowski valuation which is trans-
lation invariant and SL(V,R)-covariant. In fact, she classified the continuous,
SL(V,R)-covariant Minkowski valuations (not necessarily translation invariant).
The difference body of a convex body K ∈ K(V ) is defined by

DK = K + (−K),

where −K denotes the reflection of K about the origin.
In the talk, I presented the analog results when the ambient vector space is a

complex vector space, that is, we obtain a classification result for the Minkowski
valuations in a complex vector spaceW which are continuous, translation invariant
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and SL(W,C)-contravariant or SL(W,C)-covariant. Some other results concerning
convex bodies in a complex vector space as ambient space can be found in [6, 7, 8].

The classification result we have proved in [2] for the SL(W,C)-contravariant
case is the following.

Theorem 1. Let W be a complex vector space of complex dimension m ≥ 3. A
map Z : K(W ) → K(W ∗) is a continuous, translation invariant and SL(W,C)-
contravariant Minkowski valuation if and only if there exists a convex body C ⊂ C

such that Z = ΠC , where ΠCK ∈ K(W ∗) is the convex body with support function

h(ΠCK,u) = V (K, . . . ,K,C · u), ∀u ∈ W,

where C · u = {cu : c ∈ C ⊂ C}.
For the SL(W,C)-covariant case the result reads as follows (cf. [1]).

Theorem 2. Let W be a complex vector space of complex dimension m ≥ 3. A
map Z : K(W ) → K(W ) is a continuous, translation invariant and SL(W,C)-
covariant Minkowski valuation if and only if there exists a convex body C ⊂ C

such that Z = DC , where DCK ∈ K(W ) is the convex body with support function

h(DCK, ξ) =

∫

S1

h(αK, ξ)dS(C,α), ∀ξ ∈W ∗,

where dS(C, ·) denotes the area measure of C, and αK = {αk : k ∈ K ⊂W} with
α ∈ S1 ⊂ C.

In the case dimCW = 2 the previous results are not true, since there exists
examples of other Minkowski valuations satisfying those properties.

To prove the classification results, we first use McMullen decomposition’s the-
orem for real-valued valuations [13] and then study each degree of homogeneity
by itself. Using the SL(W,C)-contravariance (resp. the SL(W,C)-covariance), it
can be proved that, if dimCW ≥ 3 then Z has homogeneity degree 2m− 1 (resp.
1). In order to compute its support function, it is used a characterization result
of McMullen [14] (resp. of Goodey and Weil [3]).
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Invariant valuations for the Lorentz group

Dmitry Faifman

(joint work with Semyon Alesker)

We study translation-invariant continuous valuations on the space of compact con-
vex sets in Rn, denoted K(n). Those are finitely-additive measures φ : K(n) → C

that are continuous w.r.t. the Hausdorff metric on K(n). The space of valua-
tions is denoted V al(Rn). It is naturally a representation of GL(n). By Mc-
Mullen’s theorem, V al(Rn) decomposes into a direct sum of k-homogeneous val-
uations V alk(R

n), for 0 ≤ k ≤ n. There is a further decomposition V alk(R
n) =

V alevk (Rn)⊕ V aloddk (Rn) into even and odd valuations.
The Lorentz group G = SO+(n − 1, 1) is the connected component of the

identity in SO(n − 1, 1). Our goal is to describe all G-invariant elements of
V al(Rn), denoted V al(Rn)G. By a theorem of Alesker [2], the space of valua-
tions that are invariant under a compact group acting transitively on the space of
oriented lines Pn−1

+ , is finite dimensional, and consists of smooth valuations (in the
representation-theoretic sense). The orthogonal group was considered and solved
by Hadwiger. More recently, the invariant valuations of several other such groups
have been classified, see [4], [8], [9] for U(n), and [5], [6], [7] for some other groups.
However, the Lorentz group is neither transitive in its action on P

n−1
+ , nor is it

compact.
The first issue is easily adjusted: the Lorentz group has a finite number of orbits

on any partial flag variety. This implies, through the application of Klain’s and
Schneider’s embeddings, that dim V al(Rn)G < ∞. However, because of the lack
of compactness, the G-invariant valuations turn out to be non-smooth, except for
valuations of homogeneity degree 0 and n - those correspond to the Euler char-
acteristic and Lebesgue measure, respectively, which are obviously G-invariant.
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Moreover, if one introduces the space of generalized translation-invariant valua-
tions, denoted V al−∞(Rn), as the completion of the space of continuous valuations
w.r.t. a certain weak topology [1], very similarly to the notion of distributions, then
one finds a plenty of Lorentz-invariant generalized valuations. Only the (n − 1)-
homogeneous Lorentz-invariant generalized valuations are in fact continuous.

More preceisely, the following theorems hold for n ≥ 3; for n = 2, the situation
is slightly different.

Theorem 1.

dim V aloddk (Rn)G =

{
1, k = n− 1
0, otherwise

Theorem 2.

dimV alevk (Rn)G =







1, k = 0, n
2, k = n− 1
0, 1 ≤ k ≤ n− 2

Theorem 3.

dimV al−∞,ev
k (Rn)G =

{
1, k = 0, n
2, 1 ≤ k ≤ n− 1

The odd generalized Lorentz-invariant valuations remain to be classified. From
now on, let us restrict to even valuations. We will now explain how those spaces
can be described explicitly.

It is a consequence of Alesker’s irreducibility theorem [3] that every smooth
valuation φ ∈ V al∞,ev

k (Rn) can be represented by a Crofton formula, which has
the form

φ(K) =

∫

Gr(n,n−k)

|PrV/Λ(K)|dµ(Λ)

where µ ∈ M∞(Gr(n, n−k)) is a smooth measure on the Grassmannian Gr(n, n−
k). It turns out that every continuous valuation admits a generalized Crofton
formula, which has the same form, except that now µ is a generalized measure.

Moreover, a generalized valuation φ ∈ V al−∞,ev
k (Rn) can be naturally evaluated

on certain families of convex bodies, such as the family of smooth convex bodies.
Then, there is again a generalized measure µ ∈ M−∞(Gr(n, n − k)) such that
the above Crofton formula applies. In particular, we can explicitly describe a
generalized valuation by specifying µ. It turns out that for a Lorentz invariant
valuation, if one restricts to Lorentz invariant generalized Crofton measures, then
the choice of µ ∈ M−∞(Gr(n, n− k))G is unique .

We can describe all the generalized Lorentz-invariant Crofton measures explic-
itly. There is a slight qualitative difference between the cases of even and odd
dimension n: as it turns out, for odd n there exists a one-dimensional space of
generalized Lorentz-invariant Crofton measures which are supported on the light
cone. Here the light cone is the space of all Λ ∈ Gr(n, n − k), s.t. the restriction
of the Lorentz quadratic form to Λ is degenerate.

Let us give an example in R3. Fix the standard Euclidean structure, and denote
by α the elevation angle above the x− y coordinate plane, and by θ the azimuth.
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For a convex body K ⊂ R
3, denote by σK its surface area measure, and by

h2((α, θ);K) the area of the projection of K to the plane with normal vector
(α, θ). Then

φ(K) =

∫

S2

| cos 2α|1/2dσK(α, θ) =
d

dα

∣
∣
∣
∣
α=π/4

(

cosα

∫ 2π

0

h2((α, θ);K)dθ

)

is a 2-homogeneous, Lorentz-invariant continuous valuation, together with its gen-
eralized Crofton formula.
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Recent progress on Monge-Ampère functions

Joe Fu

Roughly speaking, a Monge-Ampère (MA) function f : Rn → R is one for which
the determinant of its Hessian D2f , or of the Hessian of a perturbation of f by
a smooth function, is a well-defined signed measure. Formally, a function f with
locally L1 derivative is MA if there exists an integral current of dimension n living
in the cotangent bundle T ∗Rn that represents the graph of its differential in a
certain precise sense ([2, 4]). Recently D. Pokorný and J. Rataj [1] have settled
a longstanding problem by showing that any function f that is expressible as a
difference of convex functions is MA, and have used this fact to construct normal
cycles for sets that are definable by means of such functions. We conjecture that
kinematic formulas are valid for such sets, and outline a framework for a possible
proof based on [3].
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The Orlicz-Brunn-Minkowski Theory: A general framework,
additions, and inequalities

Daniel Hug

(joint work with Richard Gardner, Wolfgang Weil)

Beginning in the late nineteenth century, the classical Brunn-Minkowski theory was
developed by Minkowski, Blaschke, Aleksandrov, Fenchel, and others. Combining
two concepts, volume and Minkowski addition, it became an extremely powerful
tool in convex geometry with significant applications to various other areas of
mathematics (cf. [1, 9]).

The Orlicz-Brunn-Minkowski theory, recently introduced by Lutwak, Yang, and
Zhang [6, 7], is a new extension of the classical Brunn-Minkowski theory. It rep-
resents a generalization of the Lp-Brunn-Minkowski theory [5], analogous to the
way that Orlicz spaces generalize Lp spaces. For appropriate convex functions
ϕ : [0,∞)m → [0,∞), a new way of combining arbitrary sets in Rn is intro-
duced. This operation, called Orlicz addition and denoted by +ϕ, has several
desirable properties, but is not associative unless it reduces to Lp addition. A
general framework is introduced for the Orlicz-Brunn-Minkowski theory that in-
cludes both the new addition and previously introduced concepts, and makes clear
for the first time the relation to Orlicz spaces and norms. It is also shown that
Orlicz addition is intimately related to a natural and fundamental generalization
of Minkowski addition called M -addition. The results obtained show, roughly
speaking, that the Orlicz-Brunn-Minkowski theory is the most general possible
based on an addition that retains all the basic geometrical properties enjoyed by
the Lp-Brunn-Minkowski theory. Along the way, we also extend some results from
[2] concerning M -addition of compact, convex sets.

Inequalities of the Brunn-Minkowski type are obtained, both for M -addition
and Orlicz addition. The new Orlicz-Brunn-Minkowski inequality implies the Lp-
Brunn-Minkowski inequality (cf. [8]). New Orlicz-Minkowski inequalities are ob-
tained that generalize the Lp-Minkowski inequality. One of these has connections
with the conjectured log-Brunn-Minkowski inequality of Böröczky, Lutwak, Yang,
and Zhang [4], and in fact these two inequalities together are shown to split the
classical Brunn-Minkowski inequality.

The talk can be viewed as a continuation of a talk given by Richard Gardner
at the Oberwolfach Workshop on “Convex Geometry and its Applications” in
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December 2012. Discussions during that workshop at the MFO have led to progress
in our joint work on which we report in the current presentation (see [3]).
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Rotational integral geometry - with a view to principal rotational
formulae

Eva B. Vedel Jensen

(joint work with Markus Kiderlen, Johanna F. Ziegel)

In rotational integral geometry, geometric identities of the following form is con-
sidered ∫

α(K ∩M) dM = β(K),

where α, β are geometric quantities, K is the spatial object of interest, M is the
probe (line, plane, convex body, ...) and dM is the element of a rotation invariant
measure on the set of probes. Here, we will focus on the case, where K is a convex
body in Rd (nonempty, compact, convex subset).

In a series of papers, rotational Crofton formulae have been established where
M is a rotating linear subspace of Rd and α or β is an intrinsic volume or, more
generally, a Minkowski tensor, cf. [1, 2, 3, 4]. However, to the best of our knowl-
edge, principal rotational formulae are still largely unexplored. This talk presents
such formulae.

An important tool in developing principal rotational formulae is local versions of
Minkowski tensors. These tensors can be expressed as integrals with respect to the
Lebesgue measure νd in Rd or the support measures of K (generalized curvature
measures) Λk(K, ·) which are concentrated on the normal bundle of K, consisting
of pairs (x, u) with x ∈ ∂K and u an outer unit normal at x.
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Definition 1. Let K be a convex body in R
d. Let Sd−1 be the unit sphere in R

d

and ωd the surface area of S
d−1. For non-negative integers r and s, k = 0, . . . , d−1,

the local Minkowski tensors are then defined by

Φk,r,s(K,ψ) :=
ωd−k

r! s!ωd−k+s

∫

Rd×Sd−1

ψ(x, u)xrusΛk(K, d(x, u))

Φd,r,0(K,φ) :=
1

r!

∫

K

φ(x)xrνd(dx),

where ψ : Rd × Sd−1 → R and φ : Rd → R. Here, xr is the tensor of rank r
determined by x and xrus is the symmetric tensor product of xr and us.

The classical Minkowski tensors, denoted by Φk,r,s(K) and Φd,r,0(K), are obtained
by choosing the functions ψ and φ in the above definition identically equal to 1.

It is possible to derive a principal rotational formula for local Minkowski tensors.
We let SOd be the special orthogonal group in Rd and dR the element of the unique
rotation invariant probability measure on SOd.

Theorem 2. For R ∈ SOd, let Rψ(x, u) = ψ(R−1x,R−1u) and Rφ(x) = φ(R−1x).
Then, for k = 0, . . . , d− 1,

∫

SOd

Φk,r,s(K,Rψ) dR = Φk,r,s(K, ψ̄)

∫

SOd

Φd,r,0(K,Rφ) dR = Φd,r,0(K, φ̄),

where ψ̄(x, u) =
∫

SOd
ψ(Rx,Ru) dR and likewise for φ̄.

As a corollary of Theorem 2, we have the following principal rotational formula
for curvature measures Φk. Recall that for k = 0, . . . , d− 1, Φk(K, ·) = Λk(K, · ×
Sd−1) and Φd(K, ·) = νd(K ∩ ·).

Corollary 3. Let K,M be convex bodies in Rd and

φM (x) =
Hd−1(M ∩ |x|Sd−1)

Hd−1(|x|Sd−1)
,

where Hd−1 is the (d−1)-dimensional Hausdorff measure. Then, for k = 0, . . . , d−
1,

∫

SOd

Φk(K,RM) dR =

∫

Rd

φM (x)Φk(K, dx),

∫

SOd

νd(K ∩RM) dR =

∫

K

φM (x) νd(dx).

Theorem 2 may also be used to derive a principal rotational formula where
Minkowski tensors are expressed as rotational averages. The result is given in the
corollary below.
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Corollary 4. Let K,M be convex bodies in R
d. Suppose M is chosen such that

Hd−1(M ∩ |x|Sd−1) > 0 for all x ∈ K. Let

φ−M (x) =
Hd−1(|x|Sd−1)

Hd−1(M ∩ |x|Sd−1)
1M (x),

if Hd−1(M ∩ |x|Sd−1) > 0, and φ−M (x) = 0, otherwise. Then
∫

SOd

Φk,r,s(K,Rφ−M ) dR = Φk,r,s(K).
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Complex intersection bodies

Alexander Koldobsky

(joint work with G.Paouris, M.Zymonopoulou)

The concept of an intersection body was introduced by Lutwak in [7], as part of
his dual Brunn-Minkowski theory. In particular, these bodies played an important
role in the solution of the Busemann-Petty problem and are also related to the
slicing problem. Many results on intersection bodies have appeared in recent years
(see [1, 3, 6] and references there), but all of them apply to the real case. The goal
of this work is to extend the concept of an intersection body to the complex case.

Origin symmetric convex bodies in Cn are the unit balls of norms on Cn. We
denote by ‖ · ‖K the norm corresponding to the body K :

K = {z ∈ C
n : ‖z‖K ≤ 1}.

In order to define volume, we identify Cn with R2n using the standard mapping

ξ = (ξ1, ..., ξn) = (ξ11 + iξ12, ..., ξn1 + iξn2) 7→ (ξ11, ξ12, ..., ξn1, ξn2).

Since norms on Cn satisfy the equality

‖λz‖ = |λ|‖z‖, ∀z ∈ C
n, ∀λ ∈ C,

Origin symmetric complex convex bodies correspond to those origin symmetric
convex bodies K in R2n that are invariant with respect to any coordinate-wise two-
dimensional rotation, namely for each θ ∈ [0, 2π] and ξ = (ξ11, ξ12, . . . , ξn1, ξn2) ∈
R2n

(1) ‖ξ‖K = ‖Rθ(ξ11, ξ12), ..., Rθ(ξn1, ξn2)‖K ,
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where Rθ stands for the counterclockwise rotation of R2 by the angle θ with respect
to the origin. We shall say that K is a complex convex body in R2n if K is a convex
body and satisfies equations (1). Similarly, we define complex star bodies.

For ξ ∈ Cn, |ξ| = 1, denote by

Hξ = {z ∈ C
n : (z, ξ) =

n∑

k=1

zkξk = 0}

the complex hyperplane through the origin, perpendicular to ξ. Under the standard
mapping from Cn to R2n the hyperplane Hξ turns into a (2n − 2)-dimensional
subspace of R2n orthogonal to the vectors

ξ = (ξ11, ξ12, ..., ξn1, ξn2) and ξ⊥ = (−ξ12, ξ11, ...,−ξn2, ξn1).
The orthogonal two-dimensional subspace H⊥

ξ has orthonormal basis
{
ξ, ξ⊥

}
. A

star (convex) body K in R
2n is a complex star (convex) body if and only if, for

every ξ ∈ S2n−1, the section K ∩ H⊥
ξ is a two-dimensional Euclidean circle with

radius ρK(ξ) = ‖ξ‖−1
K .

We introduce complex intersection bodies of complex star bodies using a defi-
nition under which these bodies play the same role in complex convexity, as their
real counterparts in the real case. We use the notation |K| for the volume of K;
the dimension where we consider volume is clear in every particular case.

Let K,L be origin symmetric complex star bodies in R2n. We say that K is the
complex intersection body of L and write K = Ic(L) if for every ξ ∈ R2n

(2) |K ∩H⊥
ξ | = |L ∩Hξ|.

Since K ∩H⊥
ξ is the two-dimensional Euclidean circle with radius ‖ξ‖−1

K , (2) can
be written as

(3) π‖ξ‖−2
Ic(L) = |L ∩Hξ|.

All the bodies K that appear as complex intersection bodies of different complex
star bodies form the class of complex intersection bodies of star bodies. The closure
of this class in the radial metric forms a more general class of complex intersection
bodies.

We start with the complex version of Busemann’s theorem.

Theorem 1. Let K be an origin symmetric convex body in Cn and Ic(K) the
complex intersection body of K. Then Ic(K) is also an origin symmetric convex
body in Cn.

Next we extend to the complex case the geometric characterization of intersec-
tion bodies due to Goodey and Weil [2].

Theorem 2. Let K be an origin symmetric complex star body in R2n. Then K is
a complex intersection body if and only if ‖ · ‖−2

K is the limit in the radial metric

of finite sums ‖ · ‖−2
E1

+ · · ·+ ‖ · ‖−2
Em

, where E1,...,Em are complex ellipsoids in R2n

(i.e. those ellipsoids in R2n that are complex convex bodies).
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Theorem 3. An origin symmetric complex star body K in R
2n is a complex

intersection body if and only if it is a 2-intersection body in R2n satisfying (1).

Theorem 4. Every origin symmetric complex convex body in R
6 and R

4 is a com-
plex intersection body. The unit ball of every complex finite dimensional subspace
of Lp, 0 < p ≤ 2 is a complex intersection body.

The first part of the latter theorem is no longer true in R8.
Note that complex intersection bodies played (indirectly) the crucial role in

the solution of the complex Busemann-Petty problem in [5]. Finally, we prove a
complex version of the hyperplane inequality with arbitrary measures from [4].

Theorem 5. If K is a complex intersection body in R
2n, and γ is an arbitrary

measure on R2n with even continuous density, then

γ(K) ≤ n

n− 1
dn max

ξ∈S2n−1
γ(K ∩Hξ) |K| 1n .

By Theorem 4, this inequality holds for any origin symmetric complex convex body
K in R

4 or R
6.

Here

dn =
|B2n

2 |n−1

n

|B2n−2
2 |

< 1,

and Bn
2 is the unit Euclidean ball in Rn.
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Anisotropic fractional perimeters

Monika Ludwig

For a Borel set E ⊂ R
n and 0 < s < 1, the fractional s-perimeter of E is given by

Ps(E) =

∫

E

∫

Ec

1

|x− y|n+s
dx dy,

where Ec denotes the complement of E in Rn and | · | the Euclidean norm on
Rn. The functional Ps is an (n − s)-dimensional perimeter on Borel sets on Rn,
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as Ps(λE) = λn−sPs(E) for λ > 0. It is non-local in the sense that it is not
determined by the behavior of E in a neighborhood of ∂E.

The limiting behavior of fractional s-perimeters as s→ 1− and s→ 0+ turns out
to be very interesting. A result by Dávila [3], which extends results by Bourgain,
Brezis & Mironescu [2], shows that for a bounded Borel set E ⊂ Rn of finite
perimeter,

(1) lim
s→1−

(1 − s)Ps(E) = αnP (E),

where P (E) is the perimeter of E and αn is a constant depending on n. The
perimeter P (E) coincides with the (n − 1)-dimensional Hausdorff measure of ∂E
when E has smooth boundary. If E is a Borel set of finite Lebesgue measure, then
E is of finite perimeter if its characteristic function is in BV (Rn) and then P (E)
is the total variation of the weak gradient of the characteristic function of E. Note
that

(2) P (E) =

∫

∂∗E

|νE(x)| dHn−1(x),

where Hn−1 denotes (n − 1)-dimensional Hausdorff measure, ∂∗E the reduced
boundary of E and νE(x) the measure theoretic outer unit normal of E at x ∈ ∂∗E.

The limiting behavior for s→ 0+ of fractional Sobolev s-seminorms was deter-
mined by Maz′ya & Shaposhnikova [8]. Their result implies that

(3) lim
s→0+

s Ps(E) = n |B| |E|E,

for every bounded Borel set E ⊂ Rn of finite fractional s-perimeter for all s ∈ (0, 1).
Here B is the Euclidean unit ball and | · | is the n-dimensional Lebesgue measure.

Anisotropic perimeter is a natural generalization of the Euclidean notion of
perimeter obtained by replacing the Euclidean norm | · | in (2) by an arbitrary
norm ‖ · ‖L with unit ball L. We say that a set K ⊂ Rn is a convex body if it is
compact and convex and has non-empty interior. For K ⊂ Rn an origin-symmetric
convex body, the anisotropic perimeter of a Borel set E ⊂ Rn with respect to K
is

P (E,K) =

∫

∂∗E

‖νE(x)‖K∗ dx,

where K∗ = {v ∈ Rn : v · x ≤ 1 for all x ∈ K} is the polar body of K. If E is a
convex body, then P (E,K) is equal (up to a factor n) to the classical first mixed
volume of E and K.

For a Borel set E ⊂ Rn and 0 < s < 1, the anisotropic fractional s-perimeter
of E with respect to the origin-symmetric convex body K ⊂ Rn is given by

Ps(E,K) =

∫

E

∫

Ec

1

‖x− y‖n+s
K

dx dy,

where ‖ · ‖K denotes the norm with unit ball K.
A natural question is to study the limiting behavior of anisotropic s-perimeters

as s → 1− and s → 0+. While one might suspect that the limit as s → 1− of
anisotropic s-perimeters with respect to the origin-symmetric convex body K is
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the anisotropic perimeter with respect to the same convex body, this turns out
not to be true in general. In [5], it is proved that for E ⊂ Rn a bounded Borel set
of finite perimeter,

lim
s→1−

(1− s)Ps(E,K) = P (E,ZK).

Here the convex body ZK is the moment body of K, that is the convex body such
that

‖v‖Z∗K =
n+ 1

2

∫

K

|v · x| dx

for v ∈ Rn, where Z∗K is the polar body of ZK. For the Euclidean s-perimeter
and the Euclidean unit ball B, the convex body ZB is just a multiple of B. Hence
(1) is recovered including the value of the constant αn.

The moment body is closely related to the classical centroid body of K, which
is defined as

2

(n+ 1)|K| ZK.

If we intersect the origin-symmetric convex body K by halfspaces orthogonal to
u ∈ Sn−1, then the centroids of these intersections trace out the boundary of twice
the centroid body ofK, which explains the name centroid body. The name moment
body comes from the fact that the corresponding moment vectors trace out the
boundary (of a constant multiple) of ZK. Centroid bodies play an important role
within the affine geometry of convex bodies and moment bodies within the theory
of valuations on convex bodies.

In [5], it is shown for E ⊂ Rn a bounded Borel set of finite perimeter,

lim
s→0+

s Ps(E,K) = n |K| |E|.

The special case when K is the Euclidean unit ball follows from the result by
Maz′ya & Shaposhnikova (3). The limiting results for s → 1− and s → 0+ for
the anisotropic s-perimeters are both obtained by using the Blaschke-Petkantschin
Formula from integral geometry and results on fractional perimeters for subsets of
the real line.

An important result for Euclidean fractional s-perimeters is the fractional isoperi-
metric inequality. For a bounded Borel set E ⊂ Rn,

(4) Ps(E) ≥ γn,s |E|n−s
n ,

where |E| is the n-dimensional Lebesgue measure of E and γn,s > 0 is a constant
depending on n and s. Using a symmetrization result by Almgren & Lieb [1],
Frank & Seiringer [4] proved that there is equality in (4) precisely for balls (up to
sets of measure zero). It is not difficult to see that for a given origin-symmetric
convex body K, there is γs(K) > 0 such that

(5) Ps(E,K) ≥ γs(K) |E|n−s
n

for every bounded Borel set E ⊂ Rn. Inequality (5) is the anisotropic fractional
isoperimetric inequality. In [5], it is shown that if the minimizers of the anisotropic
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fractional isoperimetric inequality (5) converge to a bounded Borel set E1 as s→
1−, then E1 is (up to a constant factor) the moment body of K.

Analogues of the results on anisotropic fractional perimeters in the setting of
fractional Sobolev spaces are also obtained. Results on the limiting behavior of
anisotropic fractional Sobolev seminorms on BV (Rn) and anisotropic fractional
Sobolev inequalities with the sharp constants from (5) are established in [5]. For
Lp anisotropic fractional Sobolev seminorms, limiting results are established in [6].
Here Lp moment bodies, which were introduced by Lutwak & Yang [7], determine
the results.
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The COSλ-transform and SL(n + 1, F)-intertwinors

Gestur Ólafsson

(joint work with Angela Pasquale)

abstract

We give a short description based on [4] on how to calculate the spectrum of the

Cosλ transform on Grassman manifolds using the representation theory of SLn+1.
For simplicity we only discuss the real case but state the final result for R, C and
H. For further details and historical comments see [4, 5].

1. The cosλ transform

Let X be the space space of p-dimensional subspaces in Kn+1. Let xo =
{(x1, . . . , xp, 0, . . . , 0)T | xj ∈ K} be the base point. Let G = SL(n + 1,K).
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Then G acts transitively on X by a · x := {a(v) | v ∈ x}. Let q = n+ 1− p. The
stabilizer of the basepoint is the maximal parabolic subgroup P

P =

{(
A B
0 C

) ∣
∣
∣
∣

A ∈ GL(p,K), C ∈ GL(q,K), detAdetC = 1
B ∈ M(p× q,K)

}

≃ S(GL(p,K)×GL(q,K))⋉M(p× q,K) =M ′
⋉N .

Write P = MAN where A is then one dimensional center of M ′ and M =
SL(p,K)× SL(q,K)).

To simplify the notation we will now assume that K = R. Let K = SO(n+ 1)
and L = S(O(p)×O(q)) =M ∩K. Then K acts transitively on X and X = K/L.

For x, y ∈ X fix a convex set E ⊂ x (containing 0) and Vol(E) = 1. Denote by
prx,y the orthogonal projection x→ y and define

|Cos(x, y)| := Vol(prx,y(E)) .

The definition is in fact independent of the choice of E. The Cosλ-transform is

Cλ(f)(x) =

∫

X

|Cos(x, y)|λ−ρf(y) dy , f ∈ L2(X) , Re(λ > (n− 1)/2

where ρ = (n+1)/2 or more generally ρ = d(n+1)/2, d = dimR(K). As |Cos(x, k ·
y)| = |Cos(k−1 ·x, y)| it follows that the Cosλ-transform commutes with the action
of K

Lkf(x) = f(k−1x) and Cλ(Lkf) = Lk(C
λf) .

Furthermore λ 7→ Cλf(x) is holomorphic on {λ ∈ C | Re(λ) > ρ} and for f ∈
C∞(X) it extends to a meromorphic function on C.

Note, if p = 1 and if we lift Cos to a function on Sn × Sn then |Cos(x, y)| =
|(x, y)| = the cosine of the angle between x and y and

Cλ(f)(x) =

∫

Sn

|(x, y)|λ−ρf(y) dy , f ∈ C∞(Sn)

Hence the name.
The first pole occur at λ = n−1

2 = ρ− 1 and

Resλ=(n−1)/2C
λ(f)(x) =

∫

(x,y)=0

f(y) dµ(y)

where dµ now stands for the rotational invariant probability measure on the n−1-
dimensional sphere Sn−1

x = {y ∈ Sn | (x, y) = 0}.

2. K-spectrum

To understand the kernel, image and poles of the Cosλ-transform the first step
is to understand the decomposition of L2(X) (or C∞(X)) into representations of
K (the K-types).

Let us first recall this for the sphere Sn. A polynomial p on Rn+1 is said to be
harmonic if ∆p = 0 where ∆ stands for the Laplacian on Rn+1. Let Yk denote the
space of harmonic homogeneous polynomials on Rn+1 of degree k restricted to Sn

and let πk denote the irreducible representation of K on Yk given by πk(g)p(x) =
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p(g−1(x)). Yk can be viewed as a space of functions on X if and only if k is even.
Note that πk and πm are inequivalent if k 6= m. We have L2(Sn) ≃K

⊕∞
k∈N0

Yk

and L2(X) ≃K

⊕∞
k∈2N0

Yk as a K-representations. It is important to note that
each of the representations πk occurs with multiplicity at most one. The last
statement is still correct in the general case except the set of parameters Λ+ for
the irreducible representations in L2(X) is a multiparameter semigroup of rank p:

L2(X) ≃K

⊕

µ∈Λ+

L2
µ(X)

with each L2
µ finite dimensional, irreducible and L2

µ 6≃K L2
ν if µ 6= ν. Hence, by

Schur’s Lemma (Intertwining operator between irreducible reps is a multiplication
by a scalar) there exists a meromorphic function ηµ : C → C such that

Cλ|L2
µ
= ηµ(λ)id .

The task is now to determine the functions λ 7→ ηµ(λ) for each µ ∈ Λ+.
There are several ways to determine ηµ. We describe here the ideas from [3]

used in [4]. For that we define a continuous representation of G on L2(X) by

πλ(g)f(x) = j(g−1, x)−λ−ρf(g−1 · x)
where j(g, x) is the density determined by

∫

X

j(g, x)−2ρf(g · x) dµ(x) =
∫

X

f(x) dµ(x) .

The representation πλ is unitary if and only if λ ∈ iR. Those representations
go under the name generalized principal series representation. They are just the
induced representations

πλ = πP
λ = indGP 1⊗ λ⊗ 1 .

Define the Cartan involution θ : G → G by θ(x) = [x−1]T = (x−1)∗. We need
the twisted representation πθ

λ(g) = πλ(θ(g)). It is equivalent to the principal series
representation induced from the opposite parabolic subgroup

P = θ(P ) , πθ
λ = πP

λ := indG
P
1⊗ λ⊗ 1 .

The following is well known and we refer to [6] for a proof:

Theorem 1. (1) The representation πλ (and then also πθ
λ) is irreducible for

almost all λ ∈ C.
(2) There exists a meromorphic family of operators Jλ : C∞(X) → C∞(X)

intertwining πλ and πθ
−λ (the Knapp-Stein intertwinors),

Jλ ◦ πλ = πθ
−λ ◦ Jλ .

Theorem 2 (ÓP). Cλ ◦ πλ(g) = πθ
−λ(g) ◦ Cλ. In fact Cλ = Jλ. In particular

λ 7→ Cλf , f ∈ C∞(X), extends to a meromorphic function on C.

The intertwining property had already been observed in [1]. A simple corollary
of the intertwining property, irreducibility and Schur’s Lemma gives:
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Theorem 3. The cosλ-transform is an isomorphism C∞(X) → C∞(X) for al-
most all λ and there exists a meromorphic function η(λ) such that

C−λ ◦Cλ = η(λ)id .

Furthermore, η(λ) = η0(−λ)η0(λ) where η0(λ) = Cλ(1)(xo), an integral that one
can compute in terms of Γ-functions.

The Lie algebra g = sl(n+ 1,R) acts on C∞(X) by

πλ(X)f =
d

dt

∣
∣
∣
∣
t=0

πλ(e
tX)f, f ∈ C∞(X), X ∈ g .

Write sl(n + 1,R) = k ⊕ s where k is the (+1)-eigenspace of θ and s is the
(−1)-eigenspace. The idea is now that we can use s to step between different K-
types and by that way find an inductive way to calculate ηµ(λ) knowing only the
function η0(λ) were 0 corresponds to the trivial representation of K. Often this is
done by using the differential operator πλ(X) but the idea of [3] is to use a simple
multiplication operator instead. For that let

Ho =

( q
n+1 Ip 0

0 − p
n+1 Iq

)

∈ s .

Then Ho is M -fixed and we normalize the inner product on sl(n + 1,R) so that
〈H0, H0〉 = 1. Finally a = RHo is the Lie algebra of A. The operator ad(H0) has
spectrum {0, 1,−1} and n, the Lie algebra of N , is the (+1)-eigenspace of ad(H0).
Then define a map ω : s → C∞(X) by

ω(Y )(k) = 〈H0,Ad(k
−1)Y 〉 = 〈Ad(k)H0, Y 〉 , k ∈ K,Y ∈ s .

It is right L-invariant and hence a function on the X .
Next we define a K-intertwining operator S : L2(X) ⊗ sC → L2(X) by S(f ⊗

Y )(k) = ω(Y )(k)f(k). This moves aK-type L2
µ toK-types in L2

µ⊗s =
⊕

σ∈S(µ) L
2
σ

(note that this equation defines the set S(µ) ⊂ Λ+). For the sphere we have
S(k) = {k − 2, k + 2}. For σ ∈ S(µ) define ωk(Y ) : L2

µ → L2
σ by

ωµ,σ(Y ) = prσω(Y )|L2
µ
.

For γ ∈ Λ+ let ω(γ) denote the the eigenvalue of the Laplacian ∆ on L2
γ , a well

know number that can be evaluated for each γ using explicit formulas. Then one
get (see [3]) for σ ∈ S(µ):

Theorem 4. Let λ = n+1
n r . Then for σ ∈ S(µ) we have

prL2
σ
◦ πλ(Y )|L2

µ
=

1

2
(ω(σ)− ω(µ) + 2r)ωµ,σ(Y ) .

Applying Cλ to this gives, after some calculations:

ησ(λ)

ηµ(λ)
=

2r − ω(σ) + ω(µ)

2r + ω(σ)− ω(µ)
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which is the recursion relation that we are looking for and it can be solved using
Γ-functions and the function η0(λ)! For λ = (λ1, . . . , λp) and d = dimRK define

Γp(λ) = Γp,d(λ) :=

p
∏

j=1

Γ

(

λj −
d

2
(j − 1)

)

.

Then, by identifying C ∋ λ↔ (λ, . . . , λ) ∈ Cd, we get:

Theorem 5. ηµ(λ) = (−1)|µ|/2
Γp

(
d(n+1)

2

)

Γp

(
dp
2

)

Γp

(
λ−ρ+dp

2

)

Γp

(
−λ+ρ+µ

2

)

Γp

(
ρ−λ
2

)

Γp

(
λ+ρ+µ

2

) .
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Some recent results in integral geometry

Victor Palamodov

1. Introduction

Several tomographic methods are based on reconstruction formulas in integral
geometry: X-ray, PET, SPECT, impedance, MRI, thermoacoustic, photoacous-
tic, Doppler, Compton, ultrasound, seismic tomographies, texture analysis, radar
technique etc.

Given a function f defined in a Riemannian manifold (X, g) the problem is to
recover f from data of Riemannian integrals

Rf (σ) =

∫

Z(σ)

fdgS

along a family of varieties Z (σ) ⊂ X, σ ∈ Σ against Riemannian area density dgS.
A very short list of authors (1900-1970) is H. Minkowski, H. Lorentz, P. Funk, J.
Radon, F. John, A. Cormack, S. Helgason, I. Gelfand.



Integral Geometry and its Applications 317

2. Acquisition geometry

Let X and Σ be manifolds of dimension n, Z is a smooth closed hypersurface in
X × Σ such that the natural projections p : Z → X, π : Z → Σ are submersions.
The manifold Z is called acquisition geometry and a function Φ : X × Σ → R

such that Z = Φ−1 (0) is called generating function of this geometry. Let dV be a
volume form in X . For a function f with compact support in X the integral

Mf (σ) =

∫

δ (Φ (x, σ)) fdV =

∫

Z(σ)

fq

is a corresponding integral transform, where q
.
= dV/dxΦ. In terms of a Riemann-

ian metric g in X it can be written as Mf (σ) = R
(

|∇Φ|−1
f
)

. A generating

function Φ is called resolved if Σ = R×Ω, Ω = Sn−1, Φ (x; p, ω) = θ (x, ω)−p, p ∈
R, ω ∈ Ω and θ is a smooth function X × Ω.

A resolved generating function is called regular if (i)

j (∇θ) ≡ ∇xθ ∧ (dω∇xθ)
∧n−1 6= 0

and (ii) there are no conjugate points, that is θ (x, ω) − θ (y, ω) = 0 and
dω (θ (x, ω)− θ (y, ω)) = 0 imply x = y. The first condition yields that for ar-
bitrary x ∈ X and for any tangent hyperplane h at x there is a locally unique
hypersurface Z (σ) through x tangent to h.

Improper integrals. Let f be a real smooth function in a manifold X , n is
natural. Define

In (ρ) =

∫

X

ρ

(f − i0)n
= lim

εց0

∫

X

ρ

(f − iε)n
,

for a smooth density ρ with compact support. The limit exists if df 6= 0 on the
zero set of f . For a resolved regular generating function Φ = θ − p a singular
integral

Θn (x, y) =

∫




dΩ

(θ (x, ω)− θ (y, ω)− i0)
n , x 6= y

plays a key role. It converges by (ii).

3. Uniform reconstruction

Theorem 1. [1] Let Φ = θ − p be a resolved regular generating function. If
ReinΘn (x, y) = 0 for x 6= y ∈ X, then for anyf ∈ L2comp (X) and even n

f =
i

2πDn (x)
M∗

(

Hg(n−1)
)

where g =Mf. For odd n

f =
1

2Dn (x)
M∗

(

g(n−1)
)
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where g(n−1) = (∂/2πi∂p)
n−1

g, Hg (q) =
∫
g (p) dp/π (q − p),

M∗g (x) =

∫

Ω

g (θ (x, ω) , ω) dΩ

is a back projection operator. The integrals converge in L2loc and

Dn (x) =
1

|Ω|

∫

Ω

dΩ

|∇xθ (x, ω)|n

For even n the inner integral is called filtration, for odd n filtration step is n−1-
derivative. In both cases the reconstruction is of FBP (filtered backprojection)
type.

For checking the condition ReinΘn (x, y) = 0 methods of algebraic geometry
can be applied.

4. Examples

Several new (as well as many known) FBP inversion formulas are corollaries
of this result. In particular, reconstructions for hyperplanes in Euclidean space
fully geodesic submanifolds in elliptic and hyperbolic spaces, family of horospheres,
equidistant spheres in a hyperbolic ball and also inversions for photoacoustic ac-
quisition geometries follow by specification of the generating function.

Photoacoustic geometries. Let ξ : Ω → Rn be a smooth map. The image
Γ = ξ (Ω) is a compact hypersurface called central set. A generating function

p − |x− ξ (ω)|2 defines a family of spheres with a center ξ (ω) . This acquisition
geometry is of special interest in the photoacoustic (thermoacoustic) tomography.
For any ellipsoid and any elliptic paraboloid Γ a FBP reconstruction holds for
functions supported in the interior of Γ.

In the case n = 2 there are more geometries which allow exact reconstruction
formula. Let C ⊂ R2 be a compact closed curve given by equations

x1 = ξ1 (ω) , x2 = ξ2 (ω) , 0 ≤ ω < 2π

where ξ1, ξ2 are real trigonometric polynomials of degree ≤ k. A point x ∈ R2 is
called hyperbolic with respect to C if any straight line L through x meets the curve
at 2k points (counting with multiplicities). The set H of all hyperbolic points is
always open and convex (hyperbolic domain).

If C is a trigonometric curve in a plane, then a FBP reconstruction formula
holds for an acquisition geometry of all circles with centers ξ ∈ C and arbitrary
function f supported in the hyperbolic domain H .
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The Steiner Formula for Minkowski Valuations

Lukas Parapatits

(joint work with Franz E. Schuster, Thomas Wannerer)

Let Kn denote the set of convex bodies, i.e. nonempty compact convex subsets of
Rn. A valuation ϕ is a map from Kn to R that satisfies

(1) ϕ(K ∪ L) + ϕ(K ∩ L) = ϕ(K) + ϕ(L)

wheneverK∪L is convex. If ϕ is an even i-homogeneous continuous translation in-
variant valuation, then, by a theorem of Hadwiger, ϕ restricted to an i-dimensional
linear subspace E is a multiple of the i-dimensional volume in E. The Klain func-
tion of ϕ, Klϕ : Gri → R is defined by the equation

ϕ|E = Klϕ(E) · voli
for all E ∈ Gri. Klain [2] proved that an even i-homogeneous continuous transla-
tion invariant valuation is uniquely determined by its Klain function.

The natural question arises, which properties of ϕ carry over to Klϕ and vice
versa. For example, if ϕ is nonnegative, then so is Klϕ. However, the converse is
not true. A centrally symmetric convex body is said to belong to the class K(i)
if its i-th projection function is the cosine transform of a nonnegative measure.
In particular, K(1) is the set of zonoids and K(n − 1) is the set of all centrally
symmetric convex bodies.

Theorem 1 (P. and Wannerer [5]). Assume that K is a centrally symmetric
convex body, then K ∈ K(i) if and only if ϕ(K) ≥ 0 for every even i-homogeneous
continuous translation invariant valuation ϕ with nonnegative Klain function.

A more general type of valuations are so called Minkowski valuations. These
are maps from Kn to Kn which satisfy (1) where + is Minkowski addition, i.e.
K + L := {x + y : x ∈ K, y ∈ L}. With the help of Theorem 1 a Steiner formula
for Minkowski valuations can be deduced.

Theorem 2 (P. and Schuster [4]). Assume that Φ is a continuous translation
invariant Minkowski valuation, then there exist continuous translation invariant
Minkowski valuations Φ(0), . . . ,Φ(n) such that

Φ(K + rBn) =
n∑

i=0

riΦ(n−i)(K)

for all convex bodies K and r ≥ 0.

We remark that the original proof of Theorem 2 did not rely on Theorem 1 but
rather on a special case that was established independently in [4].

Theorem 2 in turn leads to the following Brunn-Minkowski-type inequality
which combines an intrinsic volume Vi with a j-homogeneous Minkowski valu-
ation and generalizes previous results by Lutwak [3], Schuster [6, 7] and Alesker,
Bernig and Schuster [1].
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Theorem 3 (P. and Schuster [4]). Let Φ be an SO(n)-equivariant j-homogeneous
continuous translation invariant Minkowski valuation, j ∈ {2, . . . , n − 1}, and
1 ≤ i ≤ j + 1, then

Vi(Φ(K + L))1/ij ≥ Vi(ΦK)1/ij + Vi(ΦL)
1/ij

for all K,L ∈ Kn. If K,L are of class C2
+, then equality holds if and only if K

and L are homothetic.
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On the Number of Faces of Random Polytopes

Matthias Reitzner

(joint work with Mareen Beermann)

Let K ⊂ Rd be a convex body of unit volume. Choose n random points in K
independently and according to the uniform distribution, and denote by Pn the
convex hull of these random points. A classical identity due to Efron [2] states
that

Ef0(Pn) = n(1− EVd(Pn−1)).

This identity was some years ago generalized by Buchta [1], who proved an identity
connecting all moments of Vd(Pn) and f0(Pn+k).

Vd(Pn)
k =

(
n+ k

k

)−1

E

(
n+ k − f0(Pn+k)

k

)

Consider the somehow dual case of an isotropic Poisson hyperplane process
ζt of intensity t > 0, which has the property that the number of hyperplanes
meeting a convex set K ⊂ Rd is Poisson distributed with parameter tV1(K). This
hyperplane process generates a Poisson hyperplane tessellation whose zero cell Z0,t

can be defined in the following way. For each H ∈ ζt denote by H0 the halfspace
bounded by H containing the origin, then the zero cell is defined as

Z0,t =
⋂

H∈ζt

H0.
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Schneider [4] proved identities relating the first moments of the intrinsic volumes
and the number of faces,

Efd−i(Z0,t) = cd,it
i
EVi(Z0,t)

with an explicitly given constant cd,i for all i = 1, . . . , d. Schneider’s theorem is
more general, dealing with the case of non-isotropic Poisson hyperplane processes.
In the case i = 1 Matheron [3] could even express the moment generating function
of V1(Z0,t) to the moments of fd−1, namely

Ee−tV1(Z0,s) = E

(
s

s+ t

)fd−1(Z0,s+t)

.

It is possible to generalize these equations to the case of Poisson polyhedra
circumscribed to a convex set K with V1(K) = 1. For each H ∈ ζt denote by HK

the halfspace bounded by H containing the set K, and if H meets K set HK = Rd.
Then we set

ZK,t =
⋂

H∈ζt

HK

which is a polyhedron circumscribed to K. Extending the above results of Schnei-
der and Matheron we obtain

Efd−1(ZK,t) = tE(V1(ZK,t)− 1)

and

Ee−t(V1(Z0,s)−1) = E

(
s

s+ t

)fd−1(Z0,s+t)

.

Our main results carry over these ideas to the case of Poisson polytopes. To
this end let ηt be a Poisson point process of intensity t > 0. Denote by Πt the
convex hull of ηt ∩K. Efron’s identity reads as

Ef0(Πt) = t(1− EVd(Πt))

or equivalently

E(ηt(K)− f0(Πt)) = tEVd(Πt)

where ηt(K) denotes the number of points of ηt in K and thus ηt(K) − f0(Πt))
is the number of non-vertices in ηs ∩ K. This can be extended to an identity
concerning all moments of Vd(Πt).

E(ηt(K)− f0(Πt))(k) = tkEVd(Πt)
k

We use these identities to relate the generating function of the number of non-
vertices to the moment generating function of the volume,

E(z + 1)ηt(K)−f0(Πt) = EetzVd(Πt), z ∈ C.

Further, the ideas of Matheron’s result can be used to prove

Ee−t(1−Vd(Πs)) = E

(
s

s+ t

)f0(Πs+t)

for s, t ≥ 0.
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Mixed integrals and related inequalities

Liran Rotem

(joint work with Vitali Milman)

Our point of departure will be Minkowski’s theorem on mixed volumes:

Theorem 1 (Minkowski). Fix bodies K1,K2, . . . ,Km ∈ Kn
c . Then the function

F : (R+)
m → [0,∞), defined by

F (λ1, λ2, . . . , λm) = Vol (λ1K1 + λ2K2 + · · ·+ λmKm) ,

is a homogeneous polynomial of degree n, with non-negative coefficients.

Here Kn
c is the family of compact and convex bodies in Rn, and the addition

operation + is Minkowski addition,

A+B = {a+ b : a ∈ A, b ∈ B} .
By standard linear algebra, Minkowski’s theorem is equivalent to the existence

of a map V : (Kn
c )

n → [0,∞) which is multilinear, symmetric and which satisfies
V (K,K, . . . ,K) = Vol(K). This map is unique, and the number V (K1,K2, . . . ,Kn)
is known as the mixed volume of K1, . . . ,Kn.

Our goal is to extend Minkowski’s theorem to a functional setting. That is, we
want to take n functions f1, f2, . . . , fn : Rn → [0,∞) and define their “mixed vol-
ume” V (f1, f2, . . . , fn). In order to do so we need to choose an appropriate family
of functions, a “volume” functional on this family, and an addition operation.

For the family of functions, we choose the class of quasi-concave functions. A
function f : Rn → [0,∞) is called quasi-concave if for every x, y ∈ Rn and every
0 < λ < 1 we have

f (λx+ (1 − λ)y) ≥ min {f(x), f(y)} .
While not always necessary, it is very convenient to assume further that f is upper
semicontinuous, that max f = f(0) = 1 and that f(x) → 0 as |x| → 0. Denote
this set of functions by QC (Rn).

As a volume, we choose the Lebesgue integral, i.e.

Vol(f) =

∫

Rn

f(x)dx.
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Finally, for addition, we define a new addition on quasi-concave functions by

(f ⊕ g) (x) = sup
y∈Rn

min {f(y), g(x− y)} .

We further define the product λ⊙ f for f ∈ QC(Rn) and λ > 0 by (λ⊙ f) (x) =
f
(
x
λ

)
. We briefly comment that these operations emerge as a limit of the natural

addition operations on α-concave functions. An explanation of this statement
appears in [2] and [4].

Under the above definition, we have to following theorem:

Theorem 2. Fix f1, f2, . . . , fm ∈ QC(Rn). Then the function F : (R+)
m →

[0,∞], defined by

F (λ1, λ2, . . . , λm) =

∫

[(λ1 ⊙ f1)⊕ (λ2 ⊙ f2)⊕ · · · ⊕ (λm ⊙ fm)]

is a homogeneous polynomial of degree n, with non-negative coefficients.

The proof of this result appears in [3]. As usual, this is equivalent to the
existence of a multilinear, symmetric map V : QC (Rn)

n → [0,∞] which satis-
fies V (f, f, . . . , f) =

∫
f . The number V (f1, f2, . . . , fm) will be called the mixed

integral of f1, f2, . . . , fm. The following theorem summarizes some of the basic
properties of mixed integrals:

Theorem 3. (1) V (K1,K2, . . . ,Kn) = V (1K1
,1K2

, . . . ,1Kn
).

(2) If fi ≥ gi for all i, then V (f1, f2, . . . , fn) ≥ V (g1, g2, . . . , gn).
(3) V is rotation and translation invariant.
(4) Fix gm+1, . . . , gn ∈ QC(Rn), and define

Φ(f) = V (f [m], gm+1, . . . , gn).

Φ satisfies a valuation type property: if f1, f2 ∈ QC(Rn) and f1 ∨ f2 =
max(f1, f2) ∈ QC(Rn) as well, then

Φ (f1 ∨ f2) + Φ (f1 ∧ f2) = Φ(f1) + Φ(f2).

Once we have a generalization of the notion of mixed volumes, it makes sense to
try and generalize the important inequalities as well. For example, for f ∈ QC(Rn)
define its k-th quermassintegral to be

Wk(f) = V (f, f, . . . , f
︸ ︷︷ ︸

n−k times

,1D,1D, . . . ,1D
︸ ︷︷ ︸

k times

),

whereD is the unit Euclidean ball. This notion of functional quermassintegrals was
discovered independently by Bobkov, Colesanti and Fragalà ([1]). In particular,
we have the notion of surface area, defined by S(f) = nW1(f).

We now want to prove a functional isoperimetric inequality. Unfortunately, it
turns out that for general quasi-concave functions it is impossible to give a lower
bound for S(f) in terms of

∫
f . Surprisingly, however, it is possible to state a

functional extension of the isoperimetric inequality:

Theorem 4. For every f ∈ QC(Rn) we have S(f) ≥ S(f∗), where f∗ is the
symmetric decreasing rearrangement of f .
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Plugging in f = 1K , we see that this theorem really generalizes the isoperimetric
inequality.

Using a slightly more complicated notion of a “generalized rearrangement”, it
is possible to prove functional versions of most of the classic inequalities: Brunn-
Minkowski (and its extension to mixed volumes), Alexandrov-Fenchel, and others.
As a special case, we have the following extension of Theorem 4:

Theorem 5. For every f1, f2, . . . , fn ∈ QC(Rn) we have V (f1, f2, . . . , fn) ≥
V (f∗

1 , f
∗
2 , . . . , f

∗
n).

For indicator functions, this reduces to the known statement that for every
convex bodies K1,K2, . . . ,Kn in R

n we have

V (K1,K2, . . . ,Kn) ≥
(

n∏

i=1

Vol(Ki)

) 1
n

.

Finally, if one is willing to restrict the class of functions, it is possible to prove
certain inequalities in a more familiar form. For example, in the class of geometric
log-concave functions we have the following Alexandrov type inequalities:

Theorem 6. Define g(x) = e−|x|. For every geometric log-concave function f
and every integers 0 ≤ k < m < n we have

(
Wk(f)

Wk(g)

) 1
n−k

≤
(
Wm(f)

Wm(g)

) 1
n−m

,

with equality if and only if f(x) = e−c|x| for some c > 0.
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Analytic aspects of the cosine, sine, and Funk transforms on Stiefel
and Grassmann Manifolds

Boris Rubin

The cosine, sine, and Funk transforms1 have a rich history. They arise in integral
geometry, harmonic analysis, pseudo-differential operators, group representations,
and other branches of mathematics; see the references below. In the classical
set-up on the unit sphere Sn−1 these transforms have the form

(Cλf)(u) =

∫

Sn−1

f(v) |Cos(u, v)|λ dv, (Sλf)(u) =

∫

Sn−1

f(v) [Sin(u, v)]λ dv,

(Ff)(u) =
∫

{v∈Sn−1|u·v=0}

f(v) duv ,

where Cos(u, v) = u · v and Sin(u, v) = (1− |u · v|2)1/2 denote the cosine and sine
of the angle between the unit vectors u and v, respectively.

Our research addresses the “higher-rank” generalization of these operators for
functions on Stiefel and Grassmann manifolds. The main topics are

• Analytic continuation and the structure of the polar sets;
• Connection with the Fourier transform on the space of rectangular matri-
ces;

• Inversion formulas and spectral analysis;
• The group-theoretic realization as intertwining operators between repre-
sentations of SL(n,R).

More information can be found in [OP, OPR, R].
Let Vn,m ∼ O(n)/O(n − m) be the Stiefel manifold of n × m real matrices,

the columns of which are mutually orthogonal unit n-vectors. For v ∈ Vn,m, dv
stands for the invariant probability measure on Vn,m; We write Mn,m ∼ Rnm

for the space of real matrices x = (xi,j) having n rows and m columns and set

|x|m = det(xtx)1/2, where xt is the transpose of x. The Siegel gamma function of
the cone Ω of positive definite m×m real symmetric matrices is defined by

Γm(α)=

∫

Ω

exp(−tr(r))|r|α−(m+1)/2
m dr = πm(m−1)/4

m−1∏

j=0

Γ(α−j/2).

For 1 ≤ m, k ≤ n− 1, the higher-rank cosine and sine transforms are defined by

(Cλ
m,kf)(u) =

∫

Vn,m

f(v) |utv|λm dv, (Sλ
m,kf)(u) =

∫

Vn,m

f(v) |Im − vtuutv|λm dv,

where u ∈ Vn,k and Im denotes the identity m × m matrix. The corresponding
Funk transform has the form

(Fm,kf)(u) =

∫

{v∈Vn,m| utv=0}

f(v) duv, u∈Vn,k.

Theorem 1. Let 1 ≤ m ≤ k ≤ n− 1. The following statements hold.

1Don’t confuse with the cosine and sine Fourier transforms.
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(1) If f ∈L1(Vn,m) and Reλ > m− k − 1, then the integral Cλ
m,kf converges

for almost all u∈Vn,k.
(2) If f ∈ C∞(Vn,m), then for every u ∈ Vn,k, the function λ 7→ (Cλ

m,kf)(u)
extends to the domain Reλ ≤ m− k − 1 as a meromorphic function with
the only poles m− k− 1,m− k− 2, . . . . These poles and their orders are
the same as of the gamma function Γm((λ+ k)/2).

(3) The normalized integral (Cλ
m,kf)(u)/Γm((λ+k)/2) is an entire function of

λ and belongs to C∞(Vn,k) in the u-variable.

A similar statement, but with different assumptions for λ, is valid for Sλ
m,kf .

The proof of Theorem 1 relies on the connection between Cλ
m,kf and the Fourier

transform

(Fϕ)(y) =
∫

Mn,m

etr(iy
tx)ϕ(x) dx, y ∈ Mn,m .

Let for simplicity k = m, Cλ
mf = Cλ

m,mf . The following theorem holds.

Theorem 2. Let x = vr1/2 with v ∈ Vn,m and r ∈ Ω be the polar decomposition of
a matrix x ∈ Mn,m. Suppose that f is an integrable right O(m)-invariant function

on Vn,m and set (Eλf)(x) = |r|λ/2m f(v), λ ∈ C. Then for every Schwartz function
ω for the corresponding distributions we have

(
EλCλ

mf

Γm((λ +m)/2)
,Fω

)

= c

(
E−λ−nf

Γm(−λ/2) , ω
)

,

c =
2m(n+λ) πnm/2 Γm(n/2)

Γm(m/2)
,

where both sides are understood in the sense of analytic continuation.

The next statement shows that the suitably normalized cosine transform, its
inverse, and the Funk transform are, in fact, members of the same analytic family.

Theorem 3. Let 1 ≤ m ≤ k ≤ n−1, k+m ≤ n. If f is a C∞ right O(m)-invariant
function on Vn,m, then for every u∈Vn,k,

(Fm,kf)(u) = ζλ (Cλ
m,kf)(u)

∣
∣
∣
λ=−k

in the sense of analytic continuation. If, moreover, k = m, then for every u∈Vn,m,

(C−λ−n
m Cλ

mf)(u) = ηλ f(u), λ+ n,−λ /∈ {1, 2, 3, . . .}.
The coefficients, ηλ and ζλ can be explicitly evaluated.

The cosine transform as an intertwining operator. We introduce the
radial and angular components of a matrix x ∈Mn,m of rank m by

rad(x) = (xtx)1/2 ∈ Ω, ang(x) = x(xtx)−1/2 ∈ Vn,m,

so that x = ang(x) rad(x). Given λ ∈ C, we define a mapping which assigns to
every g ∈ GL(n,R) an operator πλ(g) acting on measurable functions f on Vn,m

by the rule
πλ(g)f(v) = |rad(g−1v)|−(λ+n/2) f(ang(g−1v)).
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Clearly, πλ(In) is an identity operator. One can prove that if f is a measurable
right O(m)-invariant function on Vn,m, then

πλ(g1g2)f = πλ(g1)πλ(g2)f , g1, g2 ∈ GL(n,R).

For the restriction of πλ to SL(n,R), acting on the space of square integrable
right O(m)-invariant functions on Vn,m the following statement holds.

Theorem 4. Let θ : G → G be the involutive automorphism θ(g) = (g−1)t. The
cosine transform intertwines representations πλ and π−λ ◦ θ, namely,

Cλ
m ◦ πλ+n/2 = (π−λ−n/2 ◦ θ) ◦ Cλ

m,

whenever both sides of this equality are analytic functions of λ.

All statements can be reformulated in the language of Grassmann manifolds.
Spectral formulas for the higher-rank cosine transforms were obtained in [OP]; see
also [OPR].
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Hard Lefschetz Theorem for Curvature Measures

Mykhailo Saienko

Let V be a vector space with dimV = n. Consider the so-called derivation operator
L defined as follows

Lφ(K) :=
d

dt

∣
∣
∣
∣
t=0

φ(K + tB) =

∫

nc(K)

LTβ,

where φ is a valuation represented by a form β and K + tB is the Minkowski sum
of a convex compact body K and a ball of radius t. L decreases the degree of a
valuation by 1. The following was shown by Bernig and Bröcker in [1].

Theorem 1 (Hard Lefschetz Theorem for Valuations). Let n
2 < k ≤ n. Then,

L2k−n : Valsmk (V ) → Valsmn−k(V )

is an isomorphism. In particular, L : Valsmk (V ) → Valsmk−1(V ) is injective for

k ≥ n+1
2 and surjective for k ≤ n+1

2 .
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It was conjectured that the space of curvature measures might exhibit a similar
sort of symmetry. If one looks at the dimensions of the homogeneous parts of

CurvU(n):
Curv

U(n)
k n = 3 n=5

0 1 1
1 2 2
2 3 3
3 3 4
4 2 5
5 1 5
6 - 4
7 - 3
8 - 2
9 - 1,

one notices that dimCurv
U(n)
k = dimCurv

U(n)
2n−k−1. The following result gener-

alizes this observation for translation invariant curvature measures.

Theorem 2 (Hard Lefschetz Theorem for Curvature Measures). Let L be the
derivation operator on curvature measures defined by the following equation

LΦ(K,S) =

∫

π−1(S)∩nc(K)

LTβ.

Let n−1
2 ≤ k ≤ n− 1 be an integer. Then,

L2k−n+1 : Curvk(V ) → Curvn−k−1(V )

is an isomorphism. Particularly, L : Curvk(V ) → Curvk−1(V ) is injective for
k ≥ n

2 and surjective for k ≤ n
2 .

Compared to the Hard Lefschetz Theorem for valuations, the point of symmetry
is n−1

2 instead of n
2 . This implies in particular that Curv0(V ) ≃ Curvn−1(V ) as

opposed to the fact that Val0(V ) ≃ Valn(V ). Since Ω0,n−1(SV )V is spanned by
the volume form of the spherical part of SV , it follows that dimCurvn−1(V ) =
dimCurv0(V ) = 1.
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Local tensor valuations

Rolf Schneider

Hadwiger’s celebrated characterization theorem for the intrinsic volumes (or quer-
massintegrals) of convex bodies, which has well-known applications to the proof of
integral-geometric formulae, has found analogues and extensions in different direc-
tions. For example, there are local counterparts for curvature measures and sup-
port measures, and there is Alesker’s [2] characterization theorem for the tensor-
valued valuations known as Minkowski tensors. The aim of the following is a
combination of both extensions, and the final goal is a classification of all local
tensor valuations enjoying some natural properties.

In Euclidean space Rn with a fixed scalar product (also used to identify Rn

with its dual space), we consider the space Kn of convex bodies with the Hausdorff
metric and the vector space Tp of symmetric tensors of rank p ∈ N0. Expressions
like ab for symmetric tensors a, b or xr for vectors x are defined via symmetric
tensor products.

The local Minkowski tensors are defined by

φr,sk (K, η) := cr,sn,k

∫

η

xrus Λk(K, d(x, u))

for r, s, k ∈ N0 with k ≤ n − 1, convex bodies K ∈ Kn and sets η in the Borel
σ-algebra B(Σ), where Σ denotes the product space Rn×Sn−1 of Rn and the unit
sphere Sn−1. Here Λk(K, ·) is the kth support measure (or generalized curvature
measure) of K. The normalizing factors are given by cr,sn,k = ωn−k/r!s!ωn−k+s,

where ωn = nκn is the surface area of the unit sphere. The (global) Minkowski
tensors are

Φr,s
k (K) := φr,sk (K,Σ) and Ψr(K) = Φr,0

n :=
1

r!

∫

K

xr dx.

The tensors Φr,s
k appear naturally if the moment tensor Ψr is applied to an outer

parallel body K + ρBn with ρ > 0 and the unit ball Bn: there is the Steiner type
formula

Ψr(K + ρBn) =

n+r∑

k=0

ρn+r−kκn+r−k

r∑

s=max{0,r−k}

Φr−s,s
k−r+s(K).

The Minkowski tensors are generalized by the local Minkowski tensors, in the same
way as the quermassintegrals are localized by the support measures. The mapping
Γ : Kn × B(Σ) → Tp defined by Γ(K, η) = φr,sk (K, η) (thus p = r + s) has the
following properties.

(A) Γ(K, ·) is a Tp-valued measure, for each K ∈ Kn.
(B) Γ(·, η) is a measurable valuation, for each η ∈ B(Σ).
(C) Γ is rotation covariant, that is, Γ(ϑK, ϑη) = ϑΓ(K, η) for ϑ ∈ O(n).
(D) Γ is translation covariant of degree p, that is, there are tensors Γp−j(K, η) ∈
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T
p−j , j = 0, . . . , p, such that

Γ(K + t, η + t) =

p
∑

j=0

Γp−j(K, η)t
j

for t ∈ Rn.
(E) Γ is locally defined, that is, for η ∈ B(Rn × Sn−1) and K,K ′ ∈ Kn with
η ∩ NorK = η ∩ NorK ′ always Γ(K, η) = Γ(K ′, η), where NorK denotes the
normal bundle of K.
(F) Γ is weakly continuous, that is, for limi→∞Ki = K always

lim
i→∞

∫

Σ

f dΓ(Ki, ·) =
∫

Σ

f dΓ(K, ·)

for all continuous functions f : Σ → R (the integral is defined coordinate-wise).
Properties (C) and (D) together are known as isometry covariance. For the

following, it is important to note that also the constant metric tensor Q ∈ T2,
defined by the scalar product, is isometry covariant.

Although some integral-geometric formulae for tensor valuations in the plane
were studied quite early by Müller [6], who took up a suggestion of W. Blaschke, a
decisive investigation of tensor valuations on convex bodies started only with the
work of McMullen [5]. One of his questions, for an axiomatic characterization of
the (global) Minkowski tensors, was answered by Alesker [2] (with the bulk of the
work done in [1]).

Theorem (Alesker) Let p ∈ N0. Every continuous isometry covariant valuation
on Kn with values in Tp is a linear combination, with constant coefficients, of the
tensor valuations QmΦr,s

k , with m, r, s, k ∈ N0, k ≤ n, k ≤ n − 1 if s 6= 0, and
2m+ r + s = p.

For p = 0, this is Hadwiger’s characterization theorem. The case p = 1 was
settled in [4], based on work in [7].

Since Hadwiger’s theorem has found local counterparts for curvature measures,
surface area measures and support measures, it is a natural challenge to prove a
local counterpart to Alesker’s theorem.

As it turned out, there are more mappings sharing properties (A) – (F) than, as
first expected, the linear combinations of the mappings Qmφr,sk . In a first step of
investigation, the space Kn of convex bodies is replaced by the space Pn of convex
polytopes in Rn (with corresponding alterations of properties (A) – (F)). The
following modification of the local Minkowski tensors must be taken into account.
For a linear subspace L of Rn, let QL(x, y) be the scalar product of the orthogonal
projections of the vectors x, y to L. For P ∈ Pn and F ∈ Fk(P ) (the set of k-faces
of P , for k ∈ {0, . . . , n − 1}), let L(F ) be the direction space of the face F , that
is, the subspace parallel to the affine hull of F . Then we define

φr,s,jk (P, η) := cr,sn,k

∑

F∈Fk(P )

Q j
L(F )

∫

η∩F×ν(P,F )

xrus Λk(d(x, u))
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for r, s, j, k ∈ N0 with 1 ≤ k ≤ n− 1, where ν(P, F ) is the set of outer unit normal

vectors of P at its face F . Further, φr,s,j0 := φr,s0 .
The following characterization theorem, essentially proved in [8], is the main

result.

Theorem Let p ∈ N0. Let Γ : Pn × B(Σ) → Tp be a mapping with the following
properties:

(a) Γ(P, ·) is a T
p-valued measure, for each P ∈ Pn,

(b) Γ is isometry covariant,

(c) Γ is locally defined.

Then Γ is a linear combination, with constant coefficients, of the mappings

Qmφr,s,jk

with m, j, r, s ∈ N0, k ∈ {0, . . . , n− 1} and 2m+ 2j + r + s = p.

Conversely, each mapping Qmφr,s,jk has the properties (a), (b), (c). We stress
the fact that (motivated by a characterization theorem for support measures due
to Glasauer [3]) we have not assumed here that Γ is a valuation. This property is

a consequence: each of the mappings Qmφr,s,jk is a valuation in its first argument.
We also point out that we have not assumed any continuity property. In fact,

this is a delicate point, which is presently the subject of joint investigation with
Daniel Hug. We already know that φr,s,jk has a weakly continuous extension to
general convex bodies if k = 0 (trivially) or k = n−1 or j ≤ 1, but that there is no
such extension in the other cases. We expect that this will lead to a classification
of all mappings Γ : Kn × B(Σ) → Tp with properties (A), (C) – (F), which then
also satisfy (B). Integral-geometric applications are also envisaged.
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Integral Geometry of Complex Space Forms

Gil Solanes

(joint work with Andreas Bernig, Joseph H.G. Fu)

We present some recent progress in the determination of kinematic formulas in
isotropic spaces.

Definition 1. A (smooth)valuation on a riemannian manifold M is a functional
µ : P(M) → R, defined on the space of compact manifolds with corners P(M) by

µ(A) =

∫

N(A)

ω +

∫

A

η

where N(A) is a certain current in the sphere bundle SM called the normal cycle
of A, and ω ∈ Ωn−1(SM), η ∈ Ωn(M) are fixed differential forms. A curvature
measure on M associates to each A ∈ P(M) a Borel measure Φ(A, ·) by

Φ(A,U) =

∫

N(A)∩π−1U

ω +

∫

A∩U

η, U ⊂M

where π : SM →M is the projection.

Curvature measures first appeared in Federer’s work on kinematic formulas in
euclidean space. Later, Joseph H.G. Fu showed the existence of analogous formulas
in other geometries.

Theorem 2 ([6]). Let (M,G) be an isotropic space (i.e. M is a riemannian
manifold and G a Lie group acting on M by isometries such that the action on
S(M) is transitive). Given a basis Φ1, . . . ,Φd of the (finite-dimensional) space CG

of G-invariant curvature measures, there exist constants ckij such that
∫

G

Φk(A ∩ gB,U ∩ gV )dg =
∑

i,j

ckijΦi(A,U)Φj(B, V ),

where dg denotes the Haar measure on G.

Of course, by globalizing (i.e. taking U = V = M), one gets analogous kine-
matic formulas at the level of valuations. Kinematic formulas involving curvature
measures are called local, and those involving valuations are called global.

Classically, such kinematic formulas were explicitly known only in the real space
forms (M = Rn, Sn or Hn). More recently, the discovery by Semyon Alesker of an
algebra structure on the space of valuations (cf. [2, 3]) has led to a new approach to
integral geometry. This new trend, called algebraic integral geometry, has allowed
the computation of previously unreachable kinematic formulas, such as those of
the complex space forms.

The key to this new approach is the so-called fundamental theorem of algebraic
integral geometry. For simplicity we state it here only for compact manifolds.
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Theorem 3. Let VG be the space of G-invariant valuations on a compact isotropic
space (M,G). Let m : VG ⊗ VG → VG be the Alesker product of valuations. Let
pd : VG → (VG)∗ be the so-called Alesker-Poincaré duality given by

〈pd(µ), ϕ〉 = m(µ, ϕ)(M)

vol(M)
.

Let k : VG → VG ⊗ VG be the kinematic operator defined by

k(µ)(A,B) =

∫

G

µ(A ∩ gB)dg,

where the Haar measure dg is normalized so that vol(G) = vol(M). Then the
following diagram commutes

VG k−−−−→ VG ⊗ VG



ypd



ypd⊗pd

(VG)∗
m∗

−−−−→ (VG)∗ ⊗ (VG)∗.

Therefore, kinematic formulas can be deduced from the algebra structure of
VG. The first application of this method was [4] where a complete description is
given of the global (i.e. at the level of valuations) integral geometry of Cn under

the action of the affine unitary group U(n). The algebra structure of the space

ValU(n) of U(n)-invariant valuations had been previously found in [7]:

ValU(n) =
R[s, t]

(fn+1, fn+2)

where t denotes the mean width, and s ∈ ValU(n) is the average of the projected
area on complex lines. The polynomials fn+1, fn+2 were explicitly given. This
allowed the computation of global kinematic formulas at the level of valuations.
However, local kinematic formulas (i.e. at the level of curvature measures) could
not be found with this method. A related problem was to find the global kinematic
formulas in the non-flat complex space forms: CPn,CHn. Indeed both questions
are essentially equivalent by Howard’s transfer principle.

Some first results on the integral geometry of CPn and CHn were obtained
in [1]. More recently, the full array of global kinematic formulas in all complex
space forms has been found in [5]. From these, the local kinematic formulas were
deduced. Next we briefly sketch the main steps leading to these results.

Let Mn
λ denote the complex space form of constant holomorphic curvature

4λ 6= 0, and let G be its isometry group. As in the flat case, the algebra VG

of invariant valuations in Mn
λ is generated by two elements t, s. The valuation

s ∈ VG is naturally defined by integrating the Euler characteristic of intersections
with totally geodesic complex hyperplanes. As for t ∈ VG, it is defined as the
pull-back of the mean width through an arbitrary isometric immersion ofMn

λ into
an euclidean space (of sufficiently high dimension). This construction does not
depend on the immersion as famously shown by H. Weyl.

Rather surprisingly, the algebras VG and ValU(n) are isomorphic.
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Theorem 4. There exists an isomorphis of algebras I : ValU(n) → VG given by
I(s) = s, I(t) = t

√
1− λs.

By Theorem 3, this allows to compute the kinematic operator kλ : Vλ →
V λ ⊗ V λ, at least algorithmically. Luckily, the computation turns out to simplify
in a very nice way: there exists an explicitly known and rather simple isomorphism

F : ValU(n) → VG of vector spaces such that

kλ(χ) = (F ⊗ F ) ◦ k(χ).
In other words, the principal kinematic formulas are formally the same in all
complex space forms, when written in terms of suitably chosen bases. At present,
the geometric meaning of these bases is partially, but not fully understood.

While the global kinematic formulas are easier to find than the local ones,
Howard’s transfer principle states that the local kinematic formulas are identical
within each family of space forms. As a result, the knowledge of the global kine-
matic formulas in Mn

λ for all λ has been used in [5] to deduce the local kinematic
formulas, common to all λ. In this process, a key tool was the introduction of a
module structure on the space of curvature measures over the algebra of valua-
tions. This module structure was computed first in the flat case Cn, and then, as
an application of the local kinematic formulas, in the curved spaces CPn an CHn.
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Integral geometry of hermitian area measures

Thomas Wannerer

A classical result by Schneider [3] states that there exist constants ckij such that

∫

SO(n)

Sk(K + gL, φ · Lgψ) dg =

n−1∑

i,j=1

ckij Si(K,φ)Sj(K,ψ)

for all convex bodies K,L ⊂ Rn and bounded Borel functions φ, ψ : Sn−1 → R.
Here Si(K, · ), i = 0, . . . , n − 1, is the area measure of order i of a convex body
K and Lgψ(v) = ψ(g−1v) left translation by an element g ∈ SO(n).
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We prove that such additive kinematic formulas exist also if we replace the
rotation group SO(n) by a closed, connected subgroup G ⊂ SO(n) acting transi-
tively on the unit sphere Sn−1. We denote by Ωn−1(SRn)G the space of smooth
(n − 1)-forms on the sphere bundle SRn which are invariant under the group of
affine transformations G⋉Rn and let π1 : SR

n → Rn and π2 : SR
n → Sn−1 denote

the natural projections. Furthermore, N(K) denotes the normal cycle of a convex
body.

Theorem 1. Let {ω1, . . . , ωm} be a basis of Ωn−1(SRn)G. If ω ∈ Ωn−1(SRn)G,
then there exist constants cij such that

∫

G

N(K + gL, π∗
2φ · π∗

2Lgψ · ω) dg =

m∑

i,j=1

cijN(K,π∗
2φ · ωi)N(L, π∗

2ψ · ωj)

for all convex bodies K,L ⊂ Rn and bounded Borel functions φ, ψ : Sn−1 → R.

The proof of the above theorem uses a method developed by Fu [2] to the prove
the existence of intersectional kinematic formulas in isotropic spaces. In particular,
we obtain

∑
cijωi ⊗ ωj as a certain Gelfand transform of ω ∧ dg.

While Theorem 1 establishes the existence of general additive kinematic formu-
las, more work needs to be done in order to obtain explicit formulas. We show that
in the caseG = U(n) and ψ ≡ const we can obtain explicit kinematic formulas from

the ValU(n)-module structure on AreaU(n), the space of unitarily invariant area

measures, which was introduced in [4]. Let AU(n) : AreaU(n) → AreaU(n) ⊗ValU(n)

denote the semi-local kinematic operator

AU(n)(Ψ)(K,L, φ) =

∫

U(n)

Ψ(K + gL, φ) dg,

aU(n) : ValU(n) → ValU(n) ⊗ValU(n) the global kinematic operator

AU(n)(µ)(K,L) =

∫

U(n)

µ(K + gL) dg,

and let ∗ : AreaU(n) ⊗ValU(n) → AreaU(n) denote the action of ValU(n) on AreaU(n).

Theorem 2.
AU(n)(Ψ) = aU(n)(vol) ∗ (Ψ⊗ vol).

Since both aU(n)(vol) and the ValU(n)-module structure on AreaU(n) are known
explicitly (see [1] and [4]), the above theorem yields explicit semi-local kinematic
formulas.

References

[1] A. Bernig and J. H. G. Fu, Hermitian integral geometry, Ann. of Math. (2) 173 (2011),
907–945.

[2] J. H. G. Fu, Kinematic formulas in integral geometry, Indiana Univ. Math. J. 39 (1990),
1115–1154.
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Flag Measures of Convex Bodies

Wolfgang Weil

(joint work with Daniel Hug et al.)

The classical support measures of convex bodies K can be introduced by a local
version of the Steiner formula for intrinsic volumes. The support measures are
concentrated on the normal bundle Nor(K) of K. The curvature measures and
the area measures of K appear as images under the projections (x, u) 7→ x and
(x, u) 7→ u, (x, u) ∈ Nor(K). Whereas the curvature measures are used in Integral
and Stochastic Geometry, the area measures are helpful in classical Convex Ge-
ometry, in particular they are used for certain integral representations of mixed
volumes and projection functions and for representations of translation invariant
valuations. In order to give more general results of this kind, measures on suitable
flag manifolds seem to be appropriate tools.

Such flag measures of convex bodies can be introduced by a local Steiner for-
mula in the affine Grassmannian A(d, k) of k-dimensional flats in Rd. We de-
scribe the corresponding approach and summarize some properties of flag mea-
sures. We use flag measures to give an integral representation of the mixed volume
V (K[j],M [d − j]) of two bodies K,M and a formula for the projection function
vj(K, ·) = Vj(K|·) of a body K, j = 0, ..., d. We show that flag measures help
to construct a (translation invariant) valuation on polytopes which has a natural
continuity property, but cannot be extended (in a continuous way) to a valuation
on all convex bodies. Finally, we report on the construction of mixed flag mea-
sures and mention an application to the proximity in a stationary Poisson process
of flats.
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Affine Invariant Points

Elisabeth Werner

(joint work with Mathieu Meyer and Carsten Schütt)

In this paper, we address several question that were left open in Grünbaum’s
paper [1] on affine invariant points.

Let Kn be the set of all convex bodies in Rn (i.e., compact convex subsets of
R

n with nonempty interior), equipped with the Hausdorff metric

dH(K1,K2) = min{λ ≥ 0 : K1 ⊆ K2 + λBn
2 ;K2 ⊆ K1 + λBn

2 },
where Bn

2 is the Euclidean unit ball centered at 0.
Then a map p : Kn → Rn is called an affine invariant point, if p is continuous

and if for every nonsingular affine map T : Rn → Rn one has,

p(T (K)) = T (p(K)).

An important example of an affine invariant point is the centroid g,

g(K) =

∫

K
xdx

|K| .

Let Pn be the set of affine invariant points on Kn,

Pn = {p : Kn → R
n
∣
∣ p is affine invariant}.

Observe that Pn is an affine subspace of C(Kn,R
n), the continuous functions on

Kn with values in Rn. We denote by VPn the subspace parallel to Pn. Thus,
with the centroid g,

VPn = Pn − g.

Grünbaum [1] posed the problem if there is a finite basis of affine invariant points,
i.e. affine invariant points pi ∈ Pn, 1 ≤ i ≤ l, such that every p ∈ Pn can be
written as

p =
l∑

i=1

αipi, with αi ∈ R and
l∑

i=1

αi = 1.

We answer this question in the negative and prove:

Theorem 1. VPn is infinite dimensional for all n ≥ 2.

In fact, with a suitable norm, VPn is a Banach space. Hence, by Baire’s theorem,
a basis of Pn is not even countable.

For a fixed body K ∈ Kn, we let

Pn(K) = {p(K) : p ∈ Pn}.
Grünbaum also conjectured [1] that for every K ∈ Kn,

Pn(K) = Fn(K),

where Fn(K) = {x ∈ Rn : Tx = x, for all affine T with TK = K}. We give a
positive answer to this conjecture, when Pn(K) is (n− 1)-dimensional. Note also
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that if K has enough symmetries, in the sense that Fn(K) is reduced to one point
xK , then Pn(K) = {xK}.
Theorem 2. Let K ∈ Kn be such that Pn(K) is (n-1)-dimensional. Then

Pn(K) = Fn(K).

Grünbaum [1] also asked, whether Pn(K) = Rn, if Fn(K) = Rn. A first step
toward solving this problem, is to clarify if there is a convex body K such that
Pn(K) = Rn. Here, we answer this question in the affirmative and prove that the
set of all K such that Pn(K) = Rn, is dense in Kn and consequently the set of all
K such that Pn(K) = Fn(K), is dense in Kn.

Theorem 3. The set of all K ∈ Kn such that Pn(K) = Rn is open and dense in
(Kn, dH).

To establish Theorems 1 - 3, we need to introduce new examples of affine in-
variant points, that have not previously been considered in the literature, among
them affine invariant points that are related to the floating body.

Let K ∈ Kn and 0 ≤ δ <
(

n
n+1

)n

. For u ∈ Rn and a ∈ R, H = {x ∈ Rn :

〈x, u〉 = a} is the hyperplane orthogonal to u and H+ = {x ∈ Rn : 〈x, u〉 ≥ a} and
H− = {x ∈ Rn : 〈x, u〉 ≤ a} are the two half spaces determined by H . Then the
(convex) floating body Kδ [2] of K is the intersection of all halfspaces H+ whose
defining hyperplanes H cut off a set of volume at most δ voln(K) from K,

Kδ =
⋂

{H:|H−∩K|≤δ voln(K)}

H+.

Then we get the following new affine invariant points.

Proposition 4. Let 0 < δ <
(

n
n+1

)n
and let p : Kn → Rn be an affine invariant

point. Then K → p(Kδ) is also an affine invariant point. In particular, for the
centroid g, K 7→ g(K \Kδ) is an affine invariant point.
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Curvature notions for singular sets

Martina Zähle

In the first part of the talk some recent joint work with Jan Rataj on general
Legendrian cycles in is presented (see [14]).
A Legendrian cycle T is an integer multiplicity rectifiable current on R2d such that
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sptT ⊂ R
d × Sd−1, ∂T = 0, and T ⌊α = 0 for the contact 1-form α acting as

〈(u, v), α(x, n)〉 = u · n.
An explicit integral representation of the restriction of such currents to the

Lipschitz-Killing (d− 1)-forms ϕ0, . . . , ϕd−1 admits, in particular, a short proof of
a theorem of J. Fu [5]:

Theorem 1. T ⌊ϕ0 = 0 implies T = 0, i.e., T is uniquely determined by its
restriction to the generalized Gauss curvature form ϕ0.

This theorem has various applications in geometric integration theory.
Note that the differential form ϕ0 can be defined by means of the projection onto
the second (spherical) component. The other marginal case ϕd−1 corresponds with
the projection onto the first (spatial) component and leads to a certain counterpart:
We call a Legendrian cycle T full-dimensional if Hd−1(WT ∩ ρ(WT )) = 0 where
WT ⊂ Rd × Sd−1 is carrying T and ρ : (x, n) 7→ (x,−n) denotes the normal
reflection. Then the analogue to the above result is the following.

Theorem 2. Let T be a full-dimensional Legendrian cycle such that T ⌊ϕd−1 = 0.
Then T = 0.

The properties of a (general) Legendrian cycle do not necessarily reflect the
geometric behaviour of the associated carrying sets. Hence, an additional topo-
logical condition - local Gauss-Bonnet formula - is often imposed. In this case
T ⌊ϕk agrees with the k-th Lipschitz-Killing curvature measure of the underlying
geometric set arising from the the projection of sptT onto the spatial component.
(See also [6],[7],[1].)

An introduction to fractal versions of these curvature measures is given in the
second part of the talk.
For many fractal sets the parallel sets of Lebesgue-a.a. small distances are Lip-
schitz manifolds of bounded curvature in the sense of [12]. For dimensions d ≤ 3
this is true for any compact set in R

d ([5]). Therefore their Lipschitz-Killing
curvature-direction measures are determined, which also include information on
the anisotropy structure. Under several additional conditions for certain classes
of fractals with (local) scaling properties it has been shown that the appropri-
ately rescaled measures of the parallel sets converge (in the average) to some limit
measures. The latter are called fractal curvature (-direction) measures, and there
exist different methods for proving the existence of these limits as well as the cor-
responding integral representations. We give a short survey on these developments
over the last years, in particular, for the special case of the Minkowski content (cf.
[2], [3], [4], [8], [9], [10], [11], [13], [15], [16], [18], [19]).
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