
Mathematisches Forschungsinstitut Oberwolfach

Report No. 35/2013

DOI: 10.4171/OWR/2013/35

Explicit Methods in Number Theory

Organised by
Karim Belabas (Talence)
Bjorn Poonen (MIT)

Don B. Zagier (Bonn)

July 14th – July 20th, 2013

Abstract. These notes contain extended abstracts on the topic of explicit
methods in number theory. The range of topics includes effectiveness in
rational points on curves and especially on modular curves, modularity, L-
functions, and many other topics.

Mathematics Subject Classification (2010): 11-xx, 12-xx, 13-xx, 14-xx.

Introduction by the Organisers

The workshop Explicit Methods in Number Theory was organised by Karim Be-
labas (Talence), Bjorn Poonen (MIT), and Don B. Zagier (Bonn), and it took
place July 14–20, 2013. Seven previous workshops on the topic had been held
every 2 years since 1999. The goal of the meeting was to present new methods
and results on concrete aspects of number theory. In several cases, this included
algorithmic and experimental work, but the emphasis was on the implications for
number theory. There were two ‘mini-series’ of two hours highlighting important
recent developments: by Bilu, Parent and Rebolledo, on their partial solution to
Serre’s uniformity problem, and by Villegas on Hypergeometric Motives and their
L-functions.

In addition to the lectures, a hike was organised on Wednesday afternoon. Par-
ticipants walked to St Roman, where they had a drink and enjoyed a share of
Black Forest cake. After that they walked back to the institute, and arrived just
in time for a truly excellent barbecue.

As always in Oberwolfach, the atmosphere was lively and active, providing
an ideal environment for the exchange of ideas and productive discussions. The
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meeting was well-attended, with 53 participants from a variety of backgrounds,
including some young researchers with an OWLG-grant. There were 24 talks of
various lengths, and ample time was allotted to informal collaboration. Moreover,
the quality of the food served at the institute was praised by the participants.
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Abstracts

Hypergeometric Motives

Fernando Rodriguez Villegas

These talks were a report on ongoing work to compute explicitly the L-function
of hypergeometric motives. Ultimately the goal is to use these L-functions, which
cover a very wide range of possible parameters (degrees, Hodge numbers, etc.),
to test conjectures on special values and the distribution of zeros, while simulta-
neously verifying numerically standard conjectures on analytic continuation and
functional equations for these L-functions.

The people currently involved in this project are:

B. Allombert, F. Beukers, H. Cohen, A. Mellit, P. Molin, D. Roberts, F. Ro-
driguez Villegas, M. Vlasenko, M. Watkins.

A hypergeometric motive is determined by the following hypergeometric data:
α, β ⊆ Q/Z two disjoint multisets of same size d. This data determines a family
of motives

H(α;β | t) for t ∈ P1 \ {0, 1,∞} ,

over a cyclotomic field K, of rank d and pure weight w.
Let m be the least common denominator of α, β. The field K ⊆ Q(µm) is

the fixed field of the Galois automorphisms ζm 7→ ζam for integers a such that
gcd(a,m) = 1 and aα = α, aβ = β. The weight w equals the multiplicity of 0 in
α ∪ β minus one.

The classical incarnation of H(α;β | t) is given by a hypergeometric differential

equation with parameters α̃1, . . . , α̃d; β̃1, . . . , β̃d ∈ Q representing the elements of

α and β respectively. Concretely, let θ := t
d

dt
and consider the linear differential

operator

L := (θ − 1 + β̃1) · · · (θ − 1 + β̃d)− t(θ + α̃1) · · · (θ + α̃d) .

It has regular singularities at t = 0, 1, ∞. Let V be the space of local solutions to
L = 0 around some fixed regular point. We obtain a monodromy representation
by analytic continuation of solutions

ρ : π1(P
1 \ {0, 1,∞}) 7→ GL(V ) .

Our assumption that α and β are disjoint guarantees that ρ is irreducible. The
image of small loops around the excluded points give local monodromies h0, h1,
h∞ ∈ GL(V ) satisfying h0h1h∞ = idV . The characteristic polynomials of h∞ and
h−1
0 are respectively

q∞ :=
d∏

j=1

(T − e2πiα̃j ), q0 :=
d∏

j=1

(T − e2πiβ̃j )
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depending only on α, β. The local monodromy h1 fixes a codimension one sub-
space of V . Levelt proved that ρ is uniquely determined up to isomorphism by
the conjugacy classes of the local monodromies. In other words, the data α, β
determines a rigid local system.

The rigidity implies, somewhat tautologically, that all features of the motive
H(α;β | t) are uniquely determined by the hypergeometric data α, β and the choice
of parameter t. Our goal is to make this as explicit as possible.

Concretely, assume to simplify that K = Q and pick t ∈ P1(Q)\{0, 1,∞}. This
yields a motive H(α;β | t) defined over Q. We would like to compute numerically
its complete L-function. I will briefly discuss each of the various aspects of what
this entails.

• Gamma factors
The gamma factors of the L-function are derived from the Hodge num-

bers of the motive and the action of complex conjugation by a well-known
recipe. These Hodge numbers can be computed combinatorially in terms
of the relative position of representatives of αi and βj in the interval [0, 1].
The resulting recipe has been proved by Corti and Golyshev for the case
where the motive can be described by means of toric geometry. The action
of complex conjugation depends on which interval (−∞, 0), (0, 1) or (1,∞)
contains t.

• Good primes
If p is a prime not diving m, t, t−1 or t − 1 then H(α;β | t) has good

reduction at p and the trace of Frobenius in Gal(Fq/Fp) acting on it can
be computed using a hypergeometric sum defined by Katz. This sum has
the form

1

1− q

∑

χ

J(αχ, βχ)

J(β, α)
χ(t),

where the sum is over all characters of F×
q and J(αχ, βχ) are certain Jacobi

sums built out of the hypergeometric data α, β. Using the Gross-Koblitz
formula these sums can be evaluated p-adically in a quite efficient way.

• Tame primes If p is a prime not diving m but dividing t, t−1 or t − 1
then H(α;β | t) is at worst tamely ramified at p. Suppose p divides t for
example. Then the Euler factor of the L-function of the motive at p is given
by certain Hecke characters depending on the decomposition t = t0p

k.
These characters are precisely of the form J(αχ, βχ)/J(β, α) for certain
χ’s. The resulting expression of the Euler factor matches a combinatorial
description of the degeneration of the mixed Hodge structure at t = 0
refining the calculation of Hodge numbers mentioned above. The case of p
dividing t−1 corresponding to t = ∞ is completely analogous. For primes p
dividing t−1 Katz’s hypergeometric sum still yields the trace of Frobenius
and can be used to computed the Euler factor.

• Wild primes If p is a prime diving m then typically the motive H(α;β | t)
is wildly ramified at p. Computation of the corresponding Euler factor and
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the exponent of p in the conductor is more challenging. At the moment we
have a conjectural upper bound for the exponent and we have made signifi-
cant progress in understanding its behavior in terms of the decompositions
of the type t = t0p

k at t = 0 mentioned above.

Much of our knowledge of hypergeometric motives comes from a constant back
and forth between experimentation and theory. The main computational tool we
use to gauge hypotheses on missing information of a particular L-function is to
test for the validity of the appropriate functional equation. Several sophisticated
computational methods were specifically devised and implemented for this pur-
pose.

M. Watkins has written a package for MAGMA to compute the L-function of
hypergeometric motives that incorporates our current knowledge on the subject.

Rational points on modular curves (I, II, III)

Yu. Bilu, P. Parent, M. Rebolledo

Let XG be the modular curve of level N corresponding to a subgroup G of
GL2(Z/NZ) with detG = (Z/NZ)×. Then XG has a standard geometrically irre-
ducible model over Q. We are interested in the following problem:

Problem 1. Describe the set of rational points XG(Q).

This statement is somewhat vague: what does “describe” mean?
First of all, we restrict to the three cases that we deem most interesting for

applications, and which accumulate all the principal difficulties presented by the
problem. These are the cases when N = p is a prime number and G is one of the
following maximal subgroups of GL2(Fp):

• a Borel subgroup of GL2(Fp);
• the normalizer of a split Cartan subgroup;
• the normalizer of a non-split Cartan subgroup.

The corresponding modular curves are denoted X0(p), X
+
sp(p) and X+

ns(p), respec-
tively.

Next, recall that if E/Q is an elliptic curve with complex multiplication and
O = End(E) then E gives rise to a rational point on one of the curves X0(p),
X+

sp(p) or X
+
ns(p), depending on whether the prime p is ramified, split or inert in

the order O. Rational points obtained this way are called CM-points.
We can now state a more precise problem:

Problem 2. Show that for p > 37 there is no rational points on the curves X0(p),
X+

sp(p) and X+
ns(p) other than the cusps and the CM-points.

For X0(p) the problem was solved in the classical work of Mazur [5]. Recently,
in [3], we solved it for the curves X+

sp(p).

Theorem 3. For p ≥ 17 and p = 11, the set X+
sp(p) has no points besides the

cusps and the CM-points.
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The result of Mazur and our result apply to Serre’s celebrated “uniformity prob-
lem” on surjectivity of Galois representations. Let p be a prime number and E/Q
be an elliptic curve without complex multiplication. Serre proved that the associ-
ated Galois representation ρE,p : GalQ → GL2(Fp) is surjective for p > p0(E). He
asked whether this can be made uniform in E:

Problem 4 (Serre’s uniformity problem). Does it exist a positive number p0 such
that for every E/Q without CM and every p > p0 the Galois representation ρE,p

is surjective?

Solution of Problem 2 implies the positive answer with p0 = 37.

The proof of Theorem 3 splits into several rather independent ingredients.

(1) (integrality) If P is a non-cuspidal rational point then j(P ) ∈ Z.
(2) (upper bound) If j(P ) ∈ Z then log |j(P )| ≤ 10

√
p.

(3) (lower bound) If P is not a CM-point then log |j(P )| ≥ 10−4p.
The previous items imply that the statement holds true for p ≥ 108.

(4) (small p) The statement holds true for p = 11 and for 17 ≤ p ≤ 1014.

Item 1 follows from the results of Mazur, Momose and Merel and is obtained
by Mazur’s method. Item 2 is proved using Runge’s method. Item 3 follows from
the modern isogeny estimates (Masser-Wüstholz, Pellarin, Gaudron and Rémond).
Item 4 is based on Mazur’s strategy and computations using Gross vectors.

In our mini-course of three lectures, we briefly explained the proof of Theorem 3,
focusing on steps 1, 2 and 4.
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Bad reduction for curves

Tim Dokchitser

(joint work with Vladimir Dokchitser)

Associated to a curve C/Q is its L-function

L(C, s) =
∑

n≥1

an
ns

=
∏

p

1

Fp(p−s)
.

The question we would like to address is how to compute the local factors Fp(T )
for primes p of bad reduction, and other related invariants such as the conductor
and the root number. There are traditionally two approaches to this:

One is to compute the regular model C/Zp. Say its special fibre is a C̄/Fp, and
write Ip for the inertia group of Gal(Q̄p/Qp). Provided the multiplicities of the
components of C̄ have gcd 1, there is a comparison theorem on étale cohomology,

H1(C)Ip = H1(C̄),

which reduces the problem of determining the local factor Fp(T ) (characteristic
polynomial of Frobenius on the left-hand side) to counting points on C̄. This is
the approach that is currently implemented in Magma, but the regular models
are quite difficult to compute sometimes, their classification is rather complicated,
and they do not give information about other invariants of the L-function, such
as the conductor.

Another approach, which is the one that we take, is using the semistable model.
Take a Galois extension K/Qp where C acquires semistable reduction. Then

H1(C)Ip = H1(C̄/Ip),

where C̄ is the special fibre of a semistable model; Ip acts naturally on it (at
least if the semistable model is minimal or ‘sufficiently canonical’), through a
finite quotient. It acts by geometric transformations and C̄/Ip is the geometric
quotient.

It appears that the second approach is neater from the classification point of
view, well suited for computations and gives the whole l-adic representation of
the Jacobian of C, not just the local factor. (This relies on a theorem that every
semisimple Weil representation is determined by its local factors over the exten-
sions over the ground field.) It seems particularly well-suited to hyperelliptic curves
in odd residue characteristic, and this is the case that we are working out first.
This relies on the results of Grothendieck, Bosch, and a recent paper by Bouw and
Wewers.
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Uniform bounds for the number of rational points on hyperelliptic
curves with small Mordell-Weil rank

Michael Stoll

We sketch a proof of the following result.

Theorem A. Let d ≥ 1 and g ≥ 3 be integers. There is a constant R(d, g)
depending only on d and g such that whenever K is a number field of degree at
most d, C is a hyperelliptic curve over K of genus g with Jacobian J , and the rank
of J(K) is at most g − 3, then

#C(K) ≤ R(d, g) .

We remark that the fact that the curve is hyperelliptic is only used in one step
in the proof. It appears likely that the relevant result holds in fact for all curves,
so that one should be able to remove the condition at some point.

Theorem A is an immediate consequence of the following.

Theorem B. Let k be a p-adic field with p odd and let g ≥ 3 be an integer.
Then there is a constant N(k, g) depending only on the field k and on g such that
whenever C is a hyperelliptic curve over k of genus g with Jacobian J , P0 ∈ C(k),
and Γ ⊂ J(k) is a subgroup of rank at most g − 3, then

#{P ∈ C(k) : [P − P0] ∈ Γ} ≤ N(k, g) .

To see that Theorem B implies Theorem A, fix some odd prime p. Up to
isomorphism, there are only finitely many p-adic fields k of degree at most d
overQp. LetR(d, g) be the maximum of theN(k, g) for these fields k. If C(K) = ∅,
there is nothing to prove. Otherwise we can take P0 ∈ C(K) and apply Theorem B
with k a completion of K at a place above p and Γ = J(K). Then

C(K) ⊆ {P ∈ C(k) : [P − P0] ∈ Γ}
and therefore

#C(K) ≤ #{P ∈ C(k) : [P − P0] ∈ Γ} ≤ N(k, g) ≤ R(d, g) .

For the proof of Theorem B, we can assume in addition that C has (split)
semistable reduction over k, since we can achieve this after making a field extension
of degree bounded in terms of p and g only, for which there are only finitely many
possibilities.

Under this additional assumption, we can cover C(k) by a collection of ≪ qg
residue disks (where q is the size of the residue class field κ of k) and ≪ g residue
annuli. The latter correspond to maximal chains of (−2)-curves in the special fiber
of the (semistable) minimal proper regular model of C over the ring of integers of k:
the k-points of such an annulus are exactly the points in C(k) whose reduction
is a smooth κ-point on one of the components of the chain. The residue disks
correspond in the same way to smooth κ-points on the remaining components.

A standard application of the Chabauty-Coleman method (see for example [1])
shows that the total number of points in C(k) mapping into Γ that are contained
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in one of the residue disks is ≪ qg. (This bound is even valid for rank ≤ g − 1).
The main new ingredient is a bound on the corresponding number for a residue
annulus. Fixing such an annulus, we can show that the number of k-points in the
annulus mapping into Γ is ≪ g, provided the rank of Γ is at most g − 3.

The bound is obtained by considering the zeros in the annulus of a suitable
integral function associated to a regular differential ω on C. If ω satisfies up to two
linear constraints (depending on the annulus), then this function can be expressed
on the annulus as a converging Laurent series. A consideration of Newton polygons
then leads to the bound. It is at this point that we need a condition on the location
of the ‘relevant part’ of this Newton polygon. This condition can be shown to hold
for hyperelliptic curves and p odd by explicit computation, but should also hold
for general curves.

In total, we obtain a bound of the form O(qg + g2) for the number of k-points
mapping into Γ. Note that we have assumed semistable reduction to simplify the
argument. We expect, however, that a bound of the same general shape will be
valid without assumptions on the reduction.

For details, see the arXiv preprint [2].
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On the discrete logarithm problem for curves over extension fields

Claus Diem

We consider the discrete logarithm problem in the degree 0 class groups of curves
of a fixed genus over finite fields of the form Fqn for growing q and n. Here and in
the following, q is always a prime power and n a natural number.

An important special case of this problem is the discrete logarithm problem in
the groups of rational points of elliptic curves over fields Fqn with growing q and
n. In [1] and [2] I have addressed this problem. The main result of the work [2] is
the following theorem on this problem.

Theorem. The indicated problem can be solved in an expected time of

eO(max(log(q),n·(log(q))1/2,n3/2)) .

More precisely, the algorithm is randomized, and for each instance the expected
running time with respect to the internal randomizations of the algorithm is taken.

The theorem has the following corollaries.



2046 Oberwolfach Report 35/2013

1. Let a < b ∈ R>0 be fixed. Then restricted to instances with

a log(q)1/2 ≤ n ≤ b log(q)1/2

the problem can be solved in an expected time of

eO(log(qn)2/3) .

2. Let a, b ∈ R>0 be fixed. Then restricted to instances with

a log(q)1/3 ≤ n ≤ b log(q)

the problem can be solved in an expected time of

eO(log(qn)3/4) .

Various other results of similar type can be derived from the Theorem.

Currently, I am working on a generalization of the Theorem. The goal is to
prove the statement in the Theorem for curves of an arbitrary but fixed genus.

The algorithm follows the usual index calculus or relation generation and linear
algebra method. The essential steps are:

• Definition of a factor base,

• generation of relations between the input elements and the factor base
elements,

• a linear algebra operation to obtain a single relation just between the input
elements.

The factor base is defined in an algebraic way:
Let the input curve C be birationally defined by an equation f(x, y) = 0. Then

for an appropriately chosen natural number m ≤ n the factor base is defined as
follows:

An appropriate decomposition of Fqn as Fq-vector spaces

K =
m⊕

j=1

Uj

with dim(Ui) ≈ n
m is chosen. Then for appropriate a1, . . . , ag ∈ Fqn and

Fi,j := {P ∈ C(Fqn) : x(P ) ∈ Uj + ai}
the factor base is

F :=
⋃

i,j

Fi,j .

The relation generation is based on an algorithm for a “decomposition problem”
which can roughly be stated as follows.

Given the data as above and c ∈ Cl0(C), output a tuple (Pi,j)i,j ∈ ∏i,j Fi,j

with

c =

g∑

i=1

m∑

j=1

Fi,j
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or “failure”.
The corresponding algorithm relies on solving multivariate systems of polyno-

mial equations over Fq. Here one uses an algorithm which outputs all isolated
rational solutions of a given multivariate polynomial system (i.e. all isolated ra-
tional points of the scheme defined by the system). Such an algorithm is given
in [3].

Under suitable heuristic assumptions one obtains rather easily an expected run-
ning time of

(1) eO(max(log(q),n(log(q))1/2) .

To establish the theorem one has to show that this estimate does indeed hold
under the condition that n ≤ C ·log(q) for some constant C > 0. If then an instance
is given for which the estimate is not satisfied, one enlarges q appropriately. For
this in turn one has to show that under the given condition for uniformly randomly
distributed c ∈ Cl0(C) the probability that the corresponding polynomial system
has an isolated solution is large enough.

The proof shall rely on a geometric description of the factor base by subschemes
of the Weil restriction of the curve C and its Jacobian with respect to Fqn |Fq. As
mentioned the proof has been completed for elliptic curves but is work in progress
for curves of higher genus.

Finally, I mention two open problems:

Problem 1. The problem consists in showing that the heuristic expected time given
in (1) can be achieved for larger input classes of elliptic curves or maybe even curves
of any fixed genus. For this the condition that n ≤ C · log(q) for an appropriate
constant C > 0 in the analysis of the algorithm in [2] should be weakened or
removed.

Problem 2. For the relation generation one needs a small generating system of
the degree 0 class group. Now, for curves of a fixed genus, one can first compute
the L-polynomial and from this the group order (as L(1)) in polynomial time by
the algorithm of Schoof-Pila. One can then compute in polynomially bounded
expected time a uniformly randomly distributed element of the group, and given
this, one can easily obtain a polynomial time algorithm which outputs a “potential
generating system” which is a generating system with probability at least a half.
However, for curves of any fixed genus larger than 1, no efficient algorithm is
known which outputs a generating system with certainty, so it is an open problem
to obtain such an algorithm.

For our application, there is however an easy way around: One can use the
“potential generating system” and then stop and repeat the whole computation if
a predefined time bound has been reached.
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Determinantal differential operators with Frobenius structure

Masha Vlasenko

For rational parameters α1, α0, β a power-series solution u(t) =
∑∞

n=0 unt
n to

the differential equation

(1)
f(t)

d2u

dt2
+ f ′(t)

du

dt
+
(
t+ β)u = 0

where f(t) = t3 + α1t
2 + α0t

will not generically have integral coefficients because the recurrence satisfied by
those coefficients

u0 = 1

α0(n+ 1)2un+1 + (α1n
2 + α1n + β)un + n2un−1 = 0

involves division by α0(n + 1)2 at every step, so that one would expect growing
denominators. However there are examples, like

α1 = 11 , α0 = −1 , β = 3 ,

when we have u(t) ∈ Z[[t]]. In [Zagier09] the list of such (α1, α0, β) was compiled
by doing a computer search through a large domain of triples. Restricting to the
non-degenerate case, that is when the polynomial f(t) has three different roots
(α0 6= 0, α2

1 6= 4α0), only 7 examples with u(t) ∈ Z[[t]] were found (modulo obvious
linear change of variable), and Zagier conjectures that this list is complete.

Recently Vasily Golyshev and the autor studied the same question for the dif-
ferential equation with 5 parameters

(2)

f(t)
d3u

dt3
+

3

2
f ′(t)

d2u

dt2
+
(1
2
f ′′(t) + g(t)

)du
dt

+
1

2
g′(t)u = 0

where f(t) = t2 + α3t
3 + α2t

4 + α1t
5 + α0t

6

g(t) = 3α0t
4 + 2α1t

3 + α2t
2 + βt

Equations (1) and (2) are the cases of orders 2 and 3 respectively of so called de-
terminantal differential equations introduced by Golyshev and Stienstra in [GS07].
Equation (2) with α3 = −34, α2 = 1, α1 = α0 = 0, β = −10 corresponds to the
famous Apéry recurrence

(n+ 1)3un+1 = (34n3 + 51n2 + 27n+ 5)un − n3un−1 ,

whose integral solution was used in the proof of irrationality of ζ(3). In [GV12]
we give complete lists of non-degenerate equations (1) and (2) with u(t) ∈ Z[[t]]
which satisfy certain additional assumptions. In the case of (1) our list coincides
with Zagier’s list.
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Integrality of the coefficients is a strong property which suggests that the
respective differential operators are the Picard-Fuchs operators related to cer-
tain families of algebraic varieties (see e.g. [Chudnovsky87]). And indeed, we
can explicitly relate our operators with one-parametric families of hypersurfaces,
which in the case of (1) are families of elliptic curves with semi-stable reduc-
tion (see [Zagier09]). For example, the Apéry sequence {un;n ≥ 0} which arises
from (1) with α1 = 11, α0 = −1, β = 3 can be written as

un = the constant term ofΛ(x, y)n

Λ(x, y) =
(
1 +

1

x

)(
1 +

1

y

)(
1 + x+ y) ,

and (1) is the Picard-Fuchs operator of the family given by tΛ(x, y) = 1. Therefore
this sequence satisfies strong congruences modulo prime powers:

Theorem 1 ([MV13]). Let Λ(x) ∈ Zp[x
±1
1 , . . . , x±1

d ] be a Laurent polynomial, and
consider the sequence of the constant terms of powers of Λ

un =
[
Λ(x)n

]
0
, n = 0, 1, 2, . . .

Define

u(t) =

∞∑

n=0

unt
n

and

us(t) =

ps−1∑

n=0

unt
n , s = 0, 1, 2, . . .

If the Newton polyhedron of Λ contains the origin as its only interior integral
point, then for every s ≥ 1 one has the congruence

u(t)

u(tp)
≡ us(t)

us−1(tp)
mod psZp[[t]] ,

or, equivalently, for every s ≥ 1

us+1(t)us−1(t
p) ≡ us(t)us(t

p) mod psZp[t] .

This result states explicit p-adic approximation of u(t)/u(tp) by rational func-
tions and allows one to apply to the families tΛ(x) = 1 Dwork’s methods (see
[Katz71, Kedlaya10] in general, and [MV13] for the discussion of our case).

References

[Zagier09] D. Zagier, Integral solutions of Apéry-like recurrence equations, CRM Proceedings
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Explicit high ranks for Jacobians over function fields

Douglas Ulmer

(joint work with L. Berger, C. Hall, R. Pannekoek, J. Park, R. Pries, S. Sharif,
A. Silverberg)

Let p be a prime number, let F = Fp(t) be the rational function field over the
field of p elements, and let r > 0 be an integer not divisible by p. Let C be the
smooth, projective curve over Fp(t) associated to the plane curve

yr = xr−1(x+ 1)(x+ t).

The genus of C is r − 1. Let Q∞ be the unique point at infinity on C. We imbed
C in its Jacobian J = Jac(C) by sending P to the class of P −Q∞ and we identify
C with its image in J .

For this example and many others, we know (by the methods of [Ulm13] and
[Ulm07]) that (i) the BSD conjecture holds for J over the extensions Fq(t

1/d) for

all powers q of p and all positive integers d; and (ii) the rank of J(Fp(t
1/d)) is

unbounded as d varies. Our aim in this project is to make high ranks explicit
by exhibiting divisors generating a large rank, finite index subgroup of J(K) for
certain extensions K of F = Fp(t). Most of the results below were proven earlier
in the case r = 2 in [Ulm10].

For the rest of the talk we assume:

d = pf + 1, r|d, and K = Fp(µd, u) with ud = t,

and we fix a primitive d-th root of unity ζd and write ζr = ζ
d/r
d .

Over K, we have a rational point on C:

P0,0 =
(
u, u(u+ 1)d/r

)

and a corresponding class in J(K). Using the Galois group of K over F and the
automorphism group of C, we get points

Pi,j =
(
ζidu, ζ

j
rζ

i
du(ζ

i
du+ 1)d/r

)

indexed by i ∈ Z/dZ and j ∈ Z/rZ.

Theorem 1. Let V ⊂ J(K) be the subgroup generated by the divisors Pi,j . Then
the rank of V is (r − 1)(d− 2) and the index of V in J(K) is finite.
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The most interesting point in the theorem is the lower bound on the rank, and
the best way to prove this is to compute height pairings. These are related to
intersection pairings on a model of C over P1 (the curve whose function field is
K). Writing 〈, 〉 for the canonical height pairing without the factor log q, we find
that 〈Pi,j , Pi′,j′〉 = 〈Pi−i′,j−j′ , P0,0〉 and

〈Pi,j , P0,0〉 =

d− 1

rd





(r − 1)(d− 2) if i = j = 0

2− r if i 6≡ 0 (mod r), j = 0

2− 2r if i ≡ 0 (mod r), i 6≡ 0 (mod d), j = 0

2− d if i = 0, j 6≡ 0 (mod r)

2 if i 6≡ 0 (mod d), j 6≡ 0 (mod r), i+ j 6≡ 0 (mod r)

2− r if i 6≡ 0 (mod r), i+ j ≡ 0 (mod r)

It is a not-so-pleasant exercise to check that the rank of the resulting matrix of
pairings is (r − 1)(d− 2), thus obtaining a lower bound on the rank of V .

Another approach gives very interesting information on V . Namely, let R be
the integral group ring of µd × µr:

R =
Z[σ, τ ]

(σd − 1, τr − 1)
.

Then R acts on J(K) via µd ⊂ Gal(K/F ) and µr ⊂ Aut(C). By definition, V is
the cyclic R-submodule of J(K) generated by P0,0.

Writing down explicit functions on C leads to relations among the Pi,j , and we
find that if I ⊂ R is the ideal generated by

(τ − 1)

d∑

i=1

σi (τ − 1)

d∑

i=1

σiτd−i
r∑

j=1

τ j

then we have a surjection of R modules R/I → V . The following is a refined
version of the first part of the previous theorem.

Theorem 2. We have an isomorphism of R-modules R/I → V and an isomor-
phism of Z-modules R/I ∼= Z(r−1)(d−2) ⊕ (torsion group of order r3).

We sketch a proof that R/I → V is injective modulo torsion. Write R0 = R⊗Q
and I0 = I ⊗ Q. Since R0 is the group algebra of an abelian group, it has
multiplicity one as a module over itself. This implies that there is a unique R0-
equivariant splitting of the exact sequence

0 → I0 → R0 → R0/I0 → 0.

Using this splitting we get an R-module homorphism R/I → R0. Now introduce
a (Euclidean) pairing (, ) on R0 by declaring that for two group elements g, h ∈
µd × µr we have (g, h) = δgh. This pairing is obviously positive definite. It is a
pleasant exercise to compute the induced pairing on R/I.
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We have another pairing on R/I induced by the canonical height pairing on
J(K) and the homomorphism R/I → V ⊂ J(K). One finds that the two pairings
agree up to a constant factor. This shows that the pairing on R/I induced by
R/I → V ⊂ J(K) is positive definite modulo torsion, which in turn implies that
R/I → V is injective modulo torsion. Computing the rank of R/I gives the desired
lower bound on the rank of V .

One way to get an upper bound is to compute the degree of the L-function of J
as a polynomial in q−s. We find that the degree is (r− 1)(d− 2), and this implies
an upper bound on the rank, as well as an equality between the order of vanishing
of the L-function and the rank.

A bonus of the method above is that it allows for a simple calculation of the
discriminant of the height pairing on V . Using this and an integrality result
analogous to [Ulm10, 9.1] we find that the index [J(K) : V ] is a power of p. More
precisely,

[J(K) : V ]2 divides pf(r−1)(d−2).

We observed above that the order of vanishing of the L-function of J at s = 1
is equal to the rank of J(K) (i.e., the basic BSD conjecture holds) and it is known
that this implies the refined conjecture on the leading coefficient of the L-function.
Unwinding this leads to an “analytic class number formula”

|X(J/K)| = [J(K) : V ]2.

We conclude by mentioning results which are currently proven only for r = 2
but which are very likely to have analogues for all r. First, there should be many
values of d which are not divisors of pf+1 for which the rank of J(Fp(t

1/d)) is large
(say ≥ φ(d)). The case r = 2 is worked out in [CHU13] and we expect analogous
phenomena, for example high ranks when d = r(pf − 1).

Second, we expect that it will be possible to compute the p-groups J(K)/V
and X(J/K) as modules over Zp[Gal(K/F )]. In the case r = 2, these groups are
non-trivial if and only if f > 2 and they have the same Jordan-Holder factors (an
analogue of the Gras conjecture). Also, we expect that there is a polynomial Ff

(depending only on f , not on p) with rational coefficients such that

|X(J/K)| = pFf (p).
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Non-critical L-values as periods

Wadim Zudilin

A period is a complex number whose real and imaginary parts are values of ab-
solutely convergent integrals of algebraic functions (with algebraic coefficients)
over domains in Rn given by polynomial inequalities (with algebraic coefficients)
[1]. The set of periods P admits a ring structure, and the extended period ring

P̂ = P [1/(2πi)] contains many natural quantities. For example, a general theorem
due to Beilinson and Deninger–Scholl states that the (non-critical) value of the
L-series attached to a cusp form f(τ) of weight k at a positive integer m ≥ k

belongs to P̂ . In spite of the effective nature of the proof of the theorem, com-
puting these L-values as periods remains a difficult problem even for particular
examples. Many such computations are motivated by (conjectural) evaluations of
the logarithmic Mahler measures of multi-variate polynomials.

With the purpose of establishing such evaluations in the two-variate case, to-
gether with Rogers [3, 4] we have developed a machinery for writing the L-values
L(f, 2) attached to cusp forms f(τ) of weight 2 as periods, the machinery which
is different from that of Beilinson. In the talk I outline the novelty of our method
in more general settings [5] and indicate the following explicit period evaluations
of L-values.

Theorem 1. For the cusp form

f(τ) = q

∞∏

m=1

(1− q4m)2(1− q8m)2, q = exp(2πiτ),

we have

L(f, 2) =
π

16

∫ 1

0

1 +
√
1− x2

(1 − x2)1/4
dx

∫ 1

0

dy

1− x2(1− y2)
= F2(

5
4 ) + F2(

3
4 ),

L(f, 3) =
π2

128

∫ 1

0

(1 +
√
1− x2)2

(1− x2)3/4
dx

∫ 1

0

∫ 1

0

dy dw

1− x2(1− y2)(1− w2)

= F3(
5
4 ) + 2F3(

3
4 ) + F3(

1
4 ),

where

Fk(a) =
πk−1/2Γ(a)

23k−1Γ(a+ 1
2 )

∞∑

n=0

n!k−1(12 )n

(32 )
k−1
n (a+ 1

2 )n
, (b)n =

Γ(b+ n)

Γ(b)
=

n−1∏

m=0

(b+m).

Also, L(f, 1) = 2F1(
5
4 ).

Note that L(f, s) = L(E, s) for the cusp form f(τ) in the theorem and E an
elliptic curve of conductor 32. Though the theorem produces amazingly similar
hypergeometric forms of L(E, k) for k = 1, 2, 3 (namely, the L-value L(E, k) can
be written as a (simple) Q-linear combination of Fk(

7
4 − m

2 ) for m = 1, . . . , k), this
pattern does not seem to work for k > 3.
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Another application of the method in [3, 4, 5] was recently given by A. Mellit and
F. Brunault. They obtain a general formula for the regulator of two modular units
which allows one to identify several two-variable (logarithmic) Mahler measures

m
(
P (x, y)

)
=

1

(2πi)2

∫
· · ·
∫

|x|=|y|=1

log |P (x, y)| dx
x

dy

y

with the L-values L(E, 2), where E is the elliptic projective curve given as the
zero locus of a (Laurent) polynomial P (x, y).

More specifically, for two rational non-constant functions g and h on E, we con-
sider the 1-form η(g, h) = log |g| d argh − log |h| d arg g, where d arg g is globally
defined as Im(dg/g). The form η is a real 1-form infinitely many times differen-
tiable on E \ S, where S is the set of zeros and poles of g and h. Furthermore, it
is not hard to verify that the form η is antisymmetric, bi-additive and closed; the
latter fact implies that the regulator map

r({g, h}) : γ 7→
∫

γ

η(g, h)

only depends on the homology class [γ] of γ in H1(E \ S,Z).
Factorising P (x, y) as a polynomial in y with coefficients from C[x],

P (x, y) = a0(x)
n∏

j=1

(y − yj(x)),

and applying Jensen’s formula, we can write the Mahler measure of P in the form

m
(
P (x, y)

)
= m

(
a0(x)

)
+

1

2π
r({x, y})([γ]),

where γ = {(x, y) ∈ E : |x| = 1, |y| ≥ 1} and m(a0(x)) is the single-variable
Mahler measure of a0(x).

In case the curve E : P (x, y) = 0 admits a parametrisation by means of modular
units x(τ) and y(τ), one can change to the variable τ in the above integral for
r({x, y}); the class [γ] in this case becomes a union of paths joining certain cusps
of the modular functions x(τ) and y(τ). The following general result completes
the computation of the Mahler measure in the case when x(τ) and y(τ) are given
as quotients/products of modular units

ga(τ) = qNB(a/N)/2
∏

n≥1
n≡a mod N

(1− qn)
∏

n≥1
n≡−a mod N

(1− qn), q = exp(2πiτ),

where B(x) = B2(x) = {x}2 − {x}+ 1
6 is the second Bernoulli polynomial.

Theorem 2 (Mellit–Brunault [6]). For a, b and c integral, with ac and bc not
divisible by N , ∫ i∞

c/N

η(ga, gb) =
1

4π
L(f(τ)− f(i∞), 2),
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where f(τ) = fa,b;c(τ) = ea,bceb,−ac − ea,−bceb,ac is a weight 2 modular form and

ea,b(τ) =
1

2

(
1 + ζaN
1− ζaN

+
1 + ζbN
1− ζbN

)
+
∑

m,n≥1

(ζam+bn
N − ζ

−(am+bn)
N )qmn

are weight 1 level N2 Eisenstein series ; ζN = exp(2πi/N).

The most classical example corresponds to the Mahler measure of x + 1/x +
y + 1/y + 1, when the elliptic curve E : x+ 1/x+ y + 1/y + 1 = 0 has conductor
N = 15 and can be parametrised by the modular units

x(τ) =
1

q

∞∏

n=0

(1− q15n+7)(1− q15n+8)

(1− q15n+2)(1 − q15n+13)
=

g7(τ)

g2(τ)
,

y(τ) = −1

q

∞∏

n=0

(1− q15n+4)(1 − q15n+11)

(1− q15n+1)(1 − q15n+14)
= −g4(τ)

g1(τ)
,

and the path of integration γ corresponds to the range of τ between the two cusps
−1/5 and 1/5 of Γ0(15). Therefore, Theorem 2 results in

m
(
x+

1

x
+ y +

1

y
+ 1
)
=

1

2π

(∫ i∞

−1/5

−
∫ i∞

1/5

)
η(g7/g2, g4/g1)

=
1

8π2
L(2f7,4;−3 − 2f7,1;−3 − 2f2,4;−3 + 2f2,1;−3, 2)

=
15

4π2
L(η(τ)η(3τ)η(5τ)η(15τ), 2) =

15

4π2
L(E, 2),

which is precisely a conjecture of Boyd.
Another example, for the conductor 40 elliptic curve x− 1/x+ y− 1/y+2 = 0,

was considered earlier by Mellit in [2].
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New directions in modularity

Frank Calegari

The work of Wiles and Taylor-Wiles provides a framework for proving, given
suitable initial hypotheses, that a Galois representation is modular. An early
application was the proof that all curves X of genus one over the rational numbers
are modular. In the 20 years since this result was announced, the method has
been generalized significantly.

However, despite the advances, the problem of proving that curves of genus
two are modular is still completely open. Similarly, the problem of genus one
curves over imaginary quadratic fields is open. One common theme is that the
Taylor-Wiles method is restricted to situations in which the underlying automor-
phic representations are discrete series representations at infinity. In these situa-
tions, the desired automorphic representations can be detected in the cohomology
of Shimura varieties. In this talk, we explain in detail the method of Wiles, and
indicate a new approach with David Geraghty to extending this method to new
contexts beyond Shimura varieties. Together with recent results of Peter Scholze,
this opens the door to new advances in modularity.

Kac-Wakimoto character and almost harmonic weak Maass forms

Kathrin Bringmann

In this talk I answer a question of Kac concerning the modularity of certain
characters arising in Lie superalgebras.

The connection between classical modular forms and the representation theory
of infinite dimensional Lie algebras has been known for some time. Probably the
most famous example is given by “Monstrous moonshine”. Moonshine starts with
the observation by Mc Kay that

196884 = 196883+ 1

21493760 = 21296876+ 196883 + 1

...

The left-hand sides are the coefficients of the modular j-function, the right-hand
sides count dimensions of irreducible representations of the monster group, the
largest finite sporadic group. These equations hint to the existence of a monster
module

V = V−1 ⊕ V1 ⊕ V2 ⊕ . . .

and a graded representation such that V−1 = ρ0, V1 = ρ1 ⊕ ρ2, . . . so that the
j-function is the generating function for the graded dimensions

j(τ)− 744 = dim (V−1) q
−1 +

∑

n≥1

dim (Vn) q
n.
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What is now deep is that one can also consider twists Tg of this, as suggested
by Thompson. The dimensions are here replaced by traces of certain representa-
tions. Conway and Norton then conjectured that Tg is a Hauptmodule for some
subgroup Γg of SL2(Z) having genus zero. Frenkel-Lepowsky-Meurman explicitly
constructed the monster module V . Borcherds then fully solved the Conway-
Norton moonshine conjecture using generalized Kac-Moody algebras.

Recently we showed that harmonic (weak) Maass forms (which are non-holomor-
phic companions of classical modular forms) and their generalizations also play an
important role in understanding modularity properties of certain characters. The
starting point was specialized character formulas for irreducible highest weight
sℓ(m,n)∧ modules found by Kac and Wakimoto. Kac raised the question con-
cerning the modularity of these characters. In the last years we made significant
progress on this conjecture and solved important cases. The starting point is the
explicit form of the generating function found by Kac and Wakimoto (n,m ∈ N)

chF (z; τ) =
∑

ℓ∈Z

chFℓζ
ℓ .
= ϕ

(
z +

τ

2
; τ
)
ηn−m(τ),

where q := e2πiτ , ζ := e2πiz , η(τ) := q
1

24

∏
ℓ≥1

(
1− qℓ

)
is Dedekind’s modular

form of weight 1
2 , and

ϕ(z; τ) :=
ϑ
(
z + 1

2 ; τ
)m

ϑ(z; τ)n
.

Here

ϑ(z; τ) :=
∑

ν∈ 1

2
+Z

eπiν
2τ+2πiν(z+ 1

2 )

is a Jacobi form of weight 1
2 and index 1

2 . The notation
.
= means up to constants

and powers of q and ζ. Note that the coefficient functions chFℓ depend upon
the range in which ζ is. So we are interested in Fourier coefficients of a certain
meromorphic Jacobi form of weight 0. For holomorphic Jacobi forms there is
a well-developed theory due to Eichler and Zagier. In particular, there exists an
important correspondence between them and modular forms of half-integral weight
given by the so-called theta decomposition. In contrast, for meromorphic Jacobi
forms wall-crossing behaviors occur and one does not just get classical modular
forms. In the case of poles of order at most two (in the Jacobi variable) such a
phenomenon was first observed in the study of quantum black holes by Dabolkar,
Murthy, and Zagier, yielding functions related to harmonic Maass forms. But in
general the situation is much more complicated, yielding totally new classes of
functions. These new objects, which we call almost harmonic Maass form, are
sums of harmonic Maass forms under iterates of the Maass raising operator (thus
themselves non-harmonic Maass forms) multiplied by almost holomorphic modular
form. We call the associated holomorphic parts almost mock modular forms. Our
main theorem is



2058 Oberwolfach Report 35/2013

Theorem 1. (B-Folsom) For 0 < n < m with n ≡ m ≡ 0 (mod 2), the Kac-
Wakimoto characters are almost mock modular forms.

Everything here can be made explicit, the multiplier and the group as well
as the completed object. The condition on the range is essential for the result
to be true, the congruence condition is just a technical restriction and my PhD
student René Olivetto removed it. The case n = 2 is particularly nice and has
been previously considered using multivariable Appell functions.

Corollary 2. (B-Ono) In the case n = 2 we obtain a product of a modular form
with a mock modular form. Note that this is also called mixed modular form.

Note that one can also make a modularity statement in the case n = m. This is
joint work with Folsom andMahlburg. What is not clear is whether any modularity
statement can be made if n > m. In the somewhat degenerate case n = 1,m = 0
one gets a false theta function divided by a power of η.

Effective Chabauty for symmetric powers of curves

Jennifer Park

We aim to generalize the following theorem of Coleman [Col85] to the case of
higher-dimensional varieties:

Theorem 1 (Coleman, 1985). Let X/Q be a curve of genus g, satisfying g >
rank Jac(X), with a basepoint O ∈ X(Q). Suppose that X has good reduction at
a prime p. Then there exists a number N(g, p) that can be computed effectively
satisfying

#X(Q) ≤ N(g, p).

These bounds are sometimes sharp, and can be realistically used to find all
rational points of a given curve.

More generally, let Y be an algebraic variety. In theory, it seems plausible that
Chabauty’s method could still apply, where the Albanese variety Alb(Y ) is substi-
tuted in place of the Jacobian. There exist several difficulties in generalizing the
above theorem (often called Chabauty’s method) to arbitrary higher-dimensional
varieties.

• Alb(Y ) may be trivial: dimAlb(Y ) = h0(Y,Ω1) (for example, if Y is a K3
surface or an Enriques surface, h0,1 = 0). In this case, the analogue of
Chabauty’s method does not yield anything.

• Alb(Y ) and the image of the Albanese map j : Y → Alb(Y ) may be too
complicated for an explicit method.

• Sometimes we have #Y (Q) = ∞: if Y = Sym2 X for a hyperelliptic

curve X : y2 = f(x) with deg(f) odd, then {(t,
√
f(t)), (t,−

√
f(t))} ∈

Sym2 X(Q) for all t ∈ Q.
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However, choosing Y = SymdX for a smooth projective curve of sufficiently
high genus g (to be chosen later) ensures that Alb(Y ) = Jac(X). Further, being

able to describe (Symd X)(Q) means that one can find all degree-d points on X .
To deal with the last issue, we recall:

Theorem 2 (Faltings). Let A/Q be an abelian variety, and X ⊆ A be a closed
subvariety. Then there exists finitely many subvarieties Yi ⊂ X such that each Yi

is a coset of an abelian subvariety of A and

X(Q) =
⋃

Yi(Q).

Apply this theorem to the map

j : (Symd X)(Q) → J(Q)

{P1, . . . , Pd} 7→ [P1 + · · ·+ Pd − d ·O],

where J := Jac(X) = Alb(Symd(X)). Then if Q ∈ (SymdX)(Q), one of the
following options hold:

(1) #j−1(j(Q)) 6= 1, or
(2) Q ∈ Yi(Q) with dimYi > 0, or
(3) Neither (1) nor (2).

Option (1) happens when two divisors [P1+· · ·+Pd−d·O] and [P ′
1+· · ·+P ′

d−d·O]
are linearly equivalent to one another. Thus, if #j−1(j(Q)) 6= 1, then there exists
n ≥ 1 such that #j−1(j(Q)) ∼= Pn.

Option (2) has also been studied in the past, most notably in [HS91]:

Theorem 3 (Harris-Silverman, 1991). If Sym2 X contains an elliptic curve, then
X is either bielliptic or hyperelliptic.

Hence, we make the following definition:

Definition. A point P ∈ SymdX(Q) is said to belong to the infinite locus if it
satisfies options (1) or (2). Otherwise, it is said to be in the finite locus.

In this paper, we focus on #{Q ∈ (SymdX)(Q) | Q satisfies option (3)}. Rel-

atively less has been known for Q ∈ (Symd X)(Q) satisfying option (3); [Sik09]
partially deals with the case when d = 2, and nothing was known about when
d ≥ 3.

The main result of this talk is the following:

Theorem 4 (P, 2013). Let d ≥ 1, p a prime, and let X/Q be a smooth projective
curve of good reduction at p with rankJ ≤ g − d. Then there exists a number
N(p, d, g) that can be computed effectively satisfying

#{Q ∈ (Symd X)(Q) | Q is in the finite locus} ≤ N(p, d, g).

This theorem has some interesting consequences, including:
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Corollary 5. Let X/Q be a hyperelliptic curve whose affine model y2 = f(x)
satisfies deg(f) = 7 (so that g = 3). Suppose further that rankJ ≤ 1, and that X
has good reduction at p = 2. Then

N(p, d, g) ≤ 1357.

In this talk, we explain the interplay of number theory and nonarchimedean
geometry that is involved to prove the above theorem.

References

[Col85] Robert F. Coleman, Effective Chabauty, Duke Math. J. 52 (1985), no. 3, 765–770, DOI
10.1215/S0012-7094-85-05240-8. MR808103 (87f:11043).

[HS91] Joe Harris and Joe Silverman, Bielliptic curves and symmetric products, Proc. Amer.
Math. Soc. 112 (1991), no. 2, 347–356, DOI 10.2307/2048726. MR1055774 (91i:11067).

[Sik09] Samir Siksek, Chabauty for symmetric powers of curves, Algebra Number Theory 3
(2009), no. 2, 209–236, DOI 10.2140/ant.2009.3.209. MR2491943 (2010b:11069).

Imaginary quadratic fields with isomorphic abelian class groups

Peter Stevenhagen

I discussed to which extent the invariants commonly associated to algebraic
number fields determine the number field.

From earlier work (Gassman, Perlis), we know that there exist non-isomorphic
number fields that have the same Dedekind zeta-function, or (topologically) iso-
morphic adele rings. In contrast with this, number fields having (topologically)
isomorphic absolute Galois groups are known to be isomorphic (Neukirch-Uchida).

The talk focused on imaginary quadratic fields, which were known to admit
topologically isomorphic absolute abelian Galois groups due to work of Onabe.
However, no concrete description of any absolute abelian Galois group had been
obtained from this work.

We sketched recent results (joint with Athanasios Angelakis) that show that for
imaginary quadratic fields of discriminant D < −4, the absolute abelian Galois
group always contains a universal open subgroup

A0
∼= Ẑ×

∞∏

n=1

Z/nZ

of index dividing the class number.
Based on numerical calculations, we conjecture that for 100% of all imaginary

quadratic fields of prime class number, the absolute abelian Galois group is in fact
isomorphic to A0.
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Modularity and the Fermat Equation over Totally Real Fields

Samir Siksek

(joint work with Nuno Freitas)

We sketched the proofs of the following two theorems.

Theorem 1 (Calegari, Le Hung, Freitas–S.). Let K be a totally real field. Then
there are at most finitely many non-modular j-invariants of elliptic curves defined
over K.

Theorem 2 (Freitas–S.). Let K be a real quadratic field. Then all elliptic curves
over K with full 2-torsion are modular.

These two theorems build on powerful modularity lifting results of Gee [6], of
Barnet-Lamb, Gee and Geraghty [1], [2], and of Breuil and Diamond [3, Théorème
3.2.2]. Our proofs merely supply the ‘modularity switching’ inspired by the work
of Wiles [19], Taylor [18], Manoharmayum [13], [14] and Ellenberg [5]. The proof of
Theorem 1 makes use of Faltings’ Theorem to reduce to finitely many j-invariants,
and so does not give an algorithm for determining these j-invariants. We acknowl-
edge that a proof of Theorem 1 was independently sketched by Frank Calegari
(unpublished), and that a more powerful result was recently proved by Bao Le
Hung [12].

We also mentioned the following two theorems concerning the Fermat equation
over totally real fields, which make use of the above modularity theorems, and also
level lowering results due to Fujiwara [7], Jarvis [9] and Rajaei [15].

Theorem 3. Let d > 6 be squarefree, satisfying d ≡ 3 (mod 8) or d ≡ 6, 10

(mod 16), and write K = Q(
√
d). There is an effectively computable constant BK

such that for all primes p ≥ BK , the equation

(1) xp + yp = zp, x, y, z ∈ K

does not have solutions satisfying xyz 6= 0.

Theorem 4. Let K be a totally real number field. Let S be the set of prime ideals
P | 2, and let T be the subset of S consisting of ideals P having residual degree
f(P/2) = 1. Suppose T is non-empty. Write O∗

S for the set of S-units of K.
Suppose that every solution (λ, µ) to the S-unit equation

(2) λ+ µ = 1, λ, µ ∈ O∗
S

satisfies the following condition: there is some P ∈ T such that

(3) max{|υP(λ)|, |υP(µ)|} ≤ 4 · e(P/2)

where e(P/2) is the ramification index of P. Then there is some constant BK such
that for all p ≥ BK , the equation (1) does not have solutions satisfying xyz 6= 0.

As far as we are aware, the only previous work on Fermat using modularity over
a totally real field (other than Q!) is due to Jarvis and Meekin [11] who showed

that the Fermat equation xn + yn = zn has no solutions x, y, z ∈ Q(
√
2) with
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xyz 6= 0 and n ≥ 4. For this they needed the modularity of semistable elliptic
curves over Q(

√
2) which was proved by Jarvis and Manoharmayum [10].

We make the following remarks.

• In contrast to Theorem 3, the constant BK in Theorem 4 is ineffective,
though it can be made effective if we assume a suitably powerful modu-
larity statement, such as modularity of all elliptic curves over totally real
number fields with full 2-torsion. Indeed, Theorem 2 enables us to make
the constant BK in Theorem 3 effectively computable.

• By a famous theorem of Siegel [16], S-unit equations have finitely many
solutions, and there are effective algorithms for determining the solutions
(e.g. [17, Chapter IX]). Thus for any totally real field K, there is an
algorithm for deciding whether the hypotheses of Theorem 4 are satisfied.

• The S-unit equation (2) has precisely three solutions in Q∩O∗
S = Z[1/2],

namely (λ, µ) = (2,−1), (−1, 2), (1/2, 1/2); these trivially satisfy the
bound in (3) for any P ∈ T . In fact, we deduce Theorem 3 from Theo-
rem 4 by showing, for the quadratic fields appearing in Theorem 3, that
the only solutions to the S-unit equation (2) are the above three solutions.
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Arithmetic invariant theory

Dick Gross

(joint work with Manjul Bhargava and Xiaoheng Wang)

Let G be a reductive group over the field k and V a linear representation of
G which is defined over k. Arithmetic invariant theory studies the orbits of G(k)
on V , assuming that one has information on the orbits over a separable closure
ks. Let V → V//G be the map to the canonical quotient, which is defined by
evaluation of the invariant polynomials. Let f be a k rational point of V//G and
let Vf denote the fiber above f in V . We will always assume that the group G(ks)
acts transitively on Vf (k

s), and will attempt to describe the orbits of G(k) on
Vf (k) using Galois cohomology.

First assume that Vf (k) is non-empty, and fix a vector v over k with invariant
f . Let Gv denote its stabilizer in G. If w is another vector in Vf (k), then by our
assumption there is an element g ∈ G(ks) with g(w) = v. For any σ in the Galois
group of ks over k, σg(w) = v, so the composition

cσ = g−1σg

takes values in Gv(k
s). This defines a one-cocycle (σ → cσ) on the Galois group

with values in Gv which is clearly a coboundary in G. The orbit of w under G(k)
depends only on the cohomology class of c, and this gives a bijection from the
orbits of G(k) on Vf (k) to the set of elements in the kernel of the map of pointed
sets

γ : H1(k,Gv) → H1(k,G).

As an example, consider the action of G = SL(W ) by conjugation on the space
V of endomorphisms T : W → W of trace zero. This is the adjoint representation,
and the invariant polynomials are freely generated by the coefficients of the charac-
teristic polynomial f(x) = xn+c2x

n−2+. . .+cn of T . Assume that f = f(x) is sep-
arable, so that T is regular and semi-simple. Then the set Vf (k) of endomorphisms
with characteristic polynomial f(x) is non-empty and G(ks) acts transitively on
Vf (k

s). The stabilizer Gv of a vector v ∈ Vf (k) is a maximal torus in G, whose iso-
morphism class over k depends only on f(x). If L = k[x]/f(x) is the corresponding
étale algebra, then Gv is isomorphic to the group (ResL/k Gm)N=1. In particular,

H1(k,Gv) = k×/N(L×), by Hilbert’s theorem 90. Since H1(k, SL(V )) = 1, the
orbits with characteristic polynomial f(x) form a principal homogeneous space for
the group k×/N(L×).
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When the pointed set H1(k,G) has more than one element, one can ask about
the fiber of the map γ over a non-trivial class in H1(k,G). Such a class gives a
pure inner twisting G∗ of the group, along with a representation V ∗ of G∗ over
k, and one can show that the set of elements in the fiber of γ over this class is in
bijection with the G∗(k) orbits on the set V ∗

f (k). For example, assume that the

characteristic of k is not equal to 2, and let G = SO(W ) be the special orthogonal
group of a split orthogonal space of odd dimension over k. Let V be the repre-
sentation by conjugation on the space of self-adjoint operators T : W → W . The
invariant polynomials are freely generated by the coefficients of the characteristic
polynomial f of T . If we assume that f is separable, then the set Vf (k) of self-
adjoint operators with characteristic polynomial f(x) is non-empty and the group
G(ks) acts transitively on Vf (k

s). In this case the stabilizer of a vector v ∈ Vf (k)
is the finite group scheme Gv = (ResL/k µ2)N=1 and H1(k,Gv) = (L×/L×2)N≡1.

This maps via γ to the pointed set H1(k, SO(W )), which indexes the orthogonal
spaces W ∗ with the same rank and discriminant. The pure inner form is the group
G∗ = SO(W ∗) and the representation V ∗ is on the self-adjoint endomorphisms of
W ∗. Hence the fiber (which may be empty) indexes the orbits of this non-split
orthogonal group on the self-adjoint operators with this characteristic polynomial.
For example, if k = R and the space W ∗ is definite, then the fiber is non-empty if
and only if the characteristic polynomial f(x) splits completely. In that case, the
fiber has a single element, by the spectral theorem.

There are rational invariants f in representations V where V ∗
f (k) is empty for all

pure inner forms G∗ of G. We study this situation under the additional assumption
that the stabilizer Gv of a vector v in Vf (k

s) is abelian. For each σ in the Galois
group, the vector σv also lies in Vf (k

s), so there is an element gσ in G(ks) with
gσ(

σv) = v. Conjugation by gσ gives an isomorphism

θσ : σGv → Gv.

Even though the choice of gσ is not unique, it is well-defined up to left multipli-
cation by an element in Gv. Since the stabilizer is assumed to be abelian, the
isomorphism θσ is canonical. These isomorphisms satisfy the one-cocycle condi-
tion θστ = θσ · σθτ so give a descent of Gv to a commutative group scheme over k.
The composition

dσ,τ = gσ · σgτ · g−1
στ

then defines a two-cocycle on the Galois group with values in Gv(k
s). If an orbit

exists over k the class df of this coocyle in the group H2(k,Gv) is trivial. Con-
versely, if the class of df is trivial, then an orbit exists for some pure inner form
G∗ of G. (This is really all that one can expect, as the class df is independent of
the pure inner form used to define it.) When df 6= 0, there is no orbit for any pure
inner form.

An example where this class can be non-trivial is given by the representation
V of G = SL(W ) on pairs (A,B) of symmetric bilinear forms on W , when the
characteristic of k is not equal to 2.. Let n = dim(W ). The polynomial invariants
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are generated by the coefficients of the binary form

f(x, y) = (−1)n(n−1)/2 det(xA − yB) = f0x
n + f1x

n−1y + . . .

Assume that the discriminant ∆(f) is non-zero in k. Then the group G(ks) acts
transitively on Vf (k

s) with stabilizer an elementary abelian 2-group of order 2n−1.
The above descent gives the group scheme Gv = (ResL/k µ2)N=1, where L is the

étale algebra given by f . Furthermore, the group H2(k,Gv) contains the subgroup
k×/N(L×)k×2, which is the kernel of the map to H2(k,ResL/k µ2).

In this case, the pointed set H1(k,G) = H1(k, SL(W )) has a single element, so
orbits will exist if and only if df = 0 in H2(k,Gv). What is the class df? Assume
that the leading coefficient f0 is non-zero, for simplicity. Then df is equal to the
class of f0 in k×/N(L×)k×2. This subgroup is trivial when n is odd, so orbits
always exist in that case. However, when n = 2g + 2 is even, the class df can be
non-trivial in H2(k,Gv). In this case, the existence of orbits is closely related to
the arithmetic of the hyperelliptic curve z2 = f(x, y) of genus g over k. Bhargava
uses an integral form of this representation to show that most hyperelliptic curves
of genus g ≥ 2 over Q have no rational points.

The ternary Goldbach conjecture

Harald Helfgott

The ternary Goldbach conjecture (or three-prime problem) states that every
odd number n greater than 5 can be written as the sum of three primes. Both
the ternary Goldbach conjecture and the (stronger) binary Goldbach conjecture
(stating that every even number greater than 2 can be written as the sum of
two primes) have their origin in the correspondence between Euler and Goldbach
(1742). See [1, Ch. XVIII] for the early history of the problem.

I. M. Vinogradov [7] showed in 1937 that the ternary Goldbach conjecture is
true for all n above a large constant C. Unfortunately, while the value of C has
been improved several times since then, it has always remained much too large
(C = e3100, [5]) for a mechanical verification up to C to be even remotely feasible.

In two recent papers ([2] and [3]), I prove the ternary Goldbach conjecture.

Main Theorem. Every odd integer n greater than 5 can be expressed as the sum
of three primes.

The proof given in [2] and [3] works for all n ≥ C = 1029. The main theorem
has been checked deterministically by computer for all n < 1029 (and indeed for
all n ≤ 8.875 · 1030) [4].

I am able to set major arcs to be few and narrow because the minor-arc estimates
in [3] are very strong; I am forced to take them to be few and narrow because of
the kind of L-function bounds we will rely upon. (“Major arcs” are small intervals
around rationals of small denominator; “minor arcs” are everything else.)

At issue are
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(1) a fuller use of the close relation between the circle method and the large
sieve;

(2) a combination of different smoothings for different tasks;
(3) the verification of GRH up to a bounded height for all conductors q ≤

150000 and all even conductors q ≤ 300000 (due to David Platt [6]);
(4) better bounds for exponential sums

∑
n Λ(n)e

2πiαnη(n/x) for η smooth
and α in the minor arcs, as in [3].

All major computations – including D. Platt’s work in [6] – have been conducted
rigorously, using interval arithmetic.

The improvements on bounds on exponential sums for α in the minor arcs are
due to several new ideas of general applicability. In particular, I show a way
to obtain cancellation from Vaughan’s identity. Vaughan’s identity is a two-log
gambit, in that it introduces two convolutions (each of them at a cost of log) and
offers a great deal of flexibility in compensation. One of the ideas in [3] is that at
least one of two logs can be successfully recovered after having been given away in
the first stage of the proof. This reduces the cost of the use of this basic identity
in this and, presumably, many other problems.

If α is on the tail of a major arc, this can be exploited, rather than being a
problem. This is so both in the large sieve (thanks to a scattered input to the
large sieve) and in other contexts.
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Denominators of Igusa class polynomials

Bianca Viray

(joint work with Kristin Lauter)

Let C be a genus 2 curve over a field k of characteristic 0 and let K be a
totally imaginary quadratic extension of a real quadratic field F . We say that
C has complex multiplication, or CM, by K if the maximal order OK embeds
into the endomorphism ring of the Jacobian J := Jac(C). The theory of complex
multiplication shows that there are finitely many genus 2 curves over k, up to
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twists, that have CM by K. Therefore, it is natural to consider the following
problem.

Problem 1. Compute all genus 2 curves over k (up to isomorphism and twists)
that have CM by K, say, by giving the algebraic equations that define them.

For a general genus 2 curve, its geometric isomorphism class is determined by its
3 absolute Igusa invariants ι1, ι2, ι3. Conversely, an algorithm of Mestre [9] takes
as input a tuple of Igusa invariants, and gives as output a genus 2 curve C with
those Igusa invariants. Thus, the above problem reduces to finding all tuples of
Igusa invariants of CM curves. This in turn is essentially equivalent to computing
the Igusa class polynomials

Hj,K(x) :=
∏

C with CM by OK

(x− ij(C)), j = 1, 2, 3,

which are polynomials defined over Q.
Using the theory of Stoll, MichaelCM abelian varieties over C, Spallek, van

Wamelen, and Weng give an algorithm to compute a complex approximation of the
Igusa class polynomials [10, 11, 12]. However, to recognize the rational coefficients
from a complex approximation, one needs a formula, or at least a bound, on the
denominators.

Yang showed that the denominators of Igusa class polynomials are a (known)
multiple of the arithmetic intersection number G1.CM(K) [13], which encodes the
number of CM abelian surfaces which decompose as a product of elliptic curves
with the product polarization (counted up to isomorphism and with multiplicity).
Hence, the last ingredient needed to solve Problem 1 is an upper bound or exact
formula for G1.CM(K).

In joint work with Lauter, we prove:

Theorem 2 ([7]). For any CM field K, there is an explicit upper bound for
G1.CM(K) in terms of the number of ideals in imaginary quadratic orders of a
fixed norm and the number of solutions of certain quadratic equations over Z/pkZ.
Moreover, under some assumptions on K, this upper bound is exact. (The inter-
ested reader may refer to [7] for the exact formula.)

Under strong assumptions on the ramification in K/Q, there is another formula
for the G1.CM(K) which was conjectured by Bruinier and Yang [2] and later
proved by Yang [13, 14]. However, without the assumption on ramification this
formula can underestimate G1.CM(K) [6], thus, it has limited use in regards to
Problem 1.

Work of Goren and Lauter [3, 4] studies the embedding problem to give an
upper bound, albeit far from sharp, for G1.CM(K). The proof of Theorem 2
can be viewed as a refinement of the embedding problem, which enables us to
obtain a sharp upper bound for G1.CM(K). This refinement naturally involves
a generalization of Gross and Zagier’s formula for products of differences of j-
invariants [5] (see [7, 8] for more details).
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Recent work of Bouyer and Streng used Theorem 2 to provably compute Igusa
class polynomials of CM genus 2 curves that are defined over their reflex field [1];
this demonstrates that our formula is explicit enough to use for computations.
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Computing modular Galois representations

Nicolas Mascot

Summary. We will see how to quickly compute a coefficient of a newform by
using a Galois representation. We will show how to do so in time polynomial in
the level, by using a half-algebraic, half-numerical method.

Modular forms and diophantine problems. The q-expansion coefficients of
a modular form carry deep diophantine information. For instance, if Q is an r-
variable definite positive quadratic form with integer coefficients, then the attached
theta function

ϑQ(q) =
∑

x∈Zr

qQ(x) =

+∞∑

n=0

anq
n
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is modular, and its coefficients an yield the number of solutions in Zr of Q(x) = n.
Also, in the case of elliptic curves, the Taniyama-Weil theorem asserts that if we
consider an elliptic curve E over Q and let ap = |EFp(Fp)| − p − 1 for p a prime
where E has good reduction, then the ap are the coefficients of a cuspform of weight
2. Consequently, it would be interesting to have fast algorithms to compute the
coefficients of a modular form.

On the elliptic curves topic, a famous algorithm invented by R. Schoof computes
the number p + 1 − ap of Fp-rational points of an elliptic curve over Fp in time
polynomial in log p. For this, using the known bound |ap| < 2

√
p, this algorithm

evaluates ap modulo ℓ for various small primes ℓ by seeing it as the trace of a
Frobenius morphism, and deduces ap using Chinese remainders.

The method to compute modular form coefficients which we will present follows
the same pattern. Besides, this method is also interesting for making explicit an
attached Galois representation, which can help getting a better understanding of
the absolute Galois group of Q, and which yields explicit solutions to the Gross
problem, that is to say a non-solvable Galois number field which is ramified at
only one prime. Historically, this algorithm idea was suggested by R. Schoof to B.
Edixhoven.

The Galois representation attached to a modular form. Consider a new-
form (that is to say an eigen, new, normalised cuspform)

f = q +
∑

n>2

anq
n

of level N and weight k. The coefficients an then lie in the integer ring ZKf
of a

number field Kf . Pick a degree 1 prime l of Kf lying above some ℓ ∤ N . It is then
known that there exists a Galois representation

ρf,l : Gal(Q/Q) −→ GL2(Fℓ)

unramified outside ℓN and such that for every prime p ∤ ℓN ,

Tr ρf,l(Frobp) = ap mod l,

where Frobp denotes (the conjugacy class of) the Frobenius element at p. Bounds
are known on ap, so by computing this representation for various ℓ, we can compute
ap using Chinese remainders.

We will present a method to compute this Galois representation in time poly-
nomial in ℓN . We use the fact that, provided that ℓ > k + 1, the eigenspace

Vf,l =
⋂

n>2

ker
(
Tn − (an mod l)

)∣∣
J1(ℓN)[ℓ]

⊂ J1(ℓN)[ℓ]

of the ℓ-torsion J1(ℓN)[ℓ] of the Jacobian J1(ℓN) of the modular curve X1(ℓN),
where the Tn denote the Hecke operators, has dimension exactly 2 over Fℓ, and
that the Galois action on its points yields the Galois representation ρf,l.

We will first see how to efficiently compute the period lattice of the modular
curve X1(ℓN), and then how to use these periods to compute complex approxi-
mations of the points of the space Vf,l. Our method is based on the application of
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K. Khuri-Makdisi’s algorithms to modular curves so as to invert the Abel-Jacobi
map using Newton iteration.

Finally, we will see how effective Galois theory algorithms from the Dokchitser
brothers can be used to compute the image in GL2(Fℓ) of the Frobenius element
at p in time polynomial in log p. This yields a quick method to compute ap mod l

for huge p.
For instance, if we pick f = ∆ and l = 29, we can compute the following :

p Similarity class of ρ∆,29(Frobp) τ(p) mod 29

101000 + 453

[
0 5
1 21

]
21

101000 + 1357

[
0 28
1 8

]
8

101000 + 2713

[
0 9
1 11

]
11

101000 + 4351

[
0 26
1 0

]
0

101000 + 5733

[
20 0
0 2

]
22

101000 + 7383

[
19 0
0 10

]
0

Complexity news: discrete logarithms in small-characteristic
multiplicative groups — the algorithm of Barbulescu, Gaudry, Joux &

Thomé

Dan Bernstein

We present a recent breakthrough [1] in the discrete logarithm problem, due to
R. Barbulescu, P. Gaudry, A. Joux and E. Thomé.
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Hurwitz number fields

David P. Roberts

The talk was an overview of a class of number fields called Hurwitz number
fields which I have been studying along with Akshay Venkatesh for several years.
It focused on why Hurwitz number fields are interesting from the point of view
of mass heuristics, although there are many other reasons that Hurwitz number
fields are of interest as well.

Call a degree m number field K full if its associated Galois group Gal(K) is
all of Am or Sm. For P a finite set of primes, let FP (m) be the number of full
degree m number fields ramified within P . Bhargava’s mass heuristic applied to
this context says that one should expect that for any fixed P the sequence FP (m)
is eventually zero.

Say that P is anabelian if it contains the set of primes dividing the order of a
finite nonabelian simple group G. For example, the anabelian sets of size at most
3 are {2, 3, p} for p = 5, 7, 13, 17. In sharp contradiction to the mass heuristic, we
conjecture the following:

Unboundedness Conjecture. For anabelian P the sequence FP (m) is un-
bounded.

After presenting the above material, the talk focused on Hurwitz number fields
and how they support the above conjecture.

A “Hurwitz parameter” h = (G,C, ν) determines a cover of πh : Hurh →
Confν of varieties defined over Q. Here the cover Hurh parametrizes covers of
the projective line of type h, the base Confν parameterizes suitable divisors in
the projective line, and the map πh sends a cover to its branch locus. The cover
πh has good reduction outside the set of primes dividing |G|. Hurwitz number
fields then correspond to fibers π−1

h (u) above rational points u ∈ Confν(Q).
We have proved a geometric theorem analogous to the unboundedness conjec-

ture as follows. For each finite nonabelian simple group G there are infinitely
many pairs (C, ν) such that the degree m cover πG,C,ν has monodromy group Am

or Sm. This geometric fullness result also applies to groups G that are sufficiently
near to nonabelian simple, such as symmetric groups Sd.

To prove the unboundedness conjecture, the remaining step would be to prove
that specialization is not extremely non-generic. We have worked out many exam-
ples suggesting that in fact specialization is extremely generic. The talk presented
one example, based on G = S6. The cover πh has degree 202. There are exactly
2947 PGL2(Q)-equivalence classes of specialization points which are guaranteed to
produce algebras ramified within {2, 3, 5}. Computation shows that these algebras
are all fields with Galois group A202 or S202 and they are all distinct. Already this
example shows the mass heuristic does not apply in our vertical direction, as it
gives approximately 10−16 as the expected value of

∑
m≥202 F{2,3,5}(m).



2072 Oberwolfach Report 35/2013

Selmer groups and class groups

Kęstutis Česnavičius

Let l be a prime, K a number field, OK its ring of integers, and A → SpecK an
abelian variety of dimension g > 0. Our goal was to explain how under certain
assumptions on A[l], the l-Selmer group Sell A relates to the l-torsion subgroup
Pic(OK)[l] of the ideal class group of K. The talk was based on [2], which in turn
relies on [1].

1. Fppf cohomological interpretation of Selmer groups

The l-Selmer group of A is defined by insisting that the diagram

Sell A

��

�

�

// H1(K,A[l])

��∏
v A(Kv)/lA(Kv)

�

�

//
∏

v H
1(Kv, A[l])

be Cartesian (the products are indexed by the places of K). The finite l-torsion
abelian group Sell A contains A(K)/lA(K) as a subgroup.

Let A → SpecOK be the Néron model of A. For v ∤ ∞, let Ov and Fv be the
ring of integers and the residue field of Kv and cv := #(AFv/A0

Fv
)(Fv) the local

Tamagawa factor of A at v. The promised relation between Sell A and Pic(OK)[l]
will use the following interpretation of the l-Selmer group:

Theorem 1. Suppose that A has semiabelian reduction at all v | l. Then the
diagram

H1
fppf(OK ,A[l])

��

�

�

// H1(K,A[l])

��∏
v∤∞ H1

fppf(Ov,A[l]) �
�

//
∏

v∤∞ H1(Kv, A[l])

is Cartesian. If l ∤
∏

v∤∞ cv and either l is odd or A(Kv) is connected for every

real v, then Sell A = H1
fppf(OK ,A[l]) inside H1(K,A[l]).

An analogous result holds in the case of a global function field.

2. Selmer groups and class groups in quadratic extensions

The following conjectures are folklore:

Conjecture 2. As L/K ranges over quadratic extensions, #Pic(OL)[l] is un-
bounded.

Conjecture 3. As L/K ranges over quadratic extensions, #Sell AL is unbounded.

Not a single case of these conjectures is known for odd l. Due to the genus theory of
Gauss, Conjecture 2 is known for l = 2, which allows the deduction of Conjecture
3 in certain l = 2 cases:
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Theorem 4.

(a) If µl ⊂ A[l] or Z/lZ ⊂ A[l] (over K), then Conjecture 2 for (K, l) implies
Conjecture 3 for (A, l).

(b) If A[l] has a filtration by K-subgroups with subquotients Z/lZ or µl, then
Conjecture 3 for (A, l) implies Conjecture 2 for (K, l).

For the proof, one establishes the corresponding structure claims for A[l]U for a
suitable nonempty open U ⊂ SpecOL, relates #H1

fppf(OL,Z/lZ) and

#H1
fppf(OL, µl) to #Pic(OL)[l], and uses (a variant of) Theorem 1 for the re-

lation to #Sell AL. Similar techniques combine with the result of Shafarevich and
Tate, which provides rank (and hence also l-Selmer) growth, to prove certain cases
of the function field analogue of Conjecture 2:

Theorem 5. Fix a prime p, and for a global field L of characteristic p, let SL be
the proper smooth curve with function field L. Then for each prime l 6= p, there is
a q = pn(l) such that #Pic(SL)[l] is unbounded as L/Fq(t) ranges over quadratic
extensions.

3. An application to Iwasawa theory

Another setting where the growth of Selmer groups and class groups is considered
is that of Iwasawa theory. Let K∞/K be the cyclotomic Zl-extension of K, and
let Kn/K be its degree ln-subextension. Iwasawa proved the existence of integers
µ, λ, ν with µ, λ ≥ 0 such that #Pic(OKn)[l

∞] = lµl
n+λn+ν for large n and conjec-

tured that µ = 0. Thanks to [3], Iwasawa’s conjecture is known for abelian K/Q.
The methods used to prove Theorems 4 and 5 also give

Theorem 6. Iwasawa’s µ = 0 conjecture holds for K and l if there is an abelian
variety A → SpecK satisfying

(1) A has good ordinary reduction at all v | l;
(2) Z/lZ ⊂ A[l];
(3) Hom(Sell∞ AK∞

,Ql/Zl) is Zl[[Gal(K∞/K)]]-torsion with µ-invariant 0.

In fact, it suffices to find such an A after replacing K by a finite extension. Al-
though it is not clear how to do this in general, for K = Q and l = 5 one of the
elliptic curves of conductor 11 satisfies 1-3.
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Most hyperelliptic curves over Q are pointless

Manjul Bhargava

We consider all hyperelliptic curves C over Q of genus g expressed in the form

C : z2 = f(x, y) = f0x
n + f1x

n−1y + · · ·+ fny
n

where f is a separable polynomial over Q of degree n = 2g + 2 and the fi are
integers. Define the height of C by max{|fi|}. Then we prove that, if all such
hyperelliptic curves C over Q of genus g are ordered by height, then as g tends to
infinity:

• a density approaching 100% of hyperelliptic curves of genus g have no
rational points;

• a density approaching 100% of hyperelliptic curves of genus g that have
points everywhere locally fail the Hasse principle; and

• a density approaching 100% of hyperelliptic curves of genus g have empty
Brauer set, i.e., have a Brauer-Manin obstruction to having a rational
point.

We also prove positive proportion results of this type for individual small genera,
including g = 1.

Automorphic period lattices

Akshay Venkatesh

Unfortunately, this speaker failed to submit a summary of his talk.

Computing zeta functions of low genus curves in average polynomial
time

Andrew V. Sutherland

(joint work with David Harvey)

Let X/Q be a smooth projective curve of genus g, and let Xp/Fp denote its re-
duction modulo a prime p. For primes p of good reduction for X , we define the
L-polynomial Lp(T ) as the numerator of the zeta function

Z(Xp;T ) = exp

(
∞∑

n=1

#Xp(Fpn)
T n

n

)
=

Lp(T )

(1− T )(1− pT )
.

Given a bound N , we consider the following problem: compute Lp(T ) for all
primes p ≤ N of good reduction for X . This problem arises, for example, when
one wishes to compute the L-function

L(X ; s) =
∏

p

Lp(p
−s)−1,

and when computing Sato-Tate distributions, as in [2].
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In [1], Harvey gives an algorithm to solve this problem in the case that X
is a hyperelliptic curve with a rational Weierstrass point, with a running time
of O(g8+ǫN log3+ǫ N). When averaged over primes p ≤ N , this complexity is
polynomial in both g and log p, the first such result. Moreover, the dependence on
log p is substantially better than existing methods for all g > 1. I will present joint
work in progress to develop an efficient practical implementation of this algorithm
for low genus curves, and discuss generalizations to non-hyperelliptic curves.

As an intermediate result, we obtain an efficient algorithm to compute the
Hasse-Witt matrix Wp of Xp for all good primes p ≤ N in O(g2+ωN log3+ǫ N)
time using O(g3N) space, where ω ≤ 3 is the exponent of matrix multiplication.
The matrix Wp determines Lp(T ) mod p, which suffices to determine the trace of
Frobenius for sufficiently large p. For g ≤ 3 the full L-polynomial can then be
determined in time O(p1/4 log1+ǫ p), which is in practice negligible compared to
the average time to compute Wp for feasible values of p ≤ N .

This algorithm is applicable to all hyperelliptic curves, not just those with a
rational Weierstrass point, and we are currently working on extending the algo-
rithm to handle arbitrary curves of genus 3. Its performance is already superior to
existing methods in genus 2 for N ≥ 221, which is well within the feasible range,
and we expect even better results in genus 3.
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Effective S-unit and norm-form equations in several variables

Michael A. Bennett

If S is a finite set of primes in a number field K, containing S∞, the infinite
places, an equation of the shape

a1x1 + · · ·+ anxn = 0,

where the ai are fixed elements of K and the xi are S-units, is called an S-unit
equation. Such equations arise rather naturally in a variety of contexts, includ-
ing, for example, the problem of finding all binary forms of a given degree and
discriminant.

S-unit equations in more than 2 such homogeneous variables are known, via
work of Evertse, to have at most finitely many “nontrivial” solutions. If, however,
the number of such variables exceeds three, it is, in general, unknown how to make
such a statement effective (the result for three variables is a consequence of Baker’s
lower bounds for linear forms in logarithms, complex and p-adic).

If we restrict the cardinality of S, however, Vojta [1] was able to prove
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Theorem 1. (Vojta, 1983) Let K be a number field, S a finite set of places of
K, containing S∞, and a1, . . . , a4 be nonzero elements of K. If, additionally, we
assume that S has at most 3 elements, then there is an effectively computable upper
bound on the heights of nontrivial solutions of the equation

a1x1 + a2x2 + a3x3 + a4x4 = 0.

Note that this theorem is only applicable for certain signatures of number fields
K with [K : Q] ≤ 6. This result actually follows from a more general one, namely
:

Theorem 2. (Vojta, 1983) Let n and m be positive integers with n > m. Let
(aij) be an m× n matrix with elements in a number field K, such that no m+ 1
distinct columns of the matrix have rank less than m, and such that no column is
identically zero. Assume further that S is a finite set of places of K, containing
the infinite places and satisfying

(n−m− 2) |S| < n.

Then solutions in S-units to the system of equations

ai1x1 + · · ·+ ainxn = 0, 1 ≤ i ≤ m

may be “effectively determined”.

Our main result is

Theorem 3. Let n and m be positive integers with n > m. Let (aij) be an m× n
matrix with elements in a number field K, such that no m + 1 distinct columns
of the matrix have rank less than m, and such that no column is identically zero.
Assume further that S is a finite set of places of K, containing the infinite places
and satisfying

(n−m− 1) |S| < 2n.

Then solutions in S-units to the system of equations

ai1x1 + · · ·+ ainxn = 0, 1 ≤ i ≤ m

may be “effectively determined”.

This enables us to extend Vojta’s result to 5-term equations :

Theorem 4. Let K be a number field, S a finite set of places of K, containing
S∞, and a1, . . . , a5 be nonzero elements of K. If, additionally, we assume that S
has at most 3 elements, then there is an effectively computable upper bound on the
heights of nontrivial solutions of the equation

a1x1 + a2x2 + a3x3 + a4x4 + a5x5 = 0.

Another corollary, stated rather vaguely, is the following :

Corollary 5. We can “effectively solve” the norm form equation

NK/Q(xα1 + yα2 + zα3 + wα4) = n

provided
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• K is totally-complex Galois
• The αi are linearly independent over Q
• The αi/αj generate K over Q

Our main new technique here is a simple, combinatorial lemma.
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