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Introduction by the Organisers

The mini-workshop Differentiable Ergodic Theory, Dimension Theory and Sta-
ble Foliations, organised by Eugen Mihailescu (Bucharest) and Bernd Stratmann
(Bremen) was attended by participants with broad geographic representation, from
USA, France, Romania, Sweden, Germany, Poland, Hungary, Japan, etc.

The workshop was an excellent blend of known researchers, with various and
relatively close interests in dynamics and ergodic theory. The participants were at
various career stages, from senior researchers to postdocs and finishing doctoral
students.

The main topics of the workshop were dimension theory for smooth dynamical
systems or iterated function systems, thermodynamic formalism, ergodic theory,
hyperbolic dynamics, complex dynamics and probability theory on fractals.
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Every participant gave a research talk of approximately 1 hour, and the talks
were attended by all participants. Moreover, on Friday we had a very interesting
and lively open problem session, where most of the participants proposed or dis-
cussed various open problems, in a stimulating and informal atmosphere. Besides
the regular talks and the open problem session, the workshop generated many
informal discussions between the participants, and the continuation or starting of
research projects in dynamical systems and ergodic theory.

The talks which were presented and the open problems discussed in this work-
shop, covered several new directions at the fringes of current research in dimension
theory and thermodynamical formalism.

M. Urbański talked about geometric rigidity in the theory of Kleinian groups,
and applications to properties and estimates of the Hausdorff dimension of limit
sets of Kleinian groups, and applications to complex dynamics of one variable. J.
Schmeling talked about the Fourier dimension, and several properties and appli-
cations of modified versions of the Fourier dimension, studied jointly with F. Ek-
ström and T. Persson. A. Zdunik studied jointly with M. Urbański, the (Hölder)
continuity of the numerical values of Hausdorff measures for families of confor-
mal systems, namely iterated function systems with Strong Separation Condition,
and analytic families of conformal expanding repellers in C. B. Saussol presented
joint work with F. Pène about statistical properties and the Poisson law in the
non-uniformly hyperbolic setting, and especially when the rate of mixing is poly-
nomial. E. Mihailescu talked about joint work with M. Urbański on asymptotic
measure-theoretic degrees and the Hausdorff dimension of stable slices, and about
equilibrium measures in non-invertible systems with applications to holomorphic
dynamics in P2. T. Persson talked about the typical behaviour of limsup-sets
E(v), obtained by using random independent and uniformly distributed vectors
vi in the torus Td. Y. Coudène presented results, on multiple mixing from weak
hyperbolicity by using the Hopf argument, obtained with B. Hasselblatt and S.
Troubetzkoy. M. Kessebohmer presented joint work with B. Stratmann about frac-
tal geometry of limiting symbols for modular subgroups. V. Mayer studied with
M. Urbański random dynamics for transcendental functions. M. Gröger presented
joint results with B. Hunt about the Lyapunov dimension and the information
dimension for physical measures for coupled skinny baker’s maps, and studied
the Kaplan-Yorke conjecture in these cases. J. Jaerisch reported on joint work
with H. Sumi about the pointwise Hölder exponent of the complex analogue of
Cantor function and the Takagi function. B. Bárany talked about certain condi-
tions when the Ledrappier-Young formula for self-affine measures is satisfied. A.
Soós discussed approximations for the solution of a stochastic differential equation
driven by fractional Brownian motion. And A. Zielicz presented relations between
the entropy of the geodesic flow in the sense of Sullivan and convex-core entropy.

All the topics presented in the workshop are detailed below.
As a conclusion, we had a very interesting and productive workshop in Ober-

wolfach, which will generate new ideas and joint projects in the future.
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Abstracts

On the Fourier dimension and a modification

Jörg Schmeling

(joint work with Fredrik Ekström and Tomas Persson)

In the following we report on recent results about the Fourier dimension that we
obtained in [7].

Let A be a Borel subset of Rd. One way to prove a lower bound for the Hausdorff
dimension of A is to consider integrals of the form

Is(µ) =

∫ ∫
|x− y|−sµ(x)µ(y);

if µ is a Borel measure such that µ(A) > 0 and Is(µ) < ∞ for some s, then
dimHA ≥ s. For a finite Borel measure µ, the Fourier transform is defined as

µ̂(ξ) =

∫
e−2πiξ·x dµ (x),

where ξ ∈ Rd and · denotes the Euclidean inner product. It can be shown [19,
Lemma 12.12] that if µ has compact support then

Is(µ) = const.(d, s)

∫
|µ̂(ξ)|2|ξ|s−d dξ

for 0 < s < d, and thus Is0 (µ) is finite if µ̂(ξ)<
∼
|ξ|−s/2 for some s > s0, where

f(ξ)<
∼
g(ξ) means that there exists a constant C such that |f(ξ)| ≤ C|g(ξ)| for all

ξ. This motivates defining the Fourier dimension of A as

dimFA = sup
{
s ∈ [0, d]; µ̂(ξ)<

∼
|ξ|−s/2, µ ∈ P(A)

}
,

where P(A) denotes the set of Borel probability measures on Rd that give full
measure to A . Thus the Fourier dimension is a lower bound for the Hausdorff
dimension. The Fourier dimension of a finite Borel measure µ on Rd is defined as

dimFµ = sup
{
s ∈ [0, d]; µ̂(ξ)<

∼
|ξ|−s/2

}
,

so that
dimFA = sup {dimFµ; µ ∈ P(A)} .

If A ⊂ B then P(A) ⊂ P(B) and hence

dimF(A) = sup{dimFµ; µ ∈ P(A)} ≤ sup{dimFµ; µ ∈ P(B)} = dimF(B),

showing that the Fourier dimension is monotone. It seems not to be previously
known whether the Fourier dimension is stable under finite or countable unions,
that is, whether

(1) dimF

(⋃

k

Ak

)
= sup

k
dimFAk,
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where {Ak} is a finite or countable family of sets. The inequality ≥ follows from
the monotonicity, but there might be sets for which the inequality is strict.

In [7] we show that (1) holds if for each n the intersection An ∩
⋃

k 6=n Ak has

small “modified Fourier dimension” (defined below), and in particular if all such
intersections are countable. We also give an example of a countably infinite family
of sets such that (1) does not hold.

This still leaves open the question of finite stability. The most straightforward
approach would be to prove a corresponding stability for the Fourier dimension of
measures, namely that

(2) dimF(µ+ ν) = min(dimFµ, dimFν).

From this one could derive the finite stability for sets, using that any probability
measure on A ∪ B is a convex combination of probability measures on A and B.
The inequality ≥ always holds in (2) since the set of functions that are <

∼
|ξ|−s/2

is closed under finite sums, but we give an example showing that strict inequality
can occur. We also describe some situations in which (2) does hold — this seems
to be the typical case.

To achieve countable stability, we consider the following modification of the
Fourier dimension.

Definition 1. The modified Fourier dimension of a Borel set A ⊂ Rd is defined
as

dimFMA = sup
{

dimFµ; µ ∈ P(Rd), µ(A) > 0
}
,

and the modified Fourier dimension of a finite Borel measure µ is defined as

dimFMµ = sup
{

dimFν; ν ∈ P(Rd), µ≪ ν
}
,

where ≪ denotes absolute continuity.

Thus

dimFMA = sup {dimFMµ; µ ∈ P(A)} .

We investigate some basic properties of the modified Fourier dimension, and give
examples to show that it is different from the usual Fourier dimension and the
Hausdorff dimension. Moreover, we show that if µ annihilates all the common
null sets for the measures that have modified Fourier dimension greater than or
equal to s, then dimFMµ ≥ s. Other classes of measures that can be characterised
by their null sets in this way are the measures that are absolutely continuous
to some fixed measure, and, less trivially, the measures µ ∈ P([0, 1]) such that
lim|ξ|→∞ µ̂(ξ) = 0 (see [14]). A necessary condition for such a characterisation
to be possible is that the class of measures be a band, meaning that any measure
that is absolutely continuous to some measure in the class lies in the class. The
definition of the modified Fourier dimension is natural from this point of view,
since the class of measures that have modified Fourier dimension greater than or
equal to s is the smallest band that includes the measures that have (usual) Fourier
dimension greater than or equal to s.
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Previous work. Here we mention briefly some of the previous work related to
the Fourier dimension that we are aware of. A Salem set is a set whose Fourier
dimension equals its Hausdorff dimension.

Salem [16] showed that for each s ∈ (0, 1) there is a compact Salem subset of
[0, 1] of dimension s (although this was shown for the restriction of the Fourier
transform to the integers). An explicit example of a Salem set of any prescribed
dimension in (0, 1) is given by the set of α-well approximable numbers, namely the
set

E(α) =

∞⋂

n=1

∞⋃

k=n

{
x ∈ [0, 1]; ‖kx‖ ≤ k−(1+α)

}
,

where ‖ · ‖ denotes the distance to the nearest integer. By a theorem of Jarńık [8]
and Besicovitch [1] the set E(α) has Hausdorff dimension 2/(2 +α) for α > 0, and
Kaufman [12] showed that there is a measure in P(E(α)) with Fourier dimension
2/(2 + α) (see also Bluhm’s paper [2]).

It was shown by Kaufman [11] that for any C2-curve Γ in R2 with positive
curvature and any s ⊂ (0, 1), there is a compact Salem set S ⊂ Γ of dimension
s. From this it can be deduced [6, Proposition 1.1] that for any s ∈ [0, 1] there
is a continuous function [0, 1] → R whose graph has Fourier dimension s. Fraser,
Orponen and Sahlsten [6] proved that the graph of any function [0, 1] → R has
compact Fourier dimension (defined below) less than or equal to 1, and that the
set of continuous functions [0, 1] → R whose graphs have Fourier dimension 0
is residual with respect to the supremum norm among all continuous functions
[0, 1] → R.

Kahane showed that images of compact sets under Brownian motion and frac-
tional Brownian motion are almost surely Salem sets, see [17]. It was shown by
Fouché and Mukeru [5] that the level sets of fractional Brownian motion are al-
most surely Salem sets (in the special case of Brownian motion this follows from
a result of Kahane, see [5, Section 3.2]).

Jordan and Sahlsten [10] showed that Gibbs measures of Hausdorff dimension
greater than 1/2 (satisfying a certain condition on the Gibbs potential) for the
Gauss map x 7→ 1/x (mod 1) have positive Fourier dimension.

Wolff’s book [22] about harmonic analysis discusses some applications of the
Fourier transform to problems in geometric measure theory.

Some remarks. It is not so difficult to see that the Fourier dimension for mea-
sures is invariant under translations and invertible linear transformations, and
thus the Fourier dimension and modified Fourier dimension for sets are invariant
as well.

For any finite Borel measure µ on Rd,

lim
T→∞

1

(2T )d

∫

[−T,T ]d
|µ̂(ξ)|2 dξ =

∑

x∈Rd

µ({x})2

(this is a variant of Wiener’s lemma). If µ has an atom it is thus not possible
that lim|ξ|→∞ µ̂(ξ) = 0, so dimFµ = 0, and also dimFMµ = 0 since ν has an atom
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whenever µ ≪ ν. It follows that dimFA = dimFMA = 0 for any countable set
A ⊂ Rd.

Suppose next that A is a countable union of k-dimensional hyperplanes in Rd

with k < d. If µ gives positive measure to A, then there must be a hyperplane
P such that µ(P ) > 0. But then the projection of µ onto any line L that goes
through the origin and is orthogonal to P has an atom, so µ̂ does not decay along
L. This shows that dimFA = dimFMA = 0. Thus for example a line segment in
R2 has Fourier dimension 0 even though an interval in R has Fourier dimension 1.

From a special case of a theorem by Davenport, Erdős and LeVeque [4], it can
be derived [15, Corollary 7.4] that if µ is a probability measure on R such that
µ̂(ξ)<

∼
|ξ|−α for some α > 0, then µ-a.e. x is normal to any base (meaning that

(bkx)∞k=0 is uniformly distributed mod 1 for any b ∈ {2, 3, . . .}). Thus if A ⊂ R does
not contain any number that is normal to all bases, then dimFA = dimFMA = 0. In
particular this applies to the middle-third Cantor set, since it consists of numbers
that do not have any 1 in their ternary decimal expansion and hence are not
normal to base 3.

Other variants of the Fourier dimension. One alternative way of defining the
Fourier dimension of a Borel set A ⊂ Rd is to require the measure in the definition
to give full measure to a compact subset of A, rather than to A itself. This variant,
which will here be called the compact Fourier dimension, is thus defined by

dimFCA = sup
{
s ∈ [0, d]; µ̂(ξ)<

∼
|ξ|−s/2, µ ∈ P(K), K ⊂ A is compact

}
.

The anonymous referee of [7] provided an argument showing that the compact
Fourier dimension is countably stable whenever all the sets in the union are closed,
and pointed out that this can be used to deduce that the Fourier dimension and the
compact Fourier dimension are not the same. Inspired by that, we then found an
example that shows that the compact Fourier dimension is not in general finitely
stable.

The Hausdorff dimension is inner regular in the sense that

dimHA = sup
K⊂A

K compact

dimHK

for any Borel set A ⊂ Rd (this follows from [21, Theorem 48]), and the same is
true of the modified Fourier dimension by inner regularity of finite Borel measures
on Rd. Another way of expressing the fact that dimFC is different from dimF is to
say that dimF is not inner regular.

One might consider to define the Fourier dimension and the modified Fourier
dimension of any B ⊂ Rd, by taking the supremum over all measures in P(Rd)
that give full or positive measure to some Borel set A ⊂ B, but then dimF and
dimFM are not even finitely stable. For there is a construction by Bernstein (using
the well ordering theorem for sets with cardinality c) of a set B ⊂ R such that
any closed subset of B or Bc is countable [20, Theorem 5.3]. Thus any non-atomic
measure µ ∈ P(R) gives measure 0 to any compact subset of B or Bc, and by inner
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regularity to any Borel subset of B or Bc. It follows that B and Bc have Fourier
dimension and modified Fourier dimension 0, but B ∪Bc = R has dimension 1.

This can be modified slightly to produce Lebesgue measurable sets C1, C2 ⊂ R

that would violate the finite stability. For each natural number n, let An be a
Salem set of dimension 1 − 1/n and let

C1 = B ∩
∞⋃

n=1

An, C2 = Bc ∩
∞⋃

n=1

An.

Then C1 and C2 are Lebesgue measurable since each An has Lebesgue measure
0, and since they are subsets of B and Bc respectively they would have Fourier
dimension and modified Fourier dimension 0. On the other hand,

dimF(C1 ∪ C2) = dimF

(
∞⋃

n=1

An

)
= 1,

and thus also dimFM(C1 ∪ C2) = 1.
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tients restreints, Enseign. Math., 2003, 49, 3–4, 335–356.

[16] R. Salem, On singular monotonic functions whose spectrum has a given Hausdorff dimen-
sion, Ark. Mat., 1951, 1, 4, 353–365.



2580 Oberwolfach Report 46/2014

[17] Jean-Pierre Kahane, Some random series of functions, Cambridge University Press, 1985,
Cambridge studies in advanced mathematics, Second ed., 17–18.

[18] Kenneth Falconer, Fractal Geometry — Mathematical Foundations and Applications, John
Wiley & Sons, 1990.

[19] Pertti Mattila, Geometry of Sets and Measures in Euclidean Spaces — Fractals and Recti-
fiability, Cambridge University Press, 1995.

[20] John C. Oxtoby, Measure and Category, Springer-Verlag, 1980, Second ed.
[21] Rogers, C. A., Hausdorff measures, Cambridge University Press, 1970.
[22] Thomas H. Wolff, Lectures on Harmonic Analysis, AMS Press, 2003, University Lecture

Series.

Hölder regularity of the complex analogues of the Cantor function and

the Takagi function

Johannes Jaerisch

(joint work with Hiroki Sumi)

1. Introduction and Statement of Results

Recently, H. Sumi introduced complex analogues of the classical Cantor function
and the Takagi function ([Sum11, Sum13]). These complex analogues are defined

on the Riemann sphere Ĉ and share some similarity with the classical functions
defined on the real line. Our main results ([JS13, JS14], see Theorems 1 and
2 below) show that the pointwise Hölder exponent of the complex analogue of
the Cantor function and the Takagi function can be investigated by means of the
thermodynamic formalism in ergodic theory.

Before we state our main results, let us summarize some of the background
and motivation from [Sum11]. Let f1, f2 : R → R be given by f1(x) := 3x,
f2(x) := 3x−2. The classical Cantor function ϕ : R → [0, 1] satisfies the functional
equation

(1)
1

2
ϕ ◦ f1 +

1

2
ϕ ◦ f2 = ϕ

with the boundary conditions ϕ|(−∞,0] = 0 and ϕ|[1,∞) = 1. The function ϕ
varies on the Cantor set, which is the repellor of the semigroup generated by f1
and f2. Moreover, ϕ is monotone and ϕ is (log 2

/
log 3)-Hölder continuous.

A complex analogue of ϕ is obtained as follows. Consider the polynomial func-

tions g1, g2 : Ĉ → Ĉ, given by g1(z) := (z2 − 1) ◦ (z2 − 1), g2(z) := (z2/4) ◦ (z2/4).

Then there exists a unique continuous function T : Ĉ → C such that T satisfies
the following analogue of the functional equation (1) above:

(2)
1

2
T ◦ g1 +

1

2
T ◦ g2 = T, T (0) = 0, T (∞) = 1.

Moreover, the function T varies on the Julia set J(G) of the semigroup G given
by

G := 〈g1, g2〉 :=
{
gωn ◦ gωn−1 ◦ · · · ◦ gω1 : n ∈ N, (ω1, . . . , ωn) ∈ {1, 2}n

}
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and

J(G) := {z ∈ Ĉ : there exists no non-empty neighborhood U of z such that

(g|U )g∈G is normal}.

Also, the function T is monotone with respect to the surrounding order of compact

connected subsets of Ĉ ([Sum11]). Finally, it is shown in ([Sum13]) that T is α-
Hölder continuous for some α ∈ (0, 1).

To state our first main result, we need further definitions. For a function ρ :

Ĉ → C we denote by Höl(ρ, ·) the pointwise Hölder exponent of ρ which is for

z ∈ Ĉ given by

Höl(ρ, z) := sup

{
β ∈ R : lim sup

y→z,y 6=z

|ρ(y) − ρ(z)|

d(y, z)β
<∞

}
∈ [0,∞],

where d refers to the spherical distance on Ĉ. For α ∈ R we define the level sets

H(ρ, α) :=
{
z ∈ Ĉ : Höl(ρ, z) = α

}
.

Moreover, we set

αmin(ρ) := inf {α ∈ R : H(ρ, α) 6= ∅} and αmax(ρ) := sup {α ∈ R : H(ρ, α) 6= ∅} .

Theorem 1 (JS13b). For the function T given by (2) above we have αmin(T ) <
αmax(T ) and the dimension function given by α 7→ dimH(H(T, α)), α ∈
(αmin, αmax), is a positive, real-analytic and strictly concave function with maxi-
mum dimH(J(G)).

A complex analogue of the classical Takagi function is obtained as follows.
First observe that for each p ∈ (0, 1) there exists a unique continuous function

Tp : Ĉ → Ĉ such that

p · Tp ◦ g1 + (1 − p) · Tp ◦ g2 = Tp, Tp|(−∞,0] = 0 Tp|[1,∞) = 1.

Then it follows from [Sum13] that ∂
∂p (Tp(z)) exists and a complex analogue of the

Takagi function is given by

C(z) =
∂

∂p
(Tp(z))∣∣p=1/2

.

Our second main result is the following:

Theorem 2 (JS14). For every z ∈ Ĉ we have Höl(C, z) = Höl(T, z). In particular,
the results of Theorem 1 apply to the complex analogue of the Takagi function C.

We also give general conditions under which the Theorems 1 and 2 can be
generalised to large classes of complex analogues of the Cantor function and the
Takagi function. We also explain how our results give rise to a gradation between
chaos and order for random complex dynamical systems.
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Ledrappier-Young formula for self-affine measures

Balázs Bárány

Ledrappier and Young [6] introduced a relation between entropy, Lyapunov expo-
nents and dimension for invariant measures of diffeomorphisms on compact man-
ifolds. It is a widespread claim that self-affine measures satisfy this formula. The
first result on a class of self-affine measures, for which the formula hold, was proven
by Przytycki and Urbański [7]. Later, Feng and Hu [3] proved that if the linear
parts of the mappings are diagonal matrices then the Ledrappier-Young formula
holds. Moreover, Ledrappier [5] proved that the formula is valid for a special
family of self-affine measures. The results presented here can be found in [1].

Setup and Results

Let A := {A1, A2, . . . , AN} be a finite set of contracting, non-singular 2 × 2 ma-

trices, and let Φ := {fi(x) = Aix+ ti}
N
i=1 be an iterated function system on the

plane with affine mappings. There exists a unique non-empty compact subset Λ

of R2 such that Λ =
⋃N

i=1 fi(Λ). We call the set Λ as the attractor of Φ. We call
a measure µ self-affine if its compactly supported with support Λ and there exists
a p = (p1, . . . , pN ) probability vector such that

µ =

N∑

i=1

piµ ◦ f−1
i .

Let Σ = {1, . . . , N}Z be the two side and let Σ+ = {1, . . . , N}N be the set

of one side infinite words. Let ν = {p1, . . . , pN}N be a Bernoulli measure on
Σ+, where p = (p1, . . . , pN ) is a probability vector. Denote the entropy of ν

by hν = −
∑N

i=1 pi log pi. If π+ : Σ+ 7→ Λ denotes the natural projection, i.e.

π+(i0, i1, . . . ) = limn→∞ fi0 ◦ · · · ◦ fin(0), then µ = ν ◦ π−1
+ .
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Oseledec Multiplicative Ergodic Theorem implies that there exist constants
0 < χs

µ ≤ χss
µ such that

lim
n→∞

1

n
logα1(Ai0 · · ·Ain−1) = −χs

µ and

lim
n→∞

1

n
logα2(Ai0 · · ·Ain−1) = −χss

µ for ν-a.e. i = (i0, i1, . . . ) ∈ Σ+.

Definition 1. We say that Φ satisfies the strong separation condition (SSC) if
fi(Λ) ∩ fj(Λ) = ∅ for every i 6= j.

Definition 2. We say that the set A of matrices satisfies the dominated splitting if
there are constants C, δ > 0 such that for every n ≥ 1 and i0, . . . , in−1 ∈ {1, . . . , N}

α1(Ai0 · · ·Ain−1)

α2(Ai0 · · ·Ain−1)
≥ Ceδn.

Let C+ :=
{

(x, y) ∈ R2\{(0, 0)} : xy ≥ 0
}

be the standard positive cone. A
cone is an image of C+ by a linear isomorphism and a multicone is a disjoint
union of finitely many cones.

Lemma 1 (Avila, Bochi, Guermelon, Rams, Yoccoz). The set A of matrices
satisfies the dominated splitting then

(1) There is a multicone M such that
⋃N

i=1 Ai(M) ⊂ Mo, where Mo denotes
the interior of M .

(2) For every i ∈ Σ there are two one-dimensional subspaces ess(i), es(i) of R2

such that

es(i) =
∞⋂

n=1

Ai−1 · · ·Ai−n(M) and ess(i) =
∞⋂

n=1

A−1
i0

· · ·A−1
in−1

(M c),

where M c denotes the complement of M .
(3) Ai0ei(i) = ei(σi) for every i ∈ Σ and i = s, ss.
(4) There exists a constant C > 0 such that for every i ∈ Σ

C−1‖Ain · · ·Ai0 |es(i)‖ ≤ α1(Ain · · ·Ai0) ≤ C‖Ain · · ·Ai0 |es(i)‖ and

C−1‖Ain · · ·Ai0 |ess(i)‖ ≤ α2(Ain · · ·Ai0 ) ≤ C‖Ain · · ·Ai0 |ess(i)‖.

We call the family of subspaces ess(i) as strong stable directions.

For example, family of matrices with strictly positive entries satisfies dominated
splitting.

Theorem 1. If A satisfies the dominated splitting and Φ satisfies the strong sep-
aration condition then µ is exact dimensional and

dimH µ =
hν
χss
µ

+

(
1 −

χs
µ

χss
µ

)
dimH µ ◦ (projss

i
)−1 for ν-almost every i ∈ Σ+,

where projss
i

denotes the orthogonal projection from R2 to the subspace perpendic-
ular to ess(i).
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Let us define the push-down measure of ν by ess to P1 projective space as
νss := ν ◦ (ess)

−1.

Theorem 2. If A satisfies the dominated splitting and Φ satisfies the strong sep-

aration condition, moreover, dimH νss ≥ min
{

1, hν

χs
µ

}
then

dimH µ = min

{
hν
χs
µ

, 1 +
hν − χs

µ

χss
µ

}
.

Applications

Falconer [2] introduced the subadditive pressure function and showed that if ‖Ai‖ <
1/3 for every i = 1, . . . , N then for L2N -almost every t = (t1, . . . , tN ) ∈ R2N the
Hausdorff and box dimension coincide and equal to the root of the pressure. The
bound was later extended to 1/2 by Solomyak, see [8]. Hueter and Lalley [4] proved
that the Hausdorff and box dimension of a self-affine set coincide and equal to the
root under some separation conditions.

Theorem 3. Assume that A satisfies the dominated splitting and Φ satisfies the
strong separation condition. If there exists a multicone M such that A−1

i (Mo) ⊆
M and A−1

i (Mo) ∩ A−1
j (Mo) = ∅ for every i 6= j and for every i = 1, . . . , N ,

α1(Ai)
2 ≤ α2(Ai) then

dimH µ =
hν
χs
µ

≤ 1.

Moreover, dimH Λ = dimB Λ = s ≤ 1, where s is the unique root of the pressure
function P (s), defined by

P (s) := limn→∞
1
n log

∑N
i1,...,in=1 φ

s(Ai1 · · ·Ain),

where φs(A) :=





α1(A)s 0 ≤ s ≤ 1
α1(A)α2(A)s−1 1 < s ≤ 2

(α1(A)α2(A))
s/2

s > 2.

Theorem 4 (B., Rams, in progress). Let

M :=

{
A ∈ R2×2

+ : 0 <
| detA|

(‖A‖1)2
<

1

2
, ‖A‖ < 1, α1(A)2 < α2(A)

}
.

Then for L4N -a.e. A = {A1, . . . , AN} ∈ MN the following holds: for every

(t1, . . . , tN ) ∈ R2N such that the IFS {Aix+ ti}
N
i=1 satisfies the strong separation

condition

dimH µ = min

{
hν
χs
µ

, 1 +
hν − χs

µ

χss
µ

}
.

Moreover, dimH Λ = dimB Λ = s, where s is the unique root of the pressure
function P (s).
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Let Φc = {f1, . . . , f6} be a parameterized family of IFSs on the plane given by
the functions

f1(x) =

[
1
3 0
0 c

]
x+

[
1
3
0

]
, f2(x) =

[
1
3 0
0 c

]
x+

[
1
3

1 − c

]
,

f3(x) =

[
1
3 0

1
2 − c c

]
x+

[
0
1
2

]
, f4(x) =

[
1
3 0

1
2 − c c

]
x+

[
2
3
0

]
,

f5(x) =

[
1
3 0

c− 1
2 c

]
x+

[
0

1
2 − c

]
, f6(x) =

[
1
3 0

c− 1
2 c

]
x+

[
2
3

1 − c

]
,

where 0 < c < 1/2. Denote Λc the attractor of Φc

Theorem 5. For every 0 < c < 1
3

dimH Λc = dimB Λc = 1 −
log 2

log c
,

and there exists a set C ⊆ (13 ,
1
2 ) such that dimP C = 0 and

dimH Λc = dimB Λc = 2 +
log 2c

log 3
for every c ∈

(
1

3
,

1

2

)
\C.
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Geometric rigidity for Kleinian groups

Mariusz Urbański

In the seminal paper [2] R. Bowen has proved that any quasi-Fuchsian group has
either Hausdorff dimension > 1 or it is a Fuchsian group, meaning that its limit
set is a geometric circle. This begun an extensive research of geometric rigidity
in the theory of Kleinian groups and other fields, like for example holomorphic

dynamics on Ĉ. In the theory of Kleinian groups alone it includes [7], [5], [1], [9],
[8], culminating in the work [3] of Kapovich, who proved that if G is a geometrically
finite Kleinian group acting on some unit ball Bn ⊂ Rn, n ≥ 2, and the Hausdorff
dimension of its limit set Λ(G) is equal to the topological dimension of Λ(G), then
the limit set Λ(G) is some k-dimensional geometric sphere in Bn. Together with
T. Das and D. Simmons we prove more. Namely:

Theorem 1. Let G be a Kleinian group acting on some unit ball Bn ⊂ Rn,
n ≥ 2. Let Λr(G) denote the subset of Λ(G) consisting of all radial (conical)
points. Assume that

HD(Λ(G) \ Λr(G)) < HD(Λ(G)).

Then the following geometric rigidity holds:
If HD(Λ(G)), the Hausdorff dimension of its limit set Λ(G), is equal to the topo-

logical dimension of Λ(G), then the limit set Λ(G) is equal to some k-dimensional
geometric sphere in Bn.

Our strategy stems from the paper [4], where an alogous rigidity result was
proved for countable alphabet conformal iterated function systems. Let

k := HD(Λ(G)).

Our approach is based on an entirely differen idea than the existing proofs for
Kleinian groups. The first step would be to prove that the limit set Λ(G) is not
k-purely unrectifiable, the second step invoking ergodicity of the action of G on
Λ(G) would show that Λ(G) is k-rectifiable, and the third, final, step would be
given by a zooming procedure on points of Λr(G). Let me also mention that there
is a big variety of Kleinian groups that are not geometrically finite but for which
HD(Λ(G) \ Λr(G)) < HD(Λ(G)) holds.

We go further, beyond the finite-dimensional case, to the setting of discreete
groups acting on the unit ball in a separable Hilbert space. The difficulty then is
that there is no analogue of Lebesgue measure on the Hilbert space, (consequently)
no such measure on the corresponding Grasmannian, and no known Federer’s type
projection theorems. However, even then we prover the following.

Theorem 2. Let G be a Kleinian group acting on the unit ball B∞ ⊂ ℓ2. Assume
as above that

HD(Λ(G) \ Λr(G)) < HD(Λ(G)).

Assume in addtion that the upper box-counting dimension of Λ(G) is finite. Then
the following geometric rigidity holds:
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If HD(Λ(G)), the Hausdorff dimension of its limit set Λ(G), is equal to the topo-
logical dimension of Λ(G), then the limit set Λ(G) is equal to some k-dimensional
geometric sphere in B∞.

We have also proved the following theorem.

Theorem 3. Suppose that f : Ĉ → Ĉ is a rational function of degree d ≥ 2 whose
limit set is not totally disconnected (in other words its topological dimension is
equal to 1). Assume that

H(J(f) \ Jr(f)) < HD(Jf ).

If HD(J(f)) = 1, then J(T ) is a geometric circle.

Remark. Note that condition H(J(f) \ Jr(f)) < HD(Jf ) is satisfied for all topo-
logical Collet–Eckmann rational functions since then the difference J(f) \ Jr(f)
is a countable set. This in particular comprises all non–recurrent rational func-
tions and all expanding rational functions. It also contains all parabolic rational
functions.
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Dimension of limsup-sets of random covers

Tomas Persson

1. Introduction

Let d be a natural number. We consider the d-dimensional torus Td, and a sequence
of open sets Ui ⊂ Td. The random vectors vi are independent and uniformly
distributed on the torus Td, and are used to translate the sets Ui, hence producing
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a sequence Vi(vi) of random sets defined by Vi(vi) = Ui + vi. We are interested in
the typical behaviour of the limsup-set

E(v) = lim sup
i→∞

Vi(vi),

that is, the set of points on the torus that are covered by infinitely many sets
Vi(vi).

Limsup-sets often possess a large intersection property, see Falconer [2]. This
means that the set belongs, for some 0 < s ≤ d, to the class G s(Td), where G s(Td)
is the largest collection of Gδ subsets of Td with the property that it is closed under
countable intersections and images of bi-Lipschitz maps, and any set in G

s has
Hausdorff dimension at least s. For instance, we have G s(Td) ⊂ G t(Td) provided
t < s, and if A ∈ G t(Td) for all t < s, then A ∈ G s(Td). For more properties of
these classes, relevant in this paper, we refer the reader to the paper [6]. Here we
shall be concerned with the large intersection properties of typical E(v).

Let λ denote the d-dimensional Lebesgue measure on Td. For 0 < s < d and a
set A ⊂ Td, we define the s-energy of A as

Is(A) =

∫∫

A×A

|x− y|−s dxdy,

where |x− y| denotes the distance between the points x and y.
The aim of this note is to present the following theorem from [4]. For the

background of this and other similar results on random coverings of tori, we refer
the reader to [3].

Theorem 1. The set E(v) is almost surely in the class G s(Td), where s is defined
by

s = inf{ t :
∞∑

i=1

λ(Ui)
2

It(Ui)
<∞ or t = d }.

In the paper [3], Järvenpää, Järvenpää, Koivusalo, Li, and Suomala proved
a similar result. They imposed more restrictive assumptions on the sets, and
they only proved the dimension result, not the large intersection property. It is
not immediately clear if the result in [3] provides the same dimension result that
Theorem 1 does, under the extra conditions imposed in [3]. However, a simple
estimate on the s-energy of a cube shows that the result of Järvenpää, Järvenpää,
Koivusalo, Li, and Suomala follows from Theorem 1, see [4] for more details.

2. Shrinking Targets

If we instead translate the sets Ui with a randomly chosen orbit of a sufficiently
mixing dynamical system, results similar to that of Theorem 1 can be proved using
similar methods. Then, in the case that the sets Ui are balls with shrinking radius,
we get a so called shrinking target result. This has been done together with Micha l
Rams in [5].
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3. How to prove Theorem 1

The proof is based on the following lemma from [6], that gives us a method to
determine if a limsup-set belongs to the class G

s(Td). The lemma is only stated
and proved for d = 1 in [6], but it holds for any d, and only minor changes in the
proof are required to make it work for d > 1. Also, the statement in [6] is for [0, 1]
instead of T1, but this difference is not substantial.

Lemma 1. Let Ek be open subsets of Td, and µk Borel probability measures, with
support in the closure of Ek, that converge weakly to a measure µ with density h
in L2. Assume that µ(I) > 0 for all cubes I ⊂ [0, 1)d with non-empty interior,
and assume that for each ε > 0, there is a constant Cε, such that

(1) |I|1+ε‖hχI‖
2
2 ≤ Cε‖hχI‖

2
1

holds for any cube I ⊂ Td. If there is a constant C such that

(2)

∫∫
|x− y|−s dµk(x)dµk(y) ≤ C

holds for all k, then lim supEk is in the class G s(Td).

In our application of Lemma 1, the limit measure µ will be the Lebesgue mea-
sure, and therefore the assumption (1) will be automatically fulfilled. Note also
that the proof of Lemma 1 can be significantly simplified in this case.

LetEk(v) =
⋃k

i=mk
Vi(vi), wheremk < k is a sequence increasing to infinity. We

then have lim supEk(v) = E(v) = lim supVi(vi). Define µk =
∑k

i=mk
ci,kλ|Vi(vi),

where ci,k are constants that will be specified below, but are such that µk are

probability measures. In particular,
∑k

i=mk

∑k
j=mk

ci,kcj,kλ(Ui)λ(Uj) ≤ 1.

Let s = inf{ t :
∑

i λ(Ui)
2/It(Ui) < ∞}, and pick t with t < s and t < d.

We need to prove that with probability 1, we have E(v) ∈ G t(Td). If we put

ci,k = ckλ(Ui)/It(Ui), were ck is defined by ck =
(∑k

i=mk
λ(Ui)

2/It(Ui)
)−1

, then

it is easy to check that with probability 1, the condition (2) holds for some constant
C. Moreover, we observe that the fact that ck → 0 as k → ∞, implies that there
is a sequence nk such that µnk

almost surely converges weakly to the Lebesgue
measure. The full details of these arguments can be found in [4]. Lemma 1 now
finishes the proof.
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Random dynamics of transcendental functions

Volker Mayer

In this talk we present joint work with Mariusz Urbański on random dynamics of
hyperbolic entire and meromorphic functions of finite order and whose derivative
satisfy some growth condition at infinity. This class contains most of the classical
families of transcendental functions: all periodic functions (tangent, sine, exponen-
tial and elliptic), functions with polynomial Schwarzian derivative, the cosine-root
family and many more (see [11] where the deterministic case has been treated
in detail). Based on uniform versions of Nevanlinna’s value distribution theory
we first build a thermodynamical formalism which, in particular, produces unique
geometric and fiberwise invariant Gibbs states. Then we go further and explain a
spectral gap property for the associated transfer operator along with exponential
decay of correlations and a central limit theorem. All of this is part of our recent
preprint [12]. We now explain more in detail the content of this work.

Random dynamics is actually a quite active field. The first work on random
rational functions is due to Fornaess and Sibony [7]. Related to this is Rugh’s
paper on random repellers [16] and Sumi’s work on rational semi-groups (see for
example [18, 19]). A complete picture including thermodynamics and spectral gap
is contained in [9] which concerns a much wider class of distance expanding random
maps, a class originally introduced by Ruelle [15]. Recently random dynamics of
countable infinite Markov shifts [5, 17] and graph directed Markov systems [14]
have been treated. Here we extend the picture to a situation where the maps are
also countable infinite – to – one, where the phase space is not compact and where
in addition there is no Markov structure.

Given a probability space (X,F ,m) along with an invertible ergodic transfor-
mation θ : X → X , we consider the dynamics of

fn
x = fθn−1(x) ◦ ... ◦ fx , n ≥ 1

where fx : C → Ĉ, x ∈ X , is a family of transcendental functions depending
measurably on x ∈ X . Like in the deterministic case, the normal family be-
haviour of (fn

x )n splits the plane into two parts and one is interested in the chaotic
part Jx, called random Julia set. Quite general transcendental random systems
fx : Jx → Jθ(x), x ∈ X , are considered in this paper and, as already has been
mentioned among the major difficulties one encounters is that the phase space Jx

is unbounded and the functions are of infinite degree.
In the deterministic case, this difficulty has been overcome in [11] The key idea

was to replace the Euclidean metric by a metric having an appropriate singularity
at infinity. Once this is done, one can use Nevanlinna’s value distribution theory
to show that the corresponding transfer operator is well defined and bounded.
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The present paper treats random dynamics of the families of functions consid-
ered in [11]. Again we start with an appropriated choice of metric in order to
be able to control the transfer operator. This time we make use of the uniform
versions of Nevanlinna’s theorems available in Cherry-Ye’s book [3].

Then, since we are dealing with random dynamics, measurability of all involved
operators, measures and functions has to be checked. This point has sometimes
been neglected in the literature (see the discussion in [8]) or is the reason for ad-
ditional assumptions. Here we take advantage of Crauel’s framework [4] and treat
measurability very carefully. Moreover, this allows us to have a global, in terms of
skew product, approach which, for example, produces directly measurable families
of conditional measures.

Having then good behaving transfer operators and measurability, we can pro-
ceed with building the thermodynamical formalism. As the result, we prove the
existence and uniqueness of fiberwise conformal measures and the existence and
uniqueness of invariant densities. This gives rise to the existence and uniqueness of
fiberwise invariant measures absolutely continuous with respect to the conformal
ones.

In order to get further properties, the method introduced by Birkhoff [1] based
on positive cones and the Hilbert distance can be employed in random dynamics.
However, the phase spaces in the present work being non-compact, the Hilbert
distance is of much less use. Indeed, cones of functions of finite distance are too
small since all of its members must be comparable near infinity. Fortunately there
is a very nice contraction lemma in Bowen’s manuscript [2]. In order to be able to
adapt it to the present setting, we first produce, via a delicate construction, non-
standard appropriate invariant cones. Once this is done, the Bowen-like argument
is quite elementary. In this sense, the present work, incidentally, simplifies the
deterministic work [11]. In conclusion, we get a spectral gap property. It then
almost immediately implies exponential decay of correlations and a Central Limit
Theorem.
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Fractal geometry of limiting symbols for modular subgroups

Marc Kesseböhmer

(joint work with Bernd O. Stratmann)

Let C2(G) refer to the space of cusp forms of weight 2 for some arbitrary modular
subgroup G, i.e. G is a finite index subgroup of the modular group Γ := PSL2(Z).
These cusp forms fulfill the following properties: f is holomorphic on H as well as
in each cusp of G; f = (g′) · (f ◦ g) for all g ∈ G; f vanishes at each cusp of G. It
is well known that there is a dual pairing between C2(G) and the first homology
group H1(MG,R) of the associated compactified cusped Riemann surface MG of
genus g. That is, we have

〈 · , · 〉 : H1(MG,R) × C2(G) → C, where 〈γ, f〉 :=

∫

γ

f(z) dz.
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Each element of H1(MG,R) can be represented by integrating the 1-form f dz
along some smooth path between two points ξ, η in H∪P 1 (Q), and this determines
the modular symbol {ξ, η}G ∈ H1(MG,R). This idea goes back to Drinfel′d and
Manin who found in [8, 2] that for each ξ, η ∈ P 1 (Q), we have

{ξ, η}Γ0(N) ∈ H1

(
MΓ0(N),Q

)
.

In here, Γ0(N) denotes the congruence subgroups defined by

Γ0(N) :=

{(
a b
c d

)
∈ Γ | c ≡ 0 mod N

}
for N ∈ N,

A possible way to extend these symbols to the non-cuspital boundary of hyperbolic
space, and therefore to give a non-trivial homological meaning to algebraically
invisible parts of H1(MG,R), has been suggested by Manin and Marcolli [9, 10],
see also [1]. They introduced the concept limiting modular symbol, which is given
for x ∈ R (whenever the limit exists)

ℓG(x) := lim
t→∞

1

t
{i, x+ i exp(−t)}G ∈ H1(MG,R).

Note that the limit in the definition of ℓG exists if and only if it exists for each
1-form f dz with f ∈ C2(G), and hence it is sufficient to compute it for a fixed
complex basis f1+if2, . . . , f2g−1+if2g of C2 (G). Our aim is to use fractal geometry
in order to investigate the level sets which arise naturally from these limiting
modular symbols. That is, for α ∈ R2g we consider

Fα := {x ∈ R : (〈ℓG(x), f1〉, . . . , 〈ℓG(x), f2g〉) = α} .

A first analysis of this type of level sets was given in [9] and [11] for modular
subgroups which satisfy the there so called ‘Red-condition’. There it has been
shown that for these groups t−1{i, x+ i exp(−t)}G converges weakly to zero with
respect to the Lebesgue measure on the unit interval. Subsequently, this result
was improved in [11] by showing that ℓG(x) is equal to zero Lebesgue-almost ev-
erywhere. Besides, these papers obtained “non-vanishing” of limiting modular
symbols only for the end points of closed geodesics, that is for quadratic surds.
In these cases the limiting modular symbol turns out to be given by integrating
along the closed geodesic and then normalising by the hyperbolic length of that

geodesic Our main results in [6] are summarised as follows, where β̂G : R2g → R

refers to the proper concave (negative) Legendre transform of the proper convex

function βG : R2g → R, given by β̂G(α) := inft∈R2g (βG (t) − (α|t)).

For an arbitrary modular subgroup G we have that the Red-condition is fulfilled.
Moreover, for g ≥ 1 there exists a strictly convex and differentiable function
βG : R2g → R such that for each α ∈ ∇βG

(
R2g

)
⊂ R2g,

(1) dimH (Fα) = β̂G(α).

In here, we have that βG(0) = 1, and that βG has a unique minimum at 0. Also, we
in particular have ℓG(Fα) = {hα}, where hα ∈ H1(MG,R) is uniquely determined
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by (〈hα, f1〉, . . . , 〈hα, f2g〉) = α. Furthermore, we have

∇βG (R2g) =
{
α ∈ R2g : F(α) 6= ∅

}
.

The methods of proof are mainly taken from [3, 4, 5]; we use of (higher-dimensional)
thermodynamic formalism to determine the function βG and derive its properties.
For this we first define a suitable shift space ΣG of certain pairs using the continued
fraction expansion in the first coordinate and the co-sets Γ/G as its second coor-
dinate. Then let I : ΣG → R refer to the canonical geometric potential function
associated with the Gauss-map G, given by

I : ((xk, ek))k 7→ log |G′ ([|x1| , |x2| , . . .])| .

Also, define J : ΣG → R2g given for ((xk, ek))k ∈ ΣG by

J (((xk, ek))k) := (〈{e1 (i∞) , e1(0)}G, f1〉 , . . . , 〈{e1 (i∞) , e1(0)}G, f2g〉) .

Finally, the modular pressure function P : R2g × (1/2,∞) → R associated with J
is then defined for t = (t1, . . . , t2g) ∈ R2g and β ∈ (1/2,∞) by (here, [[ ]] refers to
the cylinder set in ΣG)

P (t, β) := lim
n→∞

1

n
log

∑

ω∈Σn
G

expSn sup
x∈[[ω]]

((t|J(x)) − βI(x)) .

Note that (t|J)−βI is acceptable in the sense of Mauldin and Urbański ([12, Def.
2.1.4]), and this implies that P is well-defined. Also, since J is Hölder continuous
and bounded, one immediately verifies that (t|J)−βI is summable for each β > 1/2
(for the definition of summability we refer to [12, p. 27]). In particular, this also
gives that P is continuous. Since limβց 1

2
P (t, β) = ∞ and limβ→∞ P (t, β) = −∞

and since P is continuous, the function βG : R2g → (1/2,∞) is for t ∈ R2g

implicitly given by P (t, βG (t)) = 0. Finally, the fact that the spectrum is indeed
non-trivial, that is ∇βG

(
R2g

)
has a non-empty interior, follows from results in [7].
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[6] M. Kesseböhmer, B. O. Stratmann. Homology at infinity; fractal geometry of limiting sym-
bols for modular groups Topology 46(5):469–491, 2007.
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Multiple mixing from weak hyperbolicity by the Hopf argument

Yves Coudène

(joint work with B. Hasselblatt and S. Troubetzkoy)

The Hopf argument is a standard tool in the field of hyperbolic dynamical systems
for deriving ergodicity in the absence of an algebraic structure (the alternative
tool being the theory of equilibrium states). Our purpose is to show how much
more than ergodicity it can produce. Specifically, in its original form the Hopf
argument establishes ergodicity when the contracting and expanding partitions of a
dynamical system are jointly ergodic. We present a recent refinement originally due
to Babillot that directly obtains mixing from joint ergodicity of these 2 partitions.
Further, we publicize the observation that the argument produces multiple mixing
if the stable partition is ergodic by itself, and we give a simple proof of ergodicity of
the stable distribution. Taken together, this gives a simple, self-contained general
proof of multiple mixing.

In the following, X is a metric space, f : X → X a Borel invertible transforma-
tion, µ a probability measure invariant by f and ϕ : X → R a square integrable
function. The stable and unstable sets of x ∈ X are defined by

W s(x) = {y ∈ X | d(fn(x), fn(y)) −→
n→∞

0},

Wu(x) = {y ∈ X | d(fn(x), fn(y)) −→
n→−∞

0}.

We say that a Borel function ϕ : X → R is W s-invariant if we can find a set
Ω ⊂ X of full measure such that for all x, y ∈ Ω, the condition y ∈W s(x) implies
ϕ(y) = ϕ(x). The distribution W s is ergodic if the only W s-invariant functions
are constant.

Finally we recall that the transformation f is mixing if ϕ ◦ fn converges to
∫
ϕ

in the weak topology on L2 when n goes to infinity. It is mixing of all orders if for
all k and ϕ1, ...ϕk, the sequence ϕ1 ◦ fn1 ϕ2 ◦ fn1+n2 ... ϕk ◦ fn1+...+nk converges
to
∫
ϕ1...

∫
ϕk when all the sequences ni go to infinity.

The following result gives us a first relation between the ergodic properties of
the stable distribution W s and the mixing of the transformation f .

Theorem [1]. All accumulation points of the sequence ϕ ◦ fn, with respect to the
weak topology on L2, when n goes to +∞, are W s-invariant and Wu-invariant.
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We also have the following result when it comes to mixing of all orders.

Theorem. All accumulation points of the sequence ϕ1 ◦ fn1 ϕ2 ◦ fn1+n2 ... ϕk ◦
fn1+...+nk with respect to the weak topology on L2, when the ni go to +∞, are
W s-invariant.

Open question. Are they also Wu-invariant?

Since we don’t know that these accumulation points are Wu-invariant, we need
to show that the stable distribution W s is ergodic, in order to prove mixing of all
orders for the transformation f . This can be done if we assume that f satisfies
some weak hyperbolicity condition, to be explained in the following definition.

Definition. V ⊂ X is a product set for f if
• there exists a measurable partition Wu

loc of V that satisfies

Wu
loc(x) ⊂Wu(x), Wu

loc(f(x)) ⊂ f(Wu
loc(x)),

• there is a product map (x, y) 7→ [x, y] from V × V to V , such that

[x, y] ∈W s(x) ∩Wu
loc(y),

• the map πy(x) = [x, y] satisfies the following absolute continuity property:

πy
∗µ

u
x ≪ µu

y , for all x, y ∈ V,

where (µu
x) are the conditional measures of µ along Wu

loc.

We can now state our main theorem, which goes from total ergodicity to multi-
ple mixing under the assumption that there is a product set for the transformation.

Theorem [2]. Assume that there is a product set V of positive measure and that
fN is ergodic for all N > 0. Then W s is ergodic and f is mixing of all orders.

This result admits a short proof and gives mixing of all orders for Anosov sys-
tems, hyperbolic measures, Sinäı billiards and more, without resorting to entropy
theory.
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Regularity of Hausdorff measure function

Anna Zdunik

Developing the work of L. Olsen we deal with the question of continuity of the
numerical value of Hausdorff measures in families of conformal dynamical systems.

We prove Hölder continuity of the function ascribing to a parameter the nu-
merical value of the Hausdorff measure of the limit set, for naturally parametrized
families of both conformal iterated function systems in Rk, k ≥ 3, and linear
iterated function systems consisting of similarities in Rk, k ≥ 1 both satisfying
the Strong Separation Condition, and for analytic families of conformal expanding
repellers in the complex plane C. For families of naturally parametrized linear
IFSs in R, satisfying the Strong Separation Condition, this function is piecewise
real–analytic.

We prove continuity for maps including parabolic rational functions, for example
that the parameter 1/4 is such a continuity point for quadratic polynomials z 7→
z2 + c for c ∈ [0, 1/4]. We also prove the continuity of the numerical value of
Hausdorff measures for parabolic Walters conformal maps and for a class of more
general Walters conformal maps.

In the context of continued fractions, we prove that if by Jn(G) we denote the
set of all numbers in [0, 1] whose infinite continued fraction expansions have all
entries in {1, 2, . . . , n}, then limn→∞ Hhn(Jn(G)) = 1 = H1([0, 1]), where hn is the
Hausdorff dimension of Jn(G), Hhn is the corresponding Hausdorff measure. We
also construct a class of infinite iterated function systems S on [0, 1], consisting of
similarities, for which limF→E HhF (JF ) < HhS

(JS); the upper limit is taken over
finite subsets of the countable infinite alphabet E.

References

[1] T. Szarek, M. Urbański, and A. Zdunik, Hausdorff Measure for Conformal Dynamical Sys-
tems, Discrete & Continuous Dynam. Sys., Series A., (2013) 33 4647–4692.
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Approximation of solutions of SDE driven by fractional Brownian

motion

Anna Soós

1. Introduction

The aim of this paper is to approximate the solution of a stochastic differential
equation driven by fractional Brownian motion using two series expansion for the
noise. We prove that the solution of the approximating equations converge in
probability to the solution of the given equation.
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Let
(
B(t)

)
t≥0

be a fractional Brownian motion with Hurst parameter H such

that H > 1
2 . We investigate stochastic differential equations of the form

dX(t) = F (X(t), t)dt+G(X(t), t)dB(t),(1)

X(t0) = X0,

where t0 ∈ (0, T ], X0 is a random vector in Rn and the random functions F and
G satisfy with probability 1 the following conditions:

(C1) F ∈ C(Rn × [0, T ],Rn), G ∈ C1(Rn × [0, T ],Rn);

(C2) for each t ∈ [0, T ] the functions F (·, t),
∂G(·, t)

∂xi
,
∂G(·, t)

∂t
are locally Lips-

chitz for each i ∈ {1, . . . , n}.

The fractional Brownian motion
(
B(t)

)
t∈[0,1]

with Hurst index H ∈ (0, 1) we

approximate using two type of serie expansion.

1. Series expansion for fractional Brownian motion given in [3]
Let Jν be the Bessel function of first type of order ν and let x1 < x2 < . . . be

the positive, real zeros of J−H , while y1 < y2 < . . . are the positive, real zeros
of J1−H . We consider (Xn)n∈N and (Yn)n∈N to be two independent sequences of
centered Gaussian random variables such that for each n ∈ N we have

VarXn =
2c2H

x2Hn J2
1−H(xn)

, VarYn =
2c2H

y2Hn J2
−H(yn)

,

where

c2H =
sin(πH)

π
Γ(1 + 2H).

Then:

B(t) =

∞∑

n=1

sin(xnt)

xn
Xn +

∞∑

n=1

1 − cos(ynt)

yn
Yn, t ∈ [0, 1].

Let

BN (t) =

N∑

n=1

sin(xnt)

xn
Xn +

N∑

n=1

1 − cos(ynt)

yn
Yn, t ∈ [0, 1], N ∈ N.

2. Optimal wavelet approximation of the fractional Brownian motion given in [1]

(2) B(t) =
∞∑

j=−∞

∞∑

k=−∞

2−jH(Ψ(2jt− k) − Ψ(−k))ǫj,k,

where Ψ is the mother function of the wavelets approximation, and ǫj,k are inde-
pendent identically distributed N(0, 1) random variables, Ψ: Ψ ∈ C1(R) and there
exists a constant c > 0 such that

(3) |Ψ(t)| ≤
c

(2 + |t|)2
and |Ψ′(t)| ≤

c

(2 + |t|)3
for all t ∈ R.
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We denote

BN (t) =

N∑

j=0

∑

|k|≤ 2N+4

(N−j+1)2

2−jH(Ψ(2jt− k) − Ψ(−k))ǫj,k +

+

−1∑

j=−2[N/2]

∑

|k|≤2[N/2]

2−jH(Ψ(2jt− k) − Ψ(−k))ǫj,k

for each t ∈ [0, 1].

The main difficulty raised by the fractional Brownian motion is that they are
not semimartingales. There exist several ways to define the stochastic integral, in
this paper we use the approach of M. Zähle [6].

2. Results

Theorem 1. The sequence (BN )N∈N converges to B almost surely in ω ∈ Ω and
uniformly in t ∈ [0, 1], i.e.

P

(
lim

N→∞
sup

t∈[0,1]

|BN (t) −B(t)| = 0
)

= 1.

We approximate for each N ∈ N the equation (1) through

(4) XN (t) = X0 +

t∫

0

F (XN (s), s)ds+

t∫

0

G(XN (s), s)dBN (s).

We will show that the equation (4) has a local solution, which converges in
probability to the solution of (1) in the interval, where the solutions exist.

Theorem 2. Let B be a fractional Brownian motion approximated through the
processes BN given in (2). Let F,G : Rn × [0, T ] → Rn be random functions
satisfying with probability 1 the conditions (C1) and (C2). Let t0 ∈ (0, T ] be fixed.
Then, each of the stochastic equations

X(t) = X0 +

t∫

t0

F (X(s), s)ds+

t∫

t0

G(X(s), s)dB(s),

XN (t) = X0 +

t∫

t0

F (XN (s), s)ds+

t∫

t0

G(XN (s), s)dBN (s), N ∈ N

admits almost surely a unique local solution on a common interval (t1, t2) (which is
independent of N and contains t0). Moreover, we have the following approximation
result

P ( lim
N→∞

sup
t∈(t1,t2)

‖XN (t) −X(t)‖ = 0) = 1.
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Poisson law for some nonuniformly hyperbolic dynamical systems with

polynomial rate of mixing

Benôıt Saussol

(joint work with Françoise Pène)

1. Introduction

Many dynamical systems with some hyperbolicity enjoy strong statistical proper-
ties. Let us mention a few of them: existence of physical measure, exponential
decay of correlations, central limit theorem, large deviation principles, etc. That
is, the probabilistic behavior of these systems mimics an i.i.d. process. However,
when the hyperbolicity is too weak the situation may be different. This has a
visible consequence in some non uniformly hyperbolic systems, for example in the
validity of the CLT, which is often related to a summable decay of correlations.

We will consider here a class of systems with some weak form of hyperbolicity,
for which the polynomial decay of correlations can be arbitrarily slow. The setting,
introduced by Alves and Pinheiro [2] and generalized by Alves and Azevedo [1] is
a system modeled by a Young tower on which we have a uniform but polynomial
control on the contraction along stable manifolds and backward contraction along
unstable manifolds. The full description of the setting is in Section 2.

Let f be an invertible map defined on a riemaniann manifold M giving rise
to a metric d. Suppose that µ is an invariant measure for f . Given x in M,
we are interested in the statistical behavior, with respect to µ, of the number of
occurrences of entrance times in the ball B(x, r). Namely, setting

Nt(x, r)(y) = ♯

{
n ∈ N : d(fny, x) < r, 1 ≤ n ≤

t

µ(B(x, r))

}

we are interested in the limit distribution of (Nt(x, r))t , as r goes to 0. The main
result of the paper is that this limit is the Poisson distribution, for µ-a.e. x. This
question has been addressed for many different dynamical systems. Our result is a
generalization of the recent work by Collet and Chazottes [3] who studied towers
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with exponential tail of return time to a setting where the tail is only polynomial
(We refer to [3] and references therein for details on previous works). Our work
applies for example to:

• solenoid with intermittency,
• billiard in stadium,
• Axiom A attractor when the SRB measure has large Hausdorff dimension

During the preparation of this work Freitas, Haydn and Nicol [4] obtained a similar
result on Poisson distribution for these above mentioned billiards by a different
method (inducing the billiard map on a suitable reference set where the induced
map has a tower with exponential tail). We also mention Haydn and Wasilewska
[5] whose approach needs a polynomial tail of sufficiently large order.

Our limit theorem relies on precise mixing estimates for sets defined with balls.
That is why we need a control on the measure of neighborhood of balls as in (3).
Outside absolutely continuous measure this leads to delicate questions. In [3] a
general result is obtained for SRB measure with one-dimensional unstable mani-
fold. The generalization to higher dimensional systems or polynomial tower being
open, we left the condition (3) as an assumption. We emphasize that this condition
is the weakest that one can ask in our setting.

A major step in our proof of the Poisson distribution is to bypass the lengthy
and delicate study of short returns by a simple argument based on recurrence
rates. Indeed we show that for our systems

min{n ≥ 1: d(fnx, x) < r} ≈ r− dimH µ

for µ-a.e. x, where dimH µ stands for the Hausdorff dimension of µ.

2. Assumptions

We consider an invertible transformation f : M → M on a finite-dimensional
Riemannian manifold satisfying assumptions of [1]. These assumptions ensure the
existence of a f -invariant SRB probability measure µ and that (M, f, µ) can be
modeled by a Gibbs Markov Young tower with good properties as described briefly
below for completeness.

Recall that a stable (resp. unstable) manifold is an embedded disk γ ⊂ M such
that, for every x, y ∈ γ, dist(fnx, fny) → 0 (resp. dist(f−nx, f−ny) → 0) as n
goes to infinity.

Consider two continuous families Γu and Γs of respectively unstable and stable
C1 manifolds such that there exists αmin > 0 so that, for every (γs, γu) ∈ Γs×Γu,
we have

dim γs + dim γu = dimM, #(γs ∩ γu) = 1 and |∠(γs, γu)| ≥ αmin.

We set Λ := (
⋃

γu∈Γu γu) ∩ (
⋃

γs∈Γs γs). We assume that f is a differentiable on⋃
n≥0 f

nΛ and that the following properties hold

(P1) Markov: there exists a family (Λi)i≥1 of pairwise disjoint subsets of the
form Λi = (

⋃
γu∈Γu γu) ∩ (

⋃
γs∈Γs

i
γs) for some family (Γs

i )i of pairwise

disjoint subsets of Γs such that
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(a) for some γ ∈ Γu, we have Lebγ(Λ) > 0 and Lebγ(Λ \
⋃

i Λi) = 0;
(b) For every i ≥ 1, there exists an integer Ri ≥ 1 such that fRi(Λi) =

(
⋃

γu∈Γu
i
γu) ∩ (

⋃
γs∈Γs γs) for some Γu

i ⊂ Γu. Moreover, for every

γs ∈ Γs
i , there exists γs0 ∈ Γs such that fRi(γs) ⊂ γs0 and, for every

γu ∈ Γu, there exists γu0 ∈ Γu
i such that γu0 ⊂ fRi(γu).

This enables us to define a particular return time R : Λ → N and the associated
return map fR : Λ → Λ by setting

R|Λi
≡ Ri and (fR)|Λi

≡ fRi .

We also define a separation time s : Λ × Λ → N ∪ {∞} for the return map as
follows:

∀x, y ∈ Λ, s(x, y) := min{n ≥ 0 : ∃j ≥ 1, (fR)n(x) ∈ Λj and (fR)n(y) 6∈ Λj}.

With these notations, we assume that there exist α > 0, β ∈ (0, 1) and C > 0 such
that, for every γu0 , γ

u
1 ∈ Γu and every γs ∈ Γs, we have

(P2) Polynomial contraction on stable leaves: for every x, y ∈ γs and every

n ≥ 1, we have dist(fn(x), fn(y)) ≤ Cn−α;
(P3) Backward polynomial contraction on unstable leaves: for every x, y ∈ γu0

and every n ≥ 1, we have dist(f−n(x), f−n(y)) ≤ Cn−α;
(P4) Bounded distortion: for every x, y ∈ γu0 ∩ Λ, we have

log
detD(fR)u(x)

detD(fR)u(y)
≤ Cβs(fR(x),fR(y)).

(P5) Regularity of the stable foliation: consider the map Θγu
0 ,γu

1
: γu0 ∩ Λ →

γu1 ∩Λ defined by Θγu
0 ,γu

1
(x) is the unique x′ for which there exists γ ∈ Γs

such that x ∈ γ ∩ γu0 and x′ ∈ γ ∩ γu1 . We assume that
(a) Θγu

0 ,γu
1

is absolutely continuous and

U :=
d((Θγu

0 ,γu
1

)∗ Lebγu
0

)

dLebγu
1

=
∏

i≥0

detDfu ◦ f i

detDfu ◦ f i ◦ Θ−1
γu
0 ,γu

1

;

(b) for every x, y ∈ γu1 , we have log(U(x)/U(y)) ≤ Cβs(x,y).

We assume that gcd(Ri, i ≥ 1) = 1. We consider here the case when the return
time R has a polynomial tail distribution, more precisely we assume that

(1) Lebγ(R > n) ≤ Cn−ζ , for some ζ > 1,

which ensures the integrability of R with respect to Lebγ . Under these conditions,
the systems admits a SRB measure µ: the conditional measures on local unstable
manifolds are absolutely continuous with respect to the Lebesgue measure on these
manifolds. We recall the definition of the Hausdorff dimension of the measure µ
as

dimH µ = inf
µ(Y )=1

dimH Y.
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We make the standing assumption that

(2) α >
1

dimH µ
.

3. Poisson law for the number of entrance to balls

For any x ∈ M and r > 0, we write B(x, r) for the ball of center x and radius r
for the Riemannian distance on M. The main result of the paper states that for
typical centers x, the time spent inside the ball B(x, r), up to time t/µ(B(x, r)),
follows asymptotically the Poisson law with mean t.

We assume that, for µ-almost every x ∈ M, there exists δ ∈ (1, α dimH µ) such
that

(3) µ(B(x, r) \B(x, r − rδ)) = o(µ(B(x, r))).

Theorem 1. Let (M, f, µ) be as above. For µ-a.e. x ∈ M such that (3) holds,
(Nt(x, r))t>0 converges in distribution (in the Skhorohod space D([0, T ]) for every
T > 0) to a Poisson process of intensity 1 as r → 0. In particular

lim
r→0

µ ({Nt1(x, r) = k1, ..., Ntm(x, r) = km}) =

m∏

j=1

(tj − tj−1)kj−kj−1

(kj − kj−1)!
e−(tj−tj−1),

for any m ≥ 1, any 0 = t0 ≤ t1 < t2 < ... < tm and any integers 0 = k0 ≤ k1 ≤
... ≤ km.

The conclusion of this theorem means that the successive intervisit times to
B(x, r) (suitably normalized) are asymptotically independent with exponential
distribution of parameter 1.
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Measure-theoretic asymptotic degrees for non-expanding

transformations

Eugen Mihailescu

Let f : M → M be a smooth endomorphism with a locally maximal set Λ. We
assume hyperbolicity of f |Λ as an endomorphism, thus unstable manifolds Wu

r (x̂)

depend on full prehistories x̂ of points x, where Λ̂ := {(x, x−1, . . .), f(x−i) =
x−i+1, i ≥ 0} is the inverse limit of (Λ, f). The following Questions appear:

• If f is not invertible on Λ, what can we say about the number of f -
preimages of points x ∈ Λ, that remain in Λ?

• Does this number of preimages influence the Hausdorff dimension of var-
ious stable sections through the set Λ?

In general Λ is not totally invariant, and f may not be constant-to-1 on Λ. The
hyperbolic non-expanding non-invertible case is different from the expanding case,
and from the hyperbolic diffeomorphism case. One difficulty is that branches of
inverse iterates do not contract small balls on Λ. Another difficulty is that there
may exist uncountably many local unstable manifolds through points in Λ.

In the joint paper [4] with M. Urbański, we introduced a general notion of
asymptotic degree with respect to equilibrium measures µφ of Hölder continuous
potentials φ on the saddle set Λ. In particular, for the measure of maximal entropy
µ0 on Λ, we obtain the average logarithmic growth of the number of n-preimages
that remain in Λ, when n→ ∞, which can be considered as the ”degree” of f over
Λ. We obtained also a formula for the Jacobian of µφ with respect to arbitrary
iterates fm,m ≥ 2. Using this, we found a formula for the pressure P (φ) on saddle
sets, in terms of preimage sets and folding entropy of µφ, different from the one in
the expanding case. Hence, asymptotic degrees are useful in obtaining:

a) the rate of growth of the number of n-preimages remaining in Λ, when
n → ∞; and the corresponding measure-theoretic notion with respect to
µφ;

b) a formula for the pressure P (φ) in the saddle non-invertible case, in terms
of the n-preimages of x that remain in Λ, for µφ-a.e point x in Λ;

c) estimates on Hausdorff dimension of slices through sets of full µφ-measure.

Let f : M →M a continuous and µ an f -invariant probability, and assume f is
essentially countable-to-one, i.e the canonical measures of µ w.r.t the partition into
fibers f−1(ǫ), are purely atomic. Then by Rohlin, Parry, there exists a measurable
partition Ai, i ≥ 0 s.t f |Ai is injective and one defines the Jacobian of µ w.r.t f :

Jf (µ)(x) =
dµ ◦ (f |Ai)

dµ
(x), µ− a.e on Ai, i ≥ 0

Definition 1 (Ruelle, [6], [7]). The folding entropy Ff (µ) of µ w.r.t f is:

Ff (µ) := Hµ(ǫ|f−1ǫ),

where ǫ is the partition into single points. It follows Ff (µ) =
∫

log Jf (µ)(x)dµ(x).
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Now, for an f -invariant probability µ on Λ, τ > 0 small, n ∈ N, φ Hölder
continuous on Λ and x ∈ Λ, let us define the finite set (see [4]):

(1) Gn(x, µ, τ) := {y ∈ f−n(fnx) ∩ Λ, s.t |
Snφ(y)

n
−

∫
φdµ| < τ}

Definition 2. In the above setting, denote by

dn(x, µ, τ) := Card Gn(x, µ, τ), x ∈ Λ, n > 0, τ > 0

The function dn(·, µ, τ) is measurable and finite on Λ.

We want to relate the number of ”good” preimages dn(x, µφ, τ) to Ff (µφ). For
this we need the Jacobians of µφ with respect to arbitrary iterates fn, n ≥ 1.

Theorem 1 (Jacobians of equilibrium measures with respect to iterates of en-
domorphisms, [4]). Let f be a C2 hyperbolic endomorphism on a folded basic set
Λ, which has no critical points in Λ; let also φ be a Hölder continuous potential
on Λ and let µφ the unique equilibrium measure of φ on Λ. Then there exists a
comparability constant C > 0 independent of m ≥ 2 and of x ∈ Λ, such that for
µφ − a.e x ∈ Λ, the Jacobian of µφ with respect to the iterate fm satisfies:

(2) C−1 ·

∑
ζ∈f−m(fm(x))∩Λ

eSmφ(ζ)

eSmφ(x)
≤ Jfm(µφ)(x) ≤ C ·

∑
ζ∈f−m(fm(x))∩Λ

eSmφ(ζ)

eSmφ(x)

The above result allowed us to obtain the following formula for the average
asymptotic degree:

Theorem 2 (Measure-theoretic asymptotic degree for equilibrium states, [4]).
Let f : M → M be a C2 non-invertible map and Λ a basic set for f so that f is
hyperbolic on Λ and does not have critical points in Λ. Let also φ be a Hölder con-
tinuous potential on Λ, and consider µφ the equilibrium measure associated to φ.
Then, we have the following formula relating the number of preimages dn(·, µφ, ·)
and the folding entropy Ff (µφ):

lim
τ→0

lim
n→∞

1

n

∫

Λ

log dn(x, µφ, τ) dµφ(x) = Ff (µφ)

The Theorem allows us to define the asymptotic degree with respect to µφ:

Definition 3. In the above setting, we define the asymptotic degree with

respect to the measure µφ on Λ, as

d∞(f, µφ) := exp
(

lim
τ→0

lim
n→∞

1

n

∫

Λ

log dn(x, µφ, τ) dµφ(x)
)

Define in particular al(f,Λ) := lim
n

1
n

∫
Λ

log dn(x)dµ0(x), where µ0 is the measure

of maximal entropy of f |Λ. The asymptotic degree of f |Λ is then defined as

d∞(f,Λ) := eal(f,Λ)

For expanding maps we have a well-known formula for pressure, namely P (φ) =
lim
n→∞

1
n log

∑
y∈f−n(x)

eSnφ(y). In our saddle set case we obtain a different formula:



2606 Oberwolfach Report 46/2014

Theorem 3 (Relation between preimage sets and pressure in the saddle non-in-
vertible case, [4]). In the setting of Proposition 1 and for an arbitrary Hölder
continuous potential φ on Λ, we have for µφ-a.e x ∈ Λ,

P (φ) = lim
n→∞

1

n
log

∑

y∈f−n(fn(x))∩Λ

eSnφ(y) − log d∞(f, µφ) + hµφ

Once we have a formula for the pressure on a saddle set, we can obtain the
entropy hµ for any f -invariant measure µ on Λ, by a reverse Variational Principle,

hµ = inf
{
P (ψ) −

∫

Λ

ψ dµ, ψ Hölder continuous on Λ
}
,

as the entropy map is upper semi-continuous in our case. By using Jacobians of
iterates, we can compute also the µφ-measure of an arbitrary ball centered on Λ.

Let Φs(x) := log |Dfs(x)|, x ∈ Λ. We used in [4] the asymptotic degrees in order
to estimate the dimensions of stable sections through sets of full µφ-measure.

Theorem 4 (Dimension estimates for stable slices of sets of full measure, [4]).
Assume that f is conformal on local stable manifolds over the saddle basic set Λ,
and that µφ is the equilibrium measure of a Hölder continuous potential φ on Λ.
Then there exists a Borel set K(µφ) ⊂ Λ such that µφ(K(µφ)) = 1, and for every
x ∈ Λ we have:

HD
(
W s

r (x) ∩ K(µφ)
)
≤ tsd∞(f,µφ)

,

where
tsd∞(f,µφ)

is the unique zero of the pressure function t → P (tΦs − log d∞(f, µφ)).

There exist also geometric consequences induced by the stable dimension, as
proved in the next result, obtained jointly with B.Stratmann:

Theorem 5 ([3]). Let f : M → M be a smooth endomorphism hyperbolic on a
basic saddle set Λ conformal on local stable manifolds over Λ, and assume that
there exists x ∈ Λ s.t δs(x) is equal to the unique zero t1 of t 7→ P (tΦs). Then,
there exists an open dense set of points in Λ where f has precisely one preimage
in Λ. Moreover, we have that δs(y) = t1, for all y ∈ Λ.

Examples.

In [2] we studied the following class of maps: Fix α ∈ (0, 1), and intervals
Iα1 , I

α
2 ⊂ I = [0, 1] s.t Iα1 is contained in [ 12 − ǫ(α), 12 + ǫ(α)] and Iα2 is contained in

[1 − α − ǫ(α), 1 − α+ ǫ(α)], for small ǫ(α) < α2. Let a strictly increasing smooth
map g : Iα1 ∪ Iα2 → I s.t g(Iα1 ) = g(Iα2 ) = I, s.t ∃ β > 1 with β2 > g′(x) >
β >> 1, x ∈ Iα1 ∪ Iα2 . There exist Iα11, I

α
12 ⊂ Iα1 , I

α
21, I

α
22 ⊂ Iα2 s.t g(Iα11) = g(Iα21) =

Iα1 , and g(Iα12) = g(Iα22) = Iα2 . Let Jα := Iα11 ∪ I
α
12 ∪ I

α
21 ∪ I

α
22, and the fractal set

Jα
∗ := {x ∈ Jα, gi(x) ∈ Jα, i ≥ 0}. Then, define the family of skew-product

endomorphisms fα : Jα
∗ × I → Jα

∗ × I, fα(x, y) = (g(x), hα(x, y)), with

(3) hα(x, y) =





ψ1,α(x) + s1,αy, x ∈ Iα11
ψ2,α(x) + s2,αy, x ∈ Iα21
ψ3,α(x) − s3,αy, x ∈ Iα12
s4,αy, x ∈ Iα22
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where s1,α, s2,α, s3,α, s4,α ∈ (0,∞) are ε0-close to 1
2 ,

1
2 ,

1
2 ,

1
2 respectively, and

ψ1,α(·), ψ2,α(·), ψ3,α(·) are C2 functions on I, ε0-close in C1 to x → x, x → 1 − x
and x → 1, respectively. Denote hα(x, ·) : I → I by hx,α(·), for x ∈ Jα

∗ . Now
define the set

(4) Λ(α) := ∪
x∈Jα

∗

∩
n≥0

∪
y∈g−nx∩Jα

∗

hny,α(I),

where hny,α := hfn−1y,α ◦ . . . ◦ hy,α, n ≥ 0.

For x ∈ Jα
∗ let Λx(α) := ∩

n≥0
∪

y∈g−nx∩Jα
∗

hny,α(I).

Theorem 6 ([2]). There exists a function ϑ(α) > 0 defined for positive small α,
with ϑ(α) →

α→0
0, such that if fα is the map defined in (3) whose parameters satisfy:

(5) max {|ψ1,α(x) − x|C1 , |ψ2,α(x) − 1 + x|C1 |ψ3,α(x) − 1|C1} < ϑ(α),

max

{
|si,α −

1

2
|, i = 1, . . . , 4

}
< ϑ(α)

Then:

a) For x ∈ Jα
∗ ∩Iα1 , there exists a Cantor set Fx(α) ⊂ Λx(α), s. t every point

of Fx(α) has two different fα-preimages in Λ(α). And if x ∈ Jα
∗ ∩Iα2 , then

there exists a Cantor set Fx(α) ⊂ Λx(α) s. t every point of Fx(α) has two
different f2

α-preimages in Λ(α).
b) fα is hyperbolic on Λ(α).

c) If ẑ, ẑ′ ∈ Λ̂(α) are different prehistories of arbitrary z ∈ Λ(α), then Eu
ẑ 6=

Eu
ẑ′ .

For stable dimension, no formulas, but we can estimate it using the thickness
of intersections of Cantor sets.

Corollary 1. Let a small α > 0 and a function f defined as in (3), s. t the
parameters si, ψj , i = 1, . . . , 4, j = 1, . . . , 3 of f satisfy (5). Write Λ as the union
V1 ∪V2, where V1 is defined as the set of points having only one f -preimage inside
Λ and V2 is the set of points having exactly two f -preimages in Λ.

a) Then δs(z) ∈ ( log 2
log(2+ 1

∆(α)
)
, 1), z ∈ Λ. So if α tends to 0, then δs at an

arbitrary point of Λ may be made as close as we want to 1.
b) V1 is an open uncountable set in Λ, and V2 is a closed set in Λ.
c) Assume moreover that in (3), the contraction factors si, i = 1, . . . , 4 are

all equal to 1
2 . Then V2 is uncountable as well.

Hence this family behaves differently from a homeomorphism on Λα, and also
from a 2-to-1 map on Λα. We can obtain the Jacobian Jfα(µφ), and the folding
entropy Ffα(µφ) of the equilibrium measure µφ of a Hölder continuous potential
φ on Λα. Now, the average rate of growth of the number of n-preimages in Λα, is
given by d∞(fα,Λα) = eFfα (µ0,α), where µ0,α is the measure of maximal entropy
on Λα. If Ffα(µ0,α) = 0, then δs(x) ≥ t1, where t1 is the zero of t → P (tΦs).
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Since htop(fα|Λα) = log 2 and Φs ≡ 1
2 , t1 = 1, then δs(x) = 1. In [M., 2011] it was

shown however that δs(x) < 1, for all x ∈ Λα. Thus d∞(fα,Λα) = eF (µ0,α) > 1.
Another case, studied jointly with J.E Fornaess, is the restriction f |Λ of a

holomorphic endomorphism f : P2 → P2 on a saddle set Λ, which is mini-
mal, or more general, a terminal set. We obtained a geometric description of the
measure of maximal entropy of f |Λ in terms of positive closed currents.

First recall some properties of the associated positive closed Green current

T . There exists a continuous plurisubharmonic function G on C3 \ {0} called the
Green function of f , s.t G(F (z)) = d ·G(z) where F : C3\{0} → C3\{0} is the lift
of f relative to the canonical projection π2 : C3 → P2. Recall that π∗T = ddcG,
and that the Green measure µ = T ∧ T is mixing.

We considered minimal saddle basic sets for the ordering Λi ≻ Λj if Wu(Λ̂i) ∩
W s(Λj) 6= ∅. A related notion is that of a terminal set Λ, i.e when the iterates of f

form a normal family on Wu(Λ̂)\Λ. Positive closed currents σ on minimal sets can

be constructed by using iterated images of unstable disks D:
fn
⋆ ([D])
dn → σ ·

∫
D∧T .

Using σ, one obtains then an invariant measure ν on Λ as ν = σ ∧ T .
There exist also transversal measures µ̂s

x associated to a hyperbolic structure

on Λ (Sinai, Ruelle, Sullivan, etc.), given by the Smale space structure on Λ̂. One

obtains then a system of transversal measures µ̂s
x on Ŵ s

loc(x) := π−1(W s
loc(x)∩Λ),

satisfying the following properties:

i) if χs
x,y : Ŵ s

r (x) → Ŵ s
r (y), χs

x,y(ξ̂) = Ŵu
r (ξ̂) ∩ Ŵ s

r (y) is the holonomy, then
µ̂s
x(A) = µ̂s

y(χs
x,y(A)) for any borelian set A.

ii) f̂⋆µ̂
s
x = ehtop(f |Λ)µ̂s

f(x)|f̂(Ŵ s
r (x))

iii) supp µ̂s
x = Ŵ s(x).

Unstable transversal measures µ̂u
x̂ on Ŵu

r (x̂) := π−1(Wu
loc(x̂) ∩ Λ) have similar

properties, for x̂ ∈ Λ̂. The measure of maximal entropy on Λ̂, µ̂0, satisfies for any

φ on a neighbourhood of x̂ ∈ Λ̂,

µ̂0(φ) =

∫

Ŵ s
r (x)

(

∫

Ŵu
r (ŷ)

φ dµ̂u
ŷ ) dµ̂s

x(ŷ)

There is a positive current σu given in a neighbd of x ∈ Λ by, < σu, χ >=∫
Ŵ s

loc
(
∫
Wu

loc(ŷ)
χ)dµ̂s

x(ŷ), where µ̂s
x are transversal measures on Ŵ s

loc(x) :=

π−1(W s
loc(x). If Λ is terminal, then there is an invariant probability measure

νi on Λ, νi = σu ∧ T .

Theorem 7 ([1]). Let f : P2 → P2 holomorphic and Λ a terminal (or minimal)
mixing saddle set of f . Then νi is equal to the measure of maximal entropy µ0 of
f |Λ.

In the case of minimal c-hyperbolic sets of maps of degree 2, we also determined
in [1] all the possible values of the pointwise dimension of ν.
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Entropy of the geodesic flow in the sense of Sullivan versus

convex-core entropy

Anna Zielicz

D. Sullivan considered in [Sullivan1984] a notion of enropy for the geodesic flow on
a hyperbolic manifold Hn/Γ, where Γ is a non-elementary Kleinian group. This
entropy notion is defined by:

hS(Γ) := sup
V ∈V

lim
ǫ→0

lim sup
T→∞

log(sep(T, ǫ, V ))

T

Here, V denotes the collection of all V ⊆ T 1(Hn/Γ) which are bounded and satisfy
V ⊆ ((L(Γ)×L(Γ)−diag)×R)/Γ, where L(Γ) denotes the limit set of Γ and diag
the diagonal. The value of sep(T, ǫ, V ) is defined as:

sep(T, ǫ, V ) := sup {#U : U ⊆ V, U (T ǫ) − separated}

where a set U ⊆ T 1(Hn/Γ) is said to be (T ǫ) − separated if for any two vectors
u, v ∈ U we have:

sup
t∈[0,T ]

d(πb(g
tu), πb(g

tv)) > ǫ

Here, d denotes the hyperbolic metric of Hn/Γ, {gt : t ∈ R} the geodesic flow and
πb the map defined as πb(v) = p on each tangent space T 1

p (Hn/Γ).
For n = 3 and Γ a geometrically finite group, Sullivan has shown that the entropy
hS is equal to the Poincare exponent δ(Γ) of the group Γ. We asked whether the
two values agree for other clases of Kleinian groups than the one considered by
Sullivan. This question can be also seen in the context of the results of Handel
and Kitchens [HandelKitchens1995], and Otal and Peigne [OtalPeigne2004] who
have shown that for any non-elementary Kleinian group Γ:

δ(Γ) = htop = sup
µ
hµ = inf

d̃
hd̃
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Here, hd̃ denotes the Bowen-Dinaburg entropy for non-compact sets and the infi-
mum is taken over all metrics on ((L(Γ) × L(Γ) − diag) × R)/Γ which induce the
standard topology, hµ denotes the measure theoretic entropy and the supremum
is taken over all finite invariant measures on ((L(Γ) × L(Γ) − diag) × R)/Γ. Otal

and Peigne have asked if the infimum can me attained for some metric d̃. One can
show that in fact:

hS = hd̂

where d̂ is the metric given by:

d̂(u, v) := sup
t∈[0,1]

d(πb(g
tu), πb(g

tv))

which is one of the standard metrics on T 1(Hn/Γ). Thus the equality of hS and
the Poincare exponent δ(Γ) would give a positive answer to the question posed
by Otal and Peigne. However, we have shown that this is not the case in general.
For a large class of groups, containing many geometrically infinite groups, we can
show that:

hS(Γ) = hc(Γ)

where hc denotes the convex core entropy, which in general might not be equal to
δ(Γ). Convex core entropy has been defined by Falk and Matsuzaki in
[FalkMatsuzakiP] as:

hc(Γ) := lim sup
R→∞

log(B(z,R) ∩Hρ(L(Γ)))

R

where Hρ(L(Γ)) denotes the ρ-neighborhood of the convex hull of the limit set
L(Γ) and z a point in Hn; the definition is independent of the choice of the point
z. By a theorem of Bishop and Jones [BishopJones1995] [Stratmann2004] one has
that the Pincare exponent of Γ is equal to the Hausdorff dimension of the radial
limit set Lr(Γ), that is:

δ(Γ) = dimH(Lr(Γ))

while Falk and Matsuzaki show in [FalkMatsuzakiP] that the convex-core entropy
is equal to the upper box-counting dimension of the entire limit set L(Γ), that is:

hc(Γ) = dimB(L(Γ))

Thus if the equality hS(Γ) = hc(Γ) is satisfied the existance of the so called
dimension gap dimH(Lr(Γ)) < dimH(L(Γ)) provides cases where the infimum
is not attained by hd̂, while for groups for which dimH(Lr(Γ)) = dimB(L(Γ))
the infimum is attained. The class for which we can show that the equality
hS(Γ) = hc(Γ) contains both groups with dimension gap and groups satisfying
dimH(Lr(Γ)) = dimB(L(Γ)). This class consists of those groups Γ for which the
injectivity radius of H./Γ is bounded and it is possible to conjugate the group Γ
using isometries to a group Γ∗ in such a way that dimB(L(Γ∗) = dimB(L(Γ∗)
and the limit set L(Γ∗) is a compact subset of the boundary of Hn in the upper
half-space model. Interesting examples in this class with dimension gap can be
obtained using a theorem of Brooks-Stadelbauer [Brooks1985] [Stadlbauer2013],
namely normal subgroups N of convex co-compact groups G with G/N a free
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group of order at least two, which can be particularly easily done with G a classical
Schottky group. On the other hand any geometrically finite group Γ in our class,
or f initely generated if we restrict to n = 3, satisfies dimH(Lr(Γ)) = dimB(L(Γ)).
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Coupled skinny baker’s maps and the Kaplan-Yorke conjecture

Maik Gröger

(joint work with Brian R. Hunt)

In its present and most commonly stated form the Kaplan-Yorke conjecture claims
that for ”typical” dynamical systems with a physical measure, the information di-
mension and the Lyapunov dimension coincide, see [6], [3] and [4]. The conjecture
is broad in the sense that it does not specify a precise class of systems to which
it should apply, and it does not specify exactly what ”typical” means. In the
following we present the definitions that are necessary to specify the conjecture in
our setting and to state the main result.

We let B(M) denote the Borel σ-algebra of a subset M ⊆ Rd, λd the d-

dimensional Lebesgue measure on Rd, M̊ will denote the interior of M and M
the closure of M . Furthermore, || · ||∞ will denote the supremum norm.

Definition 1. Let F : M ⊆ Rd →M be a map with M locally compact. Assume
there exist finitely many pairwise disjoint connected subsets Ui ∈ B(M) such that
M =

⋃
i Ui and the map F |Ui

is continuous for each Ui (with respect to the

relative topology). Further, we assume that F |Ůi
is C1, maxi || (F |Ůi

)′ ||∞< ∞
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and λd(M0) = 0 where

M0 :=
⋃

n∈N0

F−n

(
M\

⋃

i

Ůi

)
.

Given the above, we call F a piecewise C1 dynamical system.

We have that M0 ∈ B(Rd) and we require λd(M0) = 0 to insure that orbits
are not mapped into an open subset where the derivative is not defined. Such
an open subset could be considered as a hole and therefore could cause positive
escape rates which in turn would involve a different definition of the Lyapunov
dimension. In the following the basic notions of invariance and ergodicity of a
measure are required (for further details see [8]).

Definition 2. Let F : M ⊆ Rd → M be a piecewise C1 dynamical system and
let µ be an F -invariant Borel probability measure on M . We call µ a physical
measure if there exists a set V ⊆ M of positive Lebesgue measure such that for
every bounded continuous function ϕ : M → R,

lim
N→∞

1

N

N−1∑

n=0

ϕ(Fn(x)) =

∫
ϕdµ,

for every x ∈ V .

For the definition of Lyapunov exponents of an invariant measure, see for ex-
ample [2]. Note that by the assumptions in the next definition the existence of
Lyapunov exponents is ensured by Oseledets theorem.

Definition 3 ([1]). Let F : M ⊆ Rd → M be a piecewise C1 dynamical system.
Assume that F has an ergodic invariant measure µ with µ(M0) = 0. Let χ1(µ) ≥
χ2(µ) ≥ · · · ≥ χd(µ) be the Lyapunov exponents and set j := max{i : χ1(µ) +
· · · + χi(µ) ≥ 0}, (respectively, 0 if χ1(µ) < 0). We define the Lyapunov or
Kaplan-Yorke dimension as

DL(µ) :=





0 if j = 0

j +
χ1(µ)+···+χj(µ)

|χj+1(µ)|
if 1 ≤ j < d

d if j = d

.

Definition 4. The lower and upper information dimension of a Borel probability
measure µ are defined as

D1(µ) := lim inf
ε→0

∫
logµ(B(x, ε))dµ(x)

log ε

and D1(µ) := lim sup
ε→0

∫
logµ(B(x, ε))dµ(x)

log ε
.

If D1(µ) = D1(µ), then we call their common value D1(µ) the information dimen-
sion of µ.
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Conjecture 1 (Kaplan-Yorke conjecture). Given a locally compact subset M ⊆
Rd. For “typical” piecewise C1 dynamical systems F : M → M with an ergodic
invariant physical measure µ, we have that

D1(µ) = DL(µ).

In the following, we call this conjectured equation the Kaplan-Yorke equality.

A simple class of systems where the Kaplan-Yorke equality typically does not
hold consists of systems that can be decomposed into two or more uncoupled
subsystems, as can been seen in the following. From here on, we assume 0 <
α, β < 1

2 and set M := [0, 1) × R.

Definition 5. The (2-dimensional) skinny baker’s map is defined as

Bα : M ⊂ R2 → M : (x, y) 7→





(2x, αy) if 0 ≤ x < 1
2

(2x− 1, αy + 1 − α) if 1
2 ≤ x < 1

.

The uncoupled skinny baker’s map is defined as

B : M2 ⊂ R4 →M2 : (x, y, z, w) 7→ (Bα(x, y), Bβ(z, w)),

where M2 = M ×M .

The uncoupled skinny baker’s map is a piecewise C1 dynamical system and
has a unique physical measure, which we denote by µ. Direct calculations show
that D1(µ) < DL(µ) for α 6= β and D1(µ) = DL(µ) for α = β. That is the

Kaplan-Yorke equality fails for Lebesgue a.e. (α, β) ∈
(
0, 12
)2

. The question which
naturally arises is whether one can find a larger class of dynamical systems that
contains the uncoupled skinny baker’s map but for which the Kaplan-Yorke equal-
ity is typically valid. Due to the independent behavior of the subsystems, coupling
seems to be the natural way to find this larger class of dynamical systems. In order
to do this, we will need a space of coupling functions. Consider an open subset
U ⊆ Rd and denote by C1

b (U) the space of all C1 maps g : U → R where g and g′ are
bounded. Note that C1

b (U) equipped with the norm ||g||1,∞ := max{||g||∞, ||g′||∞}

is a Banach space. Also note that M̊ is convex and therefore g ∈ C1
b (M̊) is Lips-

chitz continuous. Hence, g has a unique continuous extension on M and therefore
g(0, y) with y ∈ R is well-defined (with the convention of using the same symbol
for the extension). Accordingly, we will just write g ∈ C1

b (M) from here on.

Definition 6. For g ∈ C1
b (M), we define the coupled skinny baker’s map as

Bg : M2 ⊂ R4 →M2 : (x, y, z, w) 7→ (Bα(x, y), Bβ(z, w) + (0, g(x, y))).

The coupled skinny baker’s map is a piecewise C1 dynamical system and has
a unique physical measure µg. Here we only consider uni-directional coupling
because of technical reasons. However, the uni-directional case will allow us to
make a conjecture on bi-directional coupling, as we will see at the end of this
exposition.
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As already mentioned, the word “typical” is not precisely defined in the conjec-
ture. Thereby, one problem is that in infinite dimensional vector spaces there is
no natural notion of typical phenomena, in the sense of “Lebesgue almost every-
where”, respectively, “Lebesgue measure zero”. One way to define it is to use the
topological notion based on the category theorem of Baire. Prevalence is another
concept to provide an analog of what typical could mean in the context of infinite
dimensional vector spaces. In our case this infinite dimensional vector space is the
space of all coupling functions C1

b (M). We refer to [7] and [5] for more general
definitions and examples regarding the notion of prevalence.

Definition 7. Let V be a completely metrizable topological vector space. A Borel
measure ν is said to be transverse to a Borel set E′ ⊂ V if there exists a compact
subset S ⊂ V with 0 < ν(S) < ∞ and ν(E′ + v) = 0 for all v ∈ V . A subset
E ⊂ V will be called shy if there exist a Borel set E′ ⊂ V with E ⊆ E′ and a
measure ν that is transverse to E′ ⊂ V . The complement of a shy set is called a
prevalent set.

Theorem 1. If g ∈ C1
b (M), then for

(i) α > β: D1(µg) < DL(µg) for all g,
(ii) α = β: D1(µg) = DL(µg) for all g,

(iii) α < β: D1(µg) = DL(µg) for a prevalent set of g’s.

Observe that the treated problem is symmetric, in that we could also consider
the following map

B∗
g : M2 ⊂ R4 →M2 : (x, y, z, w) 7→ (Bα(x, y) + (0, g(z, w)), Bβ(z, w))

and we would obtain the analogous result to the last theorem. As a consequence,
we conjecture that in the case of bi-directional coupling, the Kaplan-Yorke equality
holds for a prevalent set of coupling functions.

Further information as well as the proofs of the stated results can be found in
[9].
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