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Abstract. Frames are collections of vectors in a Hilbert space which have re-
construction properties similar to orthonormal bases and applications in areas
such as signal and image processing, quantum information theory, quantiza-
tion, compressed sensing, and phase retrieval. Further desirable properties
of frames for robustness in these applications coincide with structures that
have appeared independently in other areas of mathematics, such as special
matroids, Gel’Fand-Zetlin polytopes, and combinatorial designs. Within the
past few years, the desire to understand these structures has led to many
new fruitful interactions between frame theory and fields in pure mathemat-
ics, such as algebraic and symplectic geometry, discrete geometry, algebraic
combinatorics, combinatorial design theory, and algebraic number theory.
These connections have led to the solutions of several open problems and are
ripe for further exploration. The central goal of our mini-workshop was to

attack open problems that were amenable to an interdisciplinary approach
combining certain subfields of frame theory, geometry, and combinatorics.
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Introduction by the Organisers

The mini-workshop Algebraic, Geometric, and Combinatorial Methods in Frame
Theory, organised by Emily King (Bremen), Christopher Manon (Lexington),
Dustin G. Mixon (Columbus), and Cynthia Vinzant (Raleigh) was attended by
17 researchers from Europe, North America, Asia, and Oceania. The mathe-
matical background of the participants was equally broad, with experts in frame
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theory, harmonic analysis, discrete math, combinatorics, algebraic geometry, and
symplectic geometry.

The main focus of the mini-workshop was to bring together this diverse group of
researchers to make progress on a collection of open problems in harmonic analy-
sis, quantum information theory, and non-linear inverse problems using tools from
frame theory, (real algebraic, symplectic, and discrete) geometry, combinatorics,
and algebraic number theory. We also explored other connections between frames,
geometry, and combinatorics, like frame theoretic configuration spaces, combinato-
rial designs from frames, and tensor decomposition techniques. The approach was
at its very essence interdisciplinary and is driven by numerous recent discoveries
and conjectures.

As a consequence the mini-workshop was organized in a somewhat non-traditio-
nal manner. In the first two days, 4 plenary and two mini-plenary talks were given.
The goal of these talks was to introduce the group to problems and techniques in
various areas related to frame theory. In addition, each participant, including
plenary speakers, was asked to give a 5 minute talk on a topic of their choosing
broadly connected to frame theory.

At the end of the second day the group met to brainstorm on open problems.
The outcome of this session was that the participants divided into into 4 working
groups each focusing on a different problem in the area. For the remainder of
the week, working group members worked on their problems and the entire mini-
workshop met daily to report and provide feedback.

The meeting began on Monday with a talk by Emily King (Bremen) who in-
troduced the basics of finite frame theory and some of the connections to real
algebraic geometry, algebraic combinatorics, discrete geometry, combinatorial de-
sign theory, tensor geometry, symplectic geometry, algebraic number theory. She
was followed by Dustin Mixon (Columbus) who presented a tour of open problems
in frame theory. Cynthia Vinzant (Raleigh) gave an introduction to real algebraic
geometry and its connections to frame theory. Alex Fink (London) then gave an
introduction to matroid theory. The first day concluded with a talk by Martin
Ehlers (Wien) on t-designs and cubatures.

The second day began with a talk by Clayton Shonkwiler (Ft. Collins) who
spoke on joint work with Tom Needham on the use of symplectic geometry to
study the space of finite unit norm tight frames (FUNTFs). Recent developments
in the field have also suggested that tools from symplectic geometry will prove to be
quite powerful, and the inclusion of such methods will be one of the key innovations
of the mini-workshop. The final talk was by Markus Grassl (Erlangen) who spoke
on his joint work with Andrew Scott using numerical techniques to give examples
of maximal equiangular tight frames (ETFs).

During the second afternoon the workshop met for a brainstorming session
where open problems were suggested. At the conclusion of the afternoon session
the participants agreed to break up into four subgroups each working on a particu-
lar problem. The subgroup consisting of Martin Ehler, Milena Hering, Christopher
Manon, Tom Needham and Clayton Shonkwiler worked on symplectic approaches
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to the Paulsen problem. The subgroup of Bernhard G. Bodmann, Sabine Burgdorf,
Dan Edidin, and Markus Grassl worked on the problem of constructing structured
small frames for phase retrieval. The group of Alex Fink, Emily King, Cynthia
Vinzant and Shayne Waldron studied the question of when an (equiangular) tight
frame can be non-trivially decomposed into a disjoint union of (equiangular) tight
frames for their spans. The subgroup of Gary Greaves, Joseph W. Iverson, John
Jasper, and Dustin G. Mixon considered the problem of constructing frames over
finite fields of order p2k which “look” like ETFs over the complex numbers. The
motivation for passing to finite fields is to facilitate the study of the tough problems
surrounding complex ETFs, such as the Fickus conjecture and Zauner’s conjecture.

A write-up of each group’s findings to date is included with this report.

Acknowledgement: The MFO and the workshop organizers would like to thank the
National Science Foundation for supporting the participation of junior researchers
in the workshop by the grant DMS-1641185, “US Junior Oberwolfach Fellows”.
Moreover, the MFO and the workshop organizers would like to thank the Simons
Foundation for supporting Shayne Waldron in the “Simons Visiting Professors”
program at the MFO.
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Abstracts

Algebraic, Geometric, and Combinatorial Methods in Frame Theory

Emily J. King

Frames are generalizations of orthonormal bases which yield similar decomposi-
tions of data. Such systems are the foundation of applied harmonic analysis and
are also closely related to quantum measurements and linear codes. When one
wants an optimally robust representation of data, one often looks for frames that
have some sort of spread, be it geometric (as non-parallel as possible) or algebraic
(no nontrivial linear dependencies). Over the last few years, it has been discovered
that the relationship between these two types of spread is more complicated than
had previously been believed. Furthermore, methods from algebra, geometry, and
combinatorics have recently proven themselves to be very useful in the study of
frames.

For example, algebraic graph theory and combinatorial design theory have led to
new characterizations and novel constructions of optimal line (or, more generally,
subspace) configurations which are also frames. Also, almost all desirable frame
properties are the solution systems of real polynomials, thus such classes of frames
form real algebraic varieties, and certain known results in frame theory have also
been found to be equivalent to concepts in matroid theory and arrangements of
hyperplanes.

In this talk, the basics of finite frame theory will be introduced and the some of
the connections to real algebraic geometry, algebraic combinatorics, discrete geom-
etry, combinatorial design theory, tensor geometry, symplectic geometry, algebraic
number theory, and more will be presented.

A tour through open problems in frame theory

Dustin Mixon

In linear algebra, we learn that orthonormal bases provide a convenient represen-
tation of members of a finite-dimensional Hilbert space. In particular, coefficients
in such a basis can be obtained by easy-to-compute inner products. However, in
many applications, an orthonormal basis fails to deliver the redundancy neces-
sary to accomplish the desired signal processing task. For example, to perform
time-frequency analysis on a police siren (say) over Cd, we want an ensemble of
d2 time- and frequency-shifted bump functions to compute the short-time Fourier
transform. Such an ensemble is too large to form a basis, let alone an orthonormal
basis. This motivates a generalization of basis known as a frame.

In finite dimensions, a frame is simply a spanning set, but there are several
application-motivated specifications for frames that make frame theory useful. The
first oft-sought property of a frame is that the frame elements have equal norm.
This provides a notion of democracy between the measurements that allows for
robustness to a single erasure [35]. Another important property is tightness: We
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say {ϕi}ni=1 in Cd is a tight frame if the frame operator
∑n

i=1 ϕiϕ
∗
i is a multiple

of the identity operator. Intuitively, this means that the vectors are in isotropic
position (we identify the frame operator with a covariance matrix). Practically,
this is useful since it enables painless reconstruction [16]:

n
∑

i=1

〈x, ϕi〉ϕi =

n
∑

i=1

ϕiϕ
∗
i x = const ·x ∀x ∈ Cd.

We are also interested in frames of small coherence, defined as

max
i,j∈{1,...,n}

i6=j

|〈ϕi, ϕj〉|.

Intuitively, frames of small coherence capture measurements that are particularly
pairwise dissimilar. Another measure of dissimilarity is spark, defined as

min
Φx=0
x 6=0

card(supp(x)).

In words, spark is the size of the smallest linearly dependent subcollection of frame
elements. Finally, symmetry is a useful feature in various applications. Here, we
want a large group of unitary matrices U for which there exists a permutation σ
and scalars ci such that Uϕi = ciϕσ(i).

Much of the literature in frame theory follows one of two lines of inquiry. First,
one might study the tension between various desired properties, such as equal
norm, tightness, low coherence, large spark, and symmetry. Alternatively, one
might study certain application-specific properties of frames that enable a particu-
lar instance of signal processing. In this talk, we discuss three prominent examples
of these lines of inquiry. First, we consider the tension between equal norm and
tightness. Next, we review what is known about minimizing coherence. Finally,
we discuss various instances of nonlinear signal processing. Throughout this talk,
we identify various open problems, emphasizing the problems that appear to be
within reach.

The tension between equal norm and tightness can be relaxed to a tension
between norms of frame elements and the spectrum of the frame operator. If we

pass to partial frame operators
∑k

i=1 ϕiϕ
∗
i for k ∈ {1, . . . , n}, then the spectra of

these operators necessarily interlace, and the traces of these operators increase by
the squared norm of the added frame element. Such sequences of spectra are known
as eigensteps. Eigensteps have been used to construct every possible frame with
a given spectrum and sequence of lengths [7], they have led to a constructive proof
of the Schur–Horn theorem [28], they were used to solve the frame completion
problem [25], and they also played a crucial role in the proof that finite unit
norm tight frames are connected [8]. Recently, [47] provided an alternative proof
of connectivity in the complex case using symplectic geometry, suggesting that
symplectic geometry might provide a rich framework to further study the tension
between equal norm and tightness. What follows is the main open problem along
these lines:
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Problem 1 (The Paulsen Problem). If Φ is nearly tight with frame elements that
are nearly unit norm, then how close is the nearest unit norm tight frame?

To date, there have been numerous attempts to estimate this worst-case dis-
tance [4, 9, 42, 34], but the best known upper and lower bounds do not match
(see [34]).

Minimizing coherence can be thought of as the problem of packing n points in
projective space so that the minimum distance is maximized. For example, RP1

is isometrically isomorphic to S1, and so the optimal packing amounts to equally
spaced points by the pigeonhole principle. Similarly, CP1 is isometrically isomor-
phic to S2, and so in this case, the problem reduces to the Tammes problem,
which is famously difficult; the solution is currently only known for n ≤ 14 and
n = 24 [46]. In general, a solution amounts to a lower bound on coherence along
with a construction that achieves equality in that bound. To date, lower bounds
have been obtained by isometric embedding [13], the polynomial method [43, 33],
estimating isotropic moments [6], a generalized Lasserre hierarchy [11, 17], and
Tarski–Seidenberg projection [22]. Overall, the complex case seems to be harder
than the real case. For example, the following is open, whereas the corresponding
problem in the real case was solved in 1965 by Fejes Tóth [19]:

Conjecture 2 (see [38]). The optimal coherence for n = 5 unit vectors in C3 is

µ =
√
13−1
6 , achieved (for example) by any frame Φ with Gram matrix

Φ∗Φ = I + µ ·





0 1 1 1 1
1 0 1 ω ω2

1 1 0 ω2 ω
1 ω2 ω 0 0
1 ω ω2 0 0



 , ω = e2πi/3.

There are two approaches to finding optimal packings. First, one can prove a
general lower bound, characterize when a packing achieves equality in that lower
bound, and then hunt for packings that satisfy the characterizing properties. Al-
ternatively, one can compute a putatively optimal construction, and then compute
a matching lower bound. The first approach leads to infinite families of construc-
tions (i.e., constructions for various choices of d and n), but leads multiple gaps
in (d, n), whereas the second approach fills these gaps for one choice of (d, n) at a
time. Interestingly, most infinite families are either equiangular tight frames
(ETFs), which achieve equality in the so-called Welch bound [53, 49, 26], or use
ETFs as building blocks to achieve equality in other lower bounds [5, 6].

To be explicit, the Welch bound says that if n ≥ d, then the coherence µ(Φ) of
any packing Φ of n unit vectors in Cd satisfies

µ(Φ) ≥
√

n− d

d(n− 1)
.

Equality in the Welch bound occurs precisely when Φ = [ϕ1 · · ·ϕn] has the property
that there exists a, b ≥ 0 such that ΦΦ∗ = aI and |〈ϕi, ϕj〉| = b whenever i 6=
j (i.e., Φ is an ETF). Real ETFs can be thought of as combinatorial objects:
they are in one-to-one correspondence with a certain subclass of strongly regular
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graphs [52], and (d, n) must satisfy certain (strong) integrality conditions in order
for real ETFs to exist. By contrast, the complex case does not appear to reduce
to the well-studied field of combinatorial design. Existing constructions have been
obtained by leveraging symmetry [54, 55, 37], generalizing small examples [29, 23,
27], “complexifying” real examples [14, 24, 36], or “combinatorifying” algebraic
examples [39, 20]. In pursuit of integrality conditions for the complex case, Matt
Fickus posed the following:

Conjecture 3 (The Fickus Conjecture). Consider d, n−d and n−1. There exists
an n-vector ETF in Cd only if one of these quantities divides the product of the
other two.

Fickus will award US$200 for a proof of his conjecture, and US$100 for a dis-
proof [45]. The conjecture holds for (d, n) = (3, 8) by Gröbner basis calcula-
tion [50].

ETFs that arise from symmetry enjoy a nice characterization in terms of the
Gram matrix. In particular, if G acts on Cd by some representation, and ϕ ∈ Cd

has stabilizer H , then the Gram matrix of G · ϕ lies in the Hecke algebra of
(G,H) [10]. As such, a symmetric ETF can be discovered by restricting one’s
search to the idempotents of this Hecke algebra. This substantially reduces the
search space when the Hecke algebra is commutative, since then there are only
finitely many idempotents to consider. Furthermore, if G acts doubly transitively
on the frame, then the Gram matrix is necessarily a scalar multiple of a primitive
idempotent, reducing the search even further [37]. Sadly, the most important open
problem in this line of inquiry exhibits a non-commutative Hecke algebra:

Conjecture 4 (Zauner’s Conjecture, weak form). There exists an ETF of d2

vectors in Cd for every d > 1.

Such ETFs are known as symmetric, informationally complete posi-
tive operator–valued measures (SICs). After Zauner stated his conjecture
in 1999 [55], there has been a flurry of research to find SICs, due in part to
their consequences in quantum information theory [32]. To date, there are only
finitely many dimensions d for which a SIC is known to exist [30], but numer-
ical evidence suggests that they exist for every d ≤ 151 [31]. All known SICs
exhibit Heisenberg–Weyl symmetry, i.e., the SIC takes the form G · ϕ, where G
is a Heisenberg–Weyl group. The first exact SIC constructions were obtained by
Gröbner basis calculation, all of which have the property that the entries of ϕϕ∗ lie
in an abelian extension of Q(

√

(d− 3)(d+ 1)) [2]. This feature has since been ex-
ploited to promote numerical solutions to exact solutions by “rounding” [1]. While
the coordinates of the resulting SICs are expressible by radicals, this expression is
inefficient (e.g., the expression for one of the SICs in dimension 48 occupies nearly
one thousand pages [1]). This leads one to wonder about the “correct” expression
for these coordinates, which lies in the purview of Hilbert’s 12th problem. With
this perspective, Kopp recently produced an infinite family of SICs, conditioned
on a strengthened version of the Stark conjectures:
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Conjecture 5 (Kopp [41]). For every odd prime d ≡ 2 mod 3, there exists an
explicit ϕ ∈ Cd in terms of Stark units such that the Heisenberg–Weyl orbit of ϕ
forms a SIC.

It is conceivable that any explicit solution to Zauner’s conjecture will necessarily
factor through the Stark conjectures. Alternatively, one might hunt for an implicit
existence proof, perhaps by leveraging an appropriate fixed point theorem.

While minimizing coherence provides a geometric approach to spreading out
frame vectors, maximizing spark provides a corresponding algebraic approach.
Paradoxically, frames of minimal coherence frequently fail to exhibit maximal
spark. This compelled Emily King to pose the following problem [40]:

Problem 6 (King’s Problem). Characterize the spark of frames with minimum
coherence.

Today, we know several things along these lines: in many cases, Zauner’s SIC
is not full spark [15]; real ETFs are full spark only if n = 2d [21]; and spark(Φ) ≥
1/µ(Φ) + 1, with equality if and only if Φ contains an embedded simplex [18, 21].
Empirically, optimal packings in the real case are usually not full spark [48], but
there is currently no theory to explain this phenomenon.

For nonlinear signal processing, we consider three instances in which algebraic
geometry provides tools to identify thresholds in sampling theory. For the first
instance, we consider the problem of phase retrieval, in which measurements
take the form |Φ∗x|2, where | · |2 is taken entrywise. Notice that x cannot be
distinguished from any other member of the equivalence class [x] := {cx : |c| = 1}.
How many measurements does it take to determine every signal up to a global
phase factor? It was conjectured in [3] that (a) if n < 4d− 4, then [x] 7→ |Φ∗x|2 is
not injective, and (b) if n ≥ 4d − 4, then [x] 7→ |Φ∗x|2 is injective for generic Φ.
Later, it was proved in [12] that (a) holds when d− 1 is a power of 2 and (b) holds
for all d. Finally, Cynthia Vinzant established in [51] that (a) fails for d = 4, and
provided a quantitative version of the conjectured 4d− 4 sampling threshold:

Conjecture 7 (Vinzant’s Conjecture). Draw range(Φ∗) uniformly from
Gr(C4d−5, d), and let pd denote the probability that [x] 7→ |Φ∗x|2 is injective.
Then

(a) pd < 1 for every d, and
(b) lim

d→∞
pd = 0.

Vinzant will award Coca-Cola for a proof of (a) and US$100 for a proof of
(b) [45]. Next, we consider the following general problem, which enjoys a multitude
of instances such as phase retrieval and blind deconvolution:

Problem 8 (Action Retrieval). Given a representation ρ : G → GL(Fd), char-
acterize the subspaces S ⊆ Fd such that {ρ(g)z : g ∈ G} uniquely determines
(almost) every z ∈ S modulo trivial scalar ambiguities.

For example, if G = Tn and ρ maps G to all diagonal matrices with phases on
the diagonal, then the orbit G·z is informationally equivalent to |z|2, and so action
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retrieval in this case reduces to the phase retrieval problem with S = range(Φ∗).
Finally, we consider the problem of self-calibration. Here, the idea is that in the
real world, sensor parameters aren’t perfectly known, and so these parameters
must somehow be determined from sensor measurements. For example, suppose Φ
is a known d×n matrix (each column corresponding to a sensor), X is an unknown
d×m matrix (each column corresponding to a test signal), and D is an unknown
n×n diagonal matrix (each diagonal entry corresponding to an uncalibrated signal
multiplier). Thomas Strohmer posed the following problem: When does DΦ∗X
uniquely determine D and/or X up to a global scalar factor? Along these lines,
the following provides a conjectured sampling threshold:

Conjecture 9 (Li, Lee, Bresler [44]). If n > d and m > n−1
n−d , then for almost

every Φ, it holds that almost every (D,X) is uniquely determined from DΦ∗X
modulo scaling.
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Real algebraic geometry

Cynthia Vinzant

I will give an introduction to the basics of algebraic geometry, with a special
focus on polynomials and algebraic sets defined over the real numbers, and discuss
computational tools to test small cases.

An algebraic variety over a field k is the set of solutions in kn to finitely poly-
nomial equations fj = 0 where fj ∈ k[x1, . . . , xn]. This defines a topology, called
the Zariski topology, on kn whose closed are sets are the algebraic varieties. We
say that a generic point with some property if there is a non-empty Zariski open
set of points with this property. An important example for frame theory is the
variety Mr,n of n×n matrices of rank ≤ r, which is defined by the (r+1)× (r+1)
minors.

Example. Consider the set S = {vvT : v ∈ R2} of 2 × 2 positive semidefinite
matrices of rank ≤ 1. The Zariski-closure of S in R2×2

sym is the variety of all matrices
of rank ≤ 1 defined by the the determinant. The complement is a non-empty
Zariski-open set. We can then say that a generic 2 × 2 matrix has rank two.

A variety is irreducible if it cannot be written as a union of two proper subva-
rieties. The dimension of an irreducible variety V ⊂ kn can be defined by any of
the following equivalent conditions:

• the dimension of the tangent space TpV of V at a generic point p ∈ V ,
• the largest d such that the projection of V onto some d coordinates in

Zariski-dense in kd, and
• the largest d such that a generic (n−d)-dimensional affine space intersects
V
(assuming that k is algebraically closed, e.g. k = C).

When k is algebraically closed, the intersection of V with a generic (n − d)-
dimensional affine space is finite. The number of intersection points is the degree
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of V . For example, the dimension of M1,n equals 2n− 1. Indeed, the projection
of rank-one matrices onto the 2n− 1 entries in the first row and column is Zariski-
dense and almost an choice of entries can be completed back to a matrix in M1,n.
Similarly, projecting onto the first two rows and columns shows that M2,n has
dimension 4n− 4.

Computation and certification form other important tools from algebraic ge-
ometry. Given a variety V ⊂ kn defined by polynomials f1, . . . , fs ∈ k[x1, . . . , xn],
any polynomial of the form h1f1 + . . . + hsfs where hi also vanishes on V . One
can use this to certify that V is empty. In fact, Hilbert’s Nullstellensatz states
that, over C, the variety defined by f1, . . . , fs if and only if there exist multipliers
hj so that 1 = h1f1 + . . .+ hsfs. Moreover, there are symbolic algorithms based
on Gröbner bases to test this condition.

Over R, it more useful to consider polynomials that are nonnegative on V .
Sums of squares of are always globally nonnegative. Therefore any polynomial of
the form

∑r
i=1 g

2
i +

∑s
j=1 hjfj will be nonnegative on V . The Positivstellensatz

states that the real variety is empty if and only if −1 has this form.
Sums of squares representations can also be computed using semidefinite pro-

gramming. For example, if f ∈ R[x1, . . . , xn] is a polynomial of degree ≤ 2d, then
f is a sum of squares if and only if there exists a positive semidefinite matrixG such
that f = mTGm, where m is the vector of all monomials in x1, . . . , xn of degree
≤ d. Indeed, if G is positive semidefinite, it can be written as a sum of rank-one ma-
trices

∑

i ~gi~g
T
i . This gives the sum of squares representation mTGm =

∑

i(~g
T
i m)2

to f .
Many of the important classes of frames are real algebraic varieties. It would

be very interesting to use both the theoretical and computational tools of real
algebraic geometry to better understand them.

Matroids and combinatorics

Alex Fink

A matroid is a combinatorial object of the sort necessary to keep track of all the
linear dependency data of a collection φ1, . . . , φn of vectors. For the purposes of
this extended abstract, the collection will be finite (though there is a theory of
infinite matroids).

Matroid theory is noted for the large number of ways matroids can be defined,
many of them not clearly equivalent at first glance: Gian-Carlo Rota gave this
phenomenon the name “cryptomorphism”. One definition follows.

Definition 1. A matroid M on a finite set E is a set system I ⊆ 2E , known as
the independent sets of M , such that:

(i) ∅ ∈ I;
(ii) I is closed under taking subsets;

(iii) Given A,B ∈ I with |A| < |B|, there exists b ∈ B\A such that A∪{b} ∈ I.
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The only nontrivial clause is (iii), which is an incarnation of the Steinitz ex-
change lemma, bearing in mind our guiding example:

Example 2. If φ1, . . . , φn is a list of vectors in a vector space over a field K, let
E = {φ1, . . . , φn}, and take I to be the set of linearly independent subsets. A
matroid M obtained this way is called representable over K.

Choosing coordinates for the span of the vectors φi, whose dimension we call r,
we may write them as columns of a rank r matrix Φ ∈ Kr×n. Then M depends
only on the rowspace of Φ. In this way, a matroid is associated to each point of
the Grassmannian Gr(r,Kn).

Not every matroid is representable: nonexamples include the non-Pappus and
Vámos matroids. Why has matroid theory been built this way?

A pessimist might answer “because it’s not possible to do better”. The metathe-
orem that if K is an infinite field then there exists no finite axiom system that will
describe all and only the matroids representable over K has been proven in vari-
ous incarnations, e.g. [2]. Over Q, detecting representability is as hard as solving
Diophantine equations [4]. (However, over an algebraically closed field, matroid
representability can be checked by a Gröbner basis computation.)

But I take the optimist’s view that the definition of matroids captures a level of
generality greater than that of linear algebra at which a lot of deep combinatorics
still expresses itself. To give some examples from algebraic geometry, the K-class
in [3] and the Chow ring in [1] both exist for all matroids. In the representable
case, both arise from concrete algebraic varieties that are constructed from a list
of vectors, but both go on existing even when no such variety is to be found.

We have given one of the cryptomorphic definitions of matroids above, in terms
of independent sets. Some others are cast in terms of:

• bases, maximal independent sets.
• circuits, minimal dependent sets. What frame theorists call the spark of

a frame is the size of its smallest circuit (when matroid theorists need to
refer to the same quantity, they call it girth). So a frame of n vectors in
r-space is of full spark if and only if its matroid is the uniform matroid,
whose independent sets are all sets of size ≤ r.

• the rank function, assigning to each set the size of its largest independent
subset.

• flats, sets which are maximal for their rank. These form a lattice, a par-
tially ordered set in which any two elements have a greatest lower bound
and a least upper bound. The cone over the order complex of this lat-
tice, in a particular realisation, is known as the Bergman fan, and is the
principal way matroids appear in tropical geometry.

• a polytope, which can be described as a convex hull coming from the bases
or as a solution set of a system of inequalities coming from the rank func-
tion.

Here’s a third appearance of this polytope for a representable ma-
troid. Given a point of Gr(r,Kn) represented by a matrix Φ, rescaling
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the columns of Φ doesn’t change the matroid. This rescaling describes
an action of the algebraic n-torus (K∗)n on Gr(r,Kn). The closure of the
orbit of our point is a toric variety, the image of whose moment map is
the above polytope.

There are many operations on a matroid which produce other matroids. One
which is already familiar to this audience is matroid duality, special cases of which
are Gale duality of vector configurations and Naimark complementation of frames.
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(Discrepancy) t-designs and cubatures

Martin Ehler

Given a Borel probability measure µ on Rd with compact support, a fundamental
sampling problem is to allocate a suitable n-point set {x1, . . . , xn} ⊂ supp(µ) such
that the normalized counting measure

νn :=
1

n

n
∑

j=1

δxj

approximates µ. The measure νn is then constructed by numerically minimizing
a suitable optimization problem (the discrepancy between µ and νn) among all
n-point sets {x1, . . . , xn} ⊂ supp(µ) for fixed n ∈ N.

Cubature points and t-designs are near minimizers of this minimization with
special additional properties related to polynomial approximation. A point set
{x1, . . . , xn} ⊂ Rd with weights {ω1, . . . , ωn} ⊂ R is called a weighted t-design
with respect to µ (or a cubature of strength t with respect to µ) if

∫

Rd

f(x)dµ(x) =
n
∑

j=1

ωjf(xj), f ∈ Rt[x],

where Rt[x] denotes the collection of polynomials on Rd of total degree less or
equals t. If the weights are constant, i.e.,

∫

Rd

f(x)dµ(x) =
1

n

n
∑

j=1

f(xj), f ∈ Rt[x],
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then {x1, . . . , xn} is simply called a t-design with respect to µ. We shall provide
the framework of t-designs for measures µ supported on arbitrary compact subsets
of Rd with special attention to the Grassmannian manifold.

Spherical t-designs refer to t-designs with respect to µ being the surface measure
of the unit sphere

Sd−1 = {x ∈ Rd : ‖x‖ = 1},
see [3], for instance. Existence of spherical t-designs with optimal asymptotics
n ∼ td−1 have been proved in [2]. The latter was recently extended to Riemannian
measures supported on affine algebraic manifolds in [6]. The Grassmannian

Gk,d := {x ∈ Rd×d : x⊤ = x, x2 = x, rank(x) = k},
is an explicit example of an affine algebraic manifold and, in the present context,

considered as a subset in Rd2

. Grassmannian t-designs, i.e., t-designs with respect
to the unique orthogonally invariant probability measure on Gk,d (the orthogonal
group acts transitively on Gk,d by conjugation) are discussed in [1]. Function
approximation using Grassmannian t-designs is investigated in [4]. The concept
of t-designs with respect to orthogonally invariant measures supported on unions
of Grassmannians are introduced in [5].
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Sympletic Geometry and Frame Theory

Clayton Shonkwiler

(joint work with Tom Needham)

Speaking loosely, a frame in a Hilbert space H is an overcomplete basis for H. The
overcompleteness of a frame allows for greater flexibility and greater robustness to
data loss, both of which are of substantial importance in a variety of applications [7,
8, 4].
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More precisely, a frame in Cd is a collection F = {fj}Nj=1 of vectors fj ∈ Cd

satisfying

a‖v‖2 ≤
N
∑

j=1

| 〈v, fj〉 |2 ≤ b‖v‖2 ∀ v ∈ Cd

for some numbers 0 < a ≤ b called frame bounds. When a = b the frame is
tight, and when all the frame vectors have unit norm the frame is a unit norm
frame. (Finite) unit norm tight frames (FUNTFs) are particularly interesting,
providing optimal reconstructions in the context of measurements of equal power
with additive white Gaussian noise [6]. Thinking of F as a d × n matrix with
ith column fi, the tight frame condition is equivalent to the frame operator FF ∗

being a multiple of the d × d identity matrix Id, and the unit norm condition is
equivalent to F ∗F having 1’s on the diagonal. Since TrFF ∗ = TrF ∗F , it follows
that the FUNTFs are precisely those frames for which

(1) FF ∗ =
N

d
Id and

(

‖f1‖2, . . . , ‖fN‖2
)

= (1, . . . , 1).

A natural and surprisingly challenging question to ask is whether the space of
FUNTFs with fixed d and N is connected; that the answer is “yes” is called the
frame homotopy conjecture, posed by Larson in a 2002 REU and first appearing
in the literature in Dykema and Strawn’s 2006 paper [5]. This was recently proved
by Cahill, Mixon, and Strawn [2].

Both of the conditions in (1) turn out to be natural to describe in the lan-
guage of symplectic geometry, leading to a simple alternative proof of the frame
homotopy conjecture. Briefly, a symplectic manifold is a pair (M,ω) where M is
a smooth, even-dimensional manifold and ω ∈ Ω2(M) is a closed, non-degenerate
2-form on M ; see [3] for a nice introduction to symplectic geometry. For exam-
ple, (R2n,

∑

dxi ∧ dyi) is the standard example of a symplectic manifold; since
Cd×N ≃ R2dN , the space of d×N complex matrices is also symplectic.

The action of a Lie group G on a symplectic manifold M is called Hamiltonian
if there exists a moment map µ : M → g∗ such that

(2) ωp(XV , X) = Dpµ(X)(V )

for all p ∈ M , V ∈ g, and X ∈ TpM , where XV = d
dt

∣

∣

t=0
exp(tV ) · p is the

vector field on M induced by the infinitesimal transformation V ∈ g. By work of
Marsden–Weinstein [9] and Meyer [10], the symplectic reduction

M //O(ξ) G := µ−1(O(ξ))/G

is naturally a symplectic manifold, where ξ ∈ g∗ and O(ξ) is its coadjoint orbit.
There is a natural action of U(d)×U(1)N on the space Cd×N of d×N complex

matrices, where U(d) acts by multiplication on the left and U(1)N acts by mul-
tiplication on the right by a diagonal unitary matrix. In fact the scalar matrices
in U(d) and U(1)N have the same effect, so there is some redundancy in this ac-
tion. Taking the quotient of U(1)N by the subgroup of scalar matrices produces
an effective action of U(d) × U(1)N−1. Since u(d)∗ ≃ H(d), the d × d Hermitian
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matrices, and
(

u(1)N−1
)∗

= (u(1)∗)
N−1 ≃ RN−1, the corresponding moment map

is a map from Cd×N to H(d) × RN−1 which turns out to be given by

µ : F 7→
(

FF ∗,

(

−1

2
‖f1‖2, . . . ,−

1

2
‖fN−1‖2

))

.

Therefore, the FUNTFs are simply the level set µ−1
(

N
d Id,

(

− 1
2 , . . . ,− 1

2

))

and,
while this space is not itself symplectic, its quotient

Qd,N := µ−1

(

N

d
Id,

(

−1

2
, . . . ,−1

2

))

/(U(d) × U(1)N−1)

= Cd×N //(N
d
Id,−~1

2

) U(d) × U(1)N−1...

is symplectic. Performing the reduction in stages yields

Qd,N ≃
(

Cd×N //N
d
Id
U(d)

)

//−~1
2

U(1)N−1 ≃ Grd(Cn) //−~1
2

U(1)N−1,

where Grd(Cn) is the Grassmannian of d-dimensional linear subspaces of Cn. But
Grd(Cn) is connected, and a theorem of Atiyah [1] implies that symplectic reduc-
tions of connected manifolds by tori are connected, so Qd,N is connected. Since
Qd,N is the quotient of the space of FUNTFs by a connected group, this gives a
simple symplectic proof of the frame homotopy conjecture:

Theorem 1 ([2, 11]). The space of length-N FUNTFs in Cd is path-connected for
all N ≥ d ≥ 1.

This approach generalizes to spaces of frames with arbitrary prescribed frame
operator and arbitrary prescribed frame vector norms. Specifically, if S is a
positive-definite Hermitian d × d matrix and ~r = (r1, . . . , rN ) with ri > 0 for
all i, let

Fd,N
S (~r) = {F ∈ Cd×N |FF ∗ = S, ‖fi‖2 = ri}

be the space of frames with frame operator S and frame vector norms determined
by ~r. Then a suitable generalization of the above argument yields the following
generalized frame homotopy theorem:

Theorem 2 ([11]). For any N ≥ d ≥ 1, any S, and any admissible ~r, Fd,N
S (~r) is

path-connected.

This only scratches the surface of a potentially fruitful connection between
frame theory and symplectic geometry: the symplectic machinery should naturally
generalize to fusion frames and seems well-adapted to other frame theory questions
like the Paulsen problem, phase recovery, the existence of maximal equiangular
tight frames, and the problem of uniformly sampling random FUNTFs.
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Seeking and Finding Numerical and Exact Maximal ETFs

Markus Grassl

(joint work with Andrew J. Scott)

We reported on methods that allowed us to find both numerical and exact algebraic
solutions to the problem whether there are d2 unit vectors in Cd such that their
mutual inner product has constant norm. In the terminology of frames, those are
complex equiangular tight frames (ETF) of maximal size. The existence of such
vectors for all dimensions has been conjectured by Zauner [4] almost 20 years ago,
but we still have no proof of their existence for any infinite family of dimensions.

To date, we have numerical solutions for all d ≤ 175, as well as for some
sporadic dimensions, including d = 844, 1155, 1299, 2208. Exact algebraic solutions
have in first place been found with the help of Gröbner bases imposing additional
symmetries. Earlier results were obtained for dimensions up to d = 48, more
recently dimensions 124 and 323 have been added [3]. Conjectures concerning
the underlying number fields allowed to convert high-precision numerical solutions
into exact ones [2], and additional structures for specific dimensions [1] helped
the authors to find an exact solution for d = 120, and some of the authors of [1]
reported on solutions for d = 195.

Numerical search is based on minimizing a non-convex function of degree eight
in 2d − 1 variables. We impose additional symmetries to confine the search to a
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subspace of lower dimension. With increasing dimension, however, the minimiza-
tion will most of the time hit local minima, and hence we need several millions
of randomly chosen initial points and hundreds of days of CPU time to find the
global minimum which yields a solution. More recently, we have been using a mod-
ified function that appears to have a higher chance of convergence to the global
minimum. Additionally, we have implemented parallel algorithms that allow to
increase the numerical precision, which is needed for the aforementioned conver-
sion to exact solutions. In addition to a high-precision gradient descent, we have
a simple algorithm using alternating projections.

The analysis of numerical results lead to new conjectures concerning possible
additional symmetries, which are in turn conjectured to be linked to the Galois
group of the underlying number field. We hope that these connections will even-
tually lead to a proof of Zauner’s conjecture.
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The Paulsen Problem made Symplectic

Martin Ehler, Milena Hering, Christopher Manon, Tom Needham,

and Clayton Shonkwiler

1. Introduction

Symplectic geometry [3] provides powerful tools for studying special spaces of
complex matrices. We propose that it will be fruitful to use this perspective on
Parseval frames, complex fixed unit normal tight frames (FUNTFs), and other
spaces of frames. The notion of Hamiltonian reduction of a sympelectic manifold
by a compact Lie group is of central importance. This technology has already been
used to prove that connectivity properties hold for spaces of FUNTFs (see [12]),
and we argue below that it should have applications to the Paulsen problem.

2. Elements of Hamiltonian Actions on Vector Spaces

Let V = Cn be a complex vector space equipped with a linear left action by
a compact subgroup K ⊂ U(n) ⊂ GLn(C). Here U(n) is the group of unitary
n × n matrices. The space V comes equipped with a symplectic form ωV =
i
2

∑n
i=1 dzi ∧ dz̄i. Note that this is a closed differential 2-form on V when it is
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considered as a real 2n-dimensional vector space. The action of K on V is said to
be symplectic because k∗(ωV ) = ωV for any k ∈ K, where k∗(ωV ) is the pullback
form under the isometry of V defined by k.

For any v ∈ V we can consider the n × n matrix − i
2vv

∗, which can be taken
to be an element in the space Hn of n × n skew-Hermitian matrices. The space
Hn can be identified with the Lie algebra un of U(n); and by using the non-
degenerate inner product 〈A,B〉 = − i

2 tr(AB), we can view Hn as the dual space
of un. The latter carries a linear group action by U(n) called the coadjoint action,
which can be computed on a Hermitian matrix by Adu(A) = uAu−1 for u ∈ U(n).
There is an inclusion tK : k → un and a corresponding surjection on dual spaces
t∗K : u∗n → k∗ given by considering the Lie algebras as the tangent spaces to K
and U(n) at the identity element. The moment map of the action of K on V is a
continuous, K-invariant map µK : V → k∗ defined by µK(v) = t∗K(− i

2vv
∗).

Let X ∈ k be an element of the Lie algebra, then we can use X to define a vector
field on V . At a point v ∈ V we let Xv = [ d

dte
itXv]t=0 ∈ Tv(V ), where Tv(V ) is

the tangent space to V at the point v. It can be verified that the following always
holds:

(1) d〈µK(v), X〉 |v= ωV |v (−, Xv).

In particular, the differential 1-form associated to the function 〈µK(−), X〉 : V →
R, where 〈−,−〉 : k×k∗ → R is the dual pairing, agrees with the 1-form ωV (Xv,−)
on the tangent space Tv(V ). An action by symplectomorphisms with this property
is said to be Hamiltonian.

Theorem 1. For any compact subgroup K ⊂ U(n) ⊂ GLn(C), the induced action
of K on V = Cn is Hamiltonian.

Hamiltonian group actions are the “correct” group actions to consider in the
category of symplectic manifolds; in particular these are the actions for which a
good notion of “quotient space” exists. The technical term for such a quotient is
“Hamiltonian reduction,” and generally speaking when this operation is carried
out the result also has the structure of a symplectic space by a result of Marsden
and Weinstein [10]. Along the way to constructing Hamiltonian reduction of V by
K, one considers the so-called level sets of the momentum map µK . Let c ∈ k∗ be
a central element, this means that c is fixed by the coadjoint action of K on k∗:
Ad∗k(c) = kck−1 = c ∀k ∈ K. For c ∈ k∗ a central element we consider the subspace

µ−1
K (c) ⊂ V . Level sets of the moment map have a number of nice properties, for

example they are always connected and K-stable subspaces (see [3], [13]). This
property was used by Needham and Shonkwiler [12] to reprove and generalize a
theorem of Cahill, Mixon, and Strawn [2], which states the space of complex fixed
unit norm tight frames (FUNTFs) is connected.

The Hamiltonian reduction of V at level c is defined to be the quotient space
µ−1(c)/K, and it can be shown to carry a natural symplectic structure. Part of
the utility of this theory is that if c is integral, the reduction coincides with a cor-
responding “Geometric Invariant Theory” construction in algebraic geometry (see
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[11]), where the quotient by the corresponding complex group KC is considered.
This is a well-known result due originally to Kempf and Ness [7], with important
technical extensions to general Kähler manifolds and projective algebraic varieties
due to Kirwan [8] and Sjamaar [13]. Let f : V → R be f(v) = −||µK(v) − c||2;
the flow φt of the gradient ∇f provides an important ingredient in the proof that
these two notions of quotient coincide. We state the relevant result below, let φ∞
be the limit map of the flow φt (see [13, Proposition 2.4]).

Theorem 2. There is a dense, open set V ss ⊂ V such that for any v ∈ V ,

(2) φ∞(v) ∈ µ−1
K (c).

3. Parseval Frames and the Paulsen problem

Now we point to several examples from the world of frames the defining conditions
of which can be rephrased in the language of moment maps. Let Mm×n(C) m < n
be the space of m × n complex matrices equipped with its left and right actions
by U(m) and U(n), respectively. The set of diagonal matrices with modulus 1
entries in U(n) is isomorphic to an n-torus Tn = U(1) × · · · × U(1). With these
identifications, Mm×n(C) has a Hamiltonian action by U(m) × Tn.

The moment map µTn is computed by sending
Φ ∈ Mm×n(C) to − 1

2 (· · · , ||Φi||2, · · · ), where Φi is the i-th column of Φ. The
dual of the Lie algebra of Tn can be identified with Rn. Since Tn is Abelian, every
element of Rn is central. Choosing c = (c1, . . . , cn), we can consider µ−1(c) ⊂
Mm×n(C); this is the space of matrices whose i-th column has length

√−2ci. In
particular, we must have ci ∈ R≤0 for µTn(c) to be non-empty. The moment map
µU(m) can be shown to be the frame operator : µU(m)(Φ) = ΦΦ∗. The moment
map of a product group is simply the product of the moment maps, so we have:

(3) µU(m)×Tn(Φ) = µU(m)(Φ) × µTn(Φ) = (ΦΦ∗,−1

2
||Φ1||2, · · · ,−

1

2
||Φn||2).

The central elements of the U(m) action on Hm are precisely the multiples
of the identity matrix aI. It follows that we can consider the set of matri-
ces with frame operator a fixed multiple of the identity aI and prescribed col-
umn lengths

√
2c1, . . . ,

√
2cn as the moment level set µ−1

U(m)×Tn(aI,−c1, . . . ,−cn).

Theorem 2 then implies that the gradient flow of the frame potential pa,~c(Φ) =
||(ΦΦ∗,− 1

2 ||Φ1||2, · · · ,− 1
2 ||Φn||2) − (aI, c1, . . . , cn)||2 takes any matrix

Φ ∈Mm×n(C)ss into the space µ−1
U(m)×Tn(aI,−c1, . . . ,−cn).

Let a = 1 and ci = m
2n , then matrices Φ ∈ µ−1

U(m)×Tn(I,− m
2n , . . . ,−m

2n ) are

known as Parseval frames. A matrix Ψ ∈Mm×n(C) is said to be an ǫ-nearly equal
norm Parseval frame if (1− ǫ)I � ΨΨ∗ � (1 + ǫ)I, (1− ǫ)mn ≤ ||Ψej ||2 ≤ (1 + ǫ)mn ,
where ej is the j-th canonical basis member of Cn. Recently Hamilton and Moitra
[6] have shown that for any ǫ-nearly equal norm Parseval frame there is an actual
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Parseval frame Φ such that ||Φ−Ψ||2 ≤ 40ǫd2, where || − || denotes the Frobenius
norm. Finding bounds for ||Φ − Ψ||2 is known as the Paulsen problem.

We conjecture an inequality of the form ||Φ − Ψ||2 ≤ Cǫd2−α with 0 ≤ α < 1
using the gradient flow of the frame potential. Following observations of Lerman
[9], we intend to bound the distance between a matrix Ψ and the end point of
its flow φ∞(Φ) using a  Lojasiewicz estimate. Similar “constrained” gradient flow
methods have been used in [1] and [4], which translate roughly to utilizing the
gradient flow for the moment maps µTn or µU(m) alone, rather than in concert.

An alternate approach to the Paulsen problem can be seen in [5] and [6], where
one normalizes the columns of ΓΨ, where Γ ∈ GLm(C) is a matrix depending on
Ψ. We observe that the resulting matrix is in the same GLm(C) × (C∗)n orbit as
Ψ. Another consequence of the fact that symplectic reduction and GIT quotient
coincide implies that the matrix constructed in [5] must be in the same U(m)×Tn

orbit as the matrix we construct [13, Proposition 1.15]. The same holds for the
approaches in [6], [1] and [4]. It follows that the procedure consisting of first using
the gradient flow, and then optimizing over the U(m) × Tn orbit must produce
the state-of-the art answer to the Paulsen problem.

We expect there are other applications of symplectic geometry to other spaces of
frames. In particular, spaces of finite complex fusion frames should be be amenable
to symplectic techniques.
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A structured small frame for phase retrieval

Bernhard G. Bodmann, Sabine Burgdorf, Dan Edidin, and Markus

Grassl

1. Introduction

Phase retrieval in a finite-dimensional Hilbert space aims to recover an unknown
vector, up to an overall unimodular constant factor, from the magnitudes of linear
measurements. The linear measurements can be thought of as inner products with
vectors that form a spanning sequence, so they constitute a frame. One goal in the
construction of frames for phase retrieval is to find the smallest number of frame
vectors that permit recovery. In our contribution, we focus on phase retrieval for
vectors in a complex Hilbert space of dimension d = 4. Previous results on small
frames for phase retrieval include structured [1] or generically chosen [3] frames
for a complex Hilbert space of dimension d with n = 4d − 4 vectors. For d = 4,
this means the frame has n = 12 vectors. Surprisingly, a computer-aided search
produced a frame of n = 11 vectors that provides phase retrieval for d = 4 [4].
Hereafter, we construct a structured 11-element frame for a complex 4-dimensional
Hilbert space and establish a certificate that it provides phase retrieval. We expect
that similarly structured frames can be constructed in other dimensions.

2. Phase retrieval for at most cubic polynomials

We consider the Hilbert space of complex polynomials that are at most cubic,
P3 = {p : p(z) = a0 + a1z + a2z

2 + a3z
3, ai ∈ C}, equipped with the sesquilinear

inner product 〈p, q〉 = (1/2π)
∫ 2π

0 p(eit)q(eit)dt between p, q ∈ P3. A frame Φ =
{ϕ}nj=1 is conveniently specified by its analysis operator V : p 7→ (〈p, ϕ〉)nj=1 . The

frame provides phase retrieval if the map A : [p] 7→ (|〈p, ϕ〉|2)nj=1 is injective on the
quotient space that identifies vectors in each equivalence class [p] = {αp : |α| = 1}.
The analysis operator for the frame we construct is based on point evaluations for
the polynomial p and point evaluations of its first and second derivatives p′ and
p′′ at primitive roots of unity or the origin.

Theorem. Let ξ = e2πi/7 and ω = e2πi/3. The frame Φ for P3 with analysis
operator V : p 7→ (p(1), p(ξ), . . . , p(ξ6), p′(1), p′(ω), p′(ω2), p′′(0)) provides phase
retrieval, i. e., the map given by

A : [p] 7→
(

|p(1)|2, |p(ξ)|2, . . . , |p(ξ6)|2, |p′(1)|2, |p′(ω)|2, |p′(ω2)|2, |p′′(0)|2
)

is injective.

Proof. We follow the general strategy outlined in [3]. To obtain injectivity, we
need to show that there is no rank-2 Hermitian in the kernel of the measurement
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when it is extended to all Hermitians on P3 by A : Q 7→ (〈Qϕj , ϕj)
n
j=1. For this,

we consider the basis of monomials ek(z) = zk−1 and represent each Hermitian
operator Q on P3 as

Q =

4
∑

j=1

xj,j ej ⊗ e∗j +

3
∑

j=1

4
∑

k=j+1

[(xj,k + iyj,k)ej ⊗ e∗k + (xj,k − iyj,k)ek ⊗ e∗j ]

where x11, . . . , y34 are real numbers. With the convention xj,k = xk,j , yj,j = 0
and yj,k = −yk,j , the condition that Q has at most rank two can be expressed by

requiring that all 3 × 3 minors of the matrix Q̃ = (xj,k + iyj,k)4j,k=1, denoted by
mj,k, vanish identically.

Each vector ϕk of the frame gives rise to a real linear form ℓk(Q̃) = 〈Qϕk, ϕk〉,
expressed in the variables xj,k, yj,k. The measurements associated with the frame
Φ are injective if and only if the system of equations

(1) m11 = m12 = . . . = m44 = ℓ1 = . . . = ℓ11 = 0

has no non-zero real solution.
Using the computer algebra system Magma, it can be shown that the ideal I

generated by the polynomials in (1)

I = 〈m11,m12, . . . ,m44, ℓ1, . . . , ℓ11〉⊳ C[x11, x12, . . . , x44, y12, . . . , y34](2)

has a Gröbner basis with rational coefficients. Over the rationals, I = I1 ∩ I2 ∩
I3 ∩ I4 ∩ I5 ∩ I6, i. e., I has six irreducible components in of degrees 6, 4, 4, 2, 2, 2,
respectively.

Setting additionally y24 = 0, the only solution of (1) is Q = 0. Without loss of
generality we can then choose y24 = 1. The six components then read:

I1 =
〈

x11 − 8x44, x12 − 8x44y
2

34 −
3

2
x44, x13 + 4x44y34 − x44, x14, x22 + 9x44,

x23 + 12x44y
2

34 − 3x44y34 + 3x44, x24 − 4x44y34 + x44, x33,

x34 − 4x44y
2

34 + 3x44y34 −
3

2
x44, x

2

44 −
8

9
y
2

34 +
2

9
y34 +

1

9
, y12 − 2y34 +

3

2
,

y13 + 1, y14, y23 + 3y34 −
3

2
, y24 − 1, y3

34 −
3

4
y
2

34 +
9

16
y34 −

5

64

〉

I2 =
〈

x11, x12 − 3x34y34 +
9

4
x34, x13 + 2x34y34 −

3

2
x34, x14, x22, x23 + 3x34y34 +

3

4
x34,

x24 − 2x34y34 +
3

2
x34, x33, x

2

34 −
9

4
y34 +

3

2
, x44, y12 − 2y34 +

3

2
, y13 + 1,

y14, y23 + 3y34 −

3

2
, y24 − 1, y2

34 −
3

4
y34 +

1

2

〉

I3 =
〈

x11 − 8x44, x12 − 4x44y34 + 6x44, x13 + 8x44y34, x14, x22 + 9x44, x23 − 9x44,

x24 − 8x44y34, x33, x34 + 4x44y34 + 3x44, x
2

44 +
1

18
y34 +

1

72
, y12 − 2y34 +

3

2
,

y13 + 1, y14, y23 + 3y34 −
3

2
, y24 − 1, y2

34 +
1

2
y34 +

5

8

〉
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I4 =
〈

x11, x12 + x34, x13 − 2x34, x14, x22, x23, x24 + 2x34, x33,

x
2

34 +
9

4
, x44, y12 +

1

2
, y13 + 1, y14, y23, y24 − 1, y34 −

1

2

〉

I5 =
〈

x11 − 8x44, x12 − 14x44, x13 + 4x44, x14, x22 + 9x44, x23 + 18x44, x24 − 4x44,

x33, x34 − 4x44, x
2

44 + 18, y12 +
1

2
, y13 + 1, y14, y23, y24 − 1, y34 −

1

2

〉

I6 =
〈

x11, x12, x13, x14, x22, x23, x24, x33, x34, x44, y12 − 2y34 + 3

2
,

y13 + 1, y14, y23 + 3y34 −
3

2
, y24 − 1, y2

34 −
3

4
y34 + 2

〉

,

where the generating sets are Gröbner bases with respect to lexicographical order.
In each of the ideals Ij we find a univariate polynomial gj that is strictly positive
for real arguments:

g1 = x
6

44 + x
4

44 +
1

3
x
2

44 +
1

36
=

(

(x2 + 1)x2 +
1

3

)

x
2 +

1

36

g2 = y
2

34 −

3

4
y34 +

1

2
=

(

y34 −
3

8

)2

+
23

64

g3 = y
2

34 +
1

2
y34 +

5

8
=

(

y34 +
1

4

)2

+
9

16

g4 = x
2

34 +
1

4

g5 = x
2

44 +
1

48

g6 = y
2

34 −

3

4
y34 +

1

2
=

(

y34 −
3

8

)

2

+
23

64

Hence, there is no real solution to the equations (1). �
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Decomposing (equiangular) tight frames into (equiangular) tight
frames for their spans

Alex Fink, Emily King, Cynthia Vinzant, and Shayne Waldron

Given a frame, it is of interest to ask if a subset of frame vectors also have certain
frame properties. The answer to this question has implications for the robustness
of the frame representation to erasures [15, 8] and appropriateness of the frame in
compressed sensing applications [11, 4] and is sometimes characterized by combi-
natorial structures [12, 5, 17, 3]. In order to state our main research question, we
need a definition.

Definition 1. (see, e.g., [13]) Let Φ =
(

ϕ1 ϕ2 · · · ϕn

)

∈ Cd×n. We call Φ
(or, more precisely, its columns) a tight frame for its span if there exists an A > 0
such that (ΦΦ∗)2 = AΦΦ∗; that is, ΦΦ∗ is a positive multiple of an orthogonal
projection. If ΦΦ∗ = AI, then Φ is a tight frame. If further each of the columns of
Φ has unit norm and there exists an λ ≥ 0 such that |〈ϕj , ϕk〉| = λ for all j 6= k,
then we call Φ an equiangular tight frame for its span (respectively, equiangular
tight frame).

Question 2. If Φ is an (equiangular) tight frame, can it non-trivially be decom-
posed into the disjoint union of (equiangular) tight frames for their spans?

This generalizes questions worked on in [3, 12, 7, 6, 1, 16, 9, 21, 10] and more.
Since Φ itself is assumed to be an (equiangular) tight frame, it is also an (equian-
gular) tight frame for its span, yielding one trivial decomposition. On the other
extreme, a non-zero (unit norm) vector is trivially an (equiangular) tight frame
for its span, and Φ is the disjoint union of its vectors.

A selection of results proven during the mini-workshop includes the following.

Proposition 3. Let Φ be a tight frame. Then if Φ = Ψ1 ⊔ Ψ2, with Ψ1, Ψ2 tight
frames for their spans, one of the following must hold:

(1) span Ψ1 ⊥ span Ψ2 or
(2) span Ψ1 = span Ψ2 = span Φ.

If further Φ as an equiangular tight frame with Ψ1, Ψ2 equiangular tight frames
for their spans, then

(1’) Φ is an orthonormal basis of at least 2 vectors.

Proof. It follows from the hypotheses that there exist A,α, β > 0 and orthogonal
projections P1, P2 such that

AI = ΦΦ∗ = Ψ1Ψ∗
1 + Ψ2Ψ∗

2, Ψ1Ψ∗
1 = αP1 and Ψ2Ψ∗

2 = βP2 ⇒ I − α

A
P1 =

β

A
P2.

By comparing the spectra of I− α
AP1 and β

AP2, one obtains that either P1 = P2 = I

or 1− α
A = 0 and thus P2 = P⊥

1 . The second claim follows by comparing the inner
products of the vectors using the so-called Welch bound (see, e.g. [23, 22]). �
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Theorem 4. Let Φ ∈ Cd×n be a tight frame with frame bound A. Assume that
Φ =

⊔3
j=1 Ψj, with Ψj, j = 1, 2, 3 tight frames for their spans. Then for each

j = 1, 2, 3 there exists rj , nj ∈ N, αj > 0 and a rank-rj orthogonal projection Pj

such that Ψj ∈ Cd×nj and ΨjΨ
∗
j = αjPj. Further, if Φ does not decompose in the

sense of (2) of Proposition 3, then exactly one of the following must hold:

(1) r1 + r2 + r3 = d and α1 = α2 = α3 = A;
(2) r1 = r2, r3 = d− r1, α1 + α2 = A, and α3 = A;
(3) (d− r1) + (d− r2) + (d− r3) = d and α1 = α2 = α3 = A

2 ; or

(4) r1 = r2 = r3 = d
2 , α1 + α2 + α3 = 2A, and 0 ≤ α1, α2, α3 ≤ A.

If further Φ is an equiangular tight frame with Ψj, j = 1, 2, 3 equiangular tight
frames for their spans, then one of the following must hold:

(1’) Φ is an orthonormal basis of at least 3 vectors.
(3’) n ≡ 9 mod 12, d = n+3

4 and for j = 1, 2, 3, nj = n
3 , and rj = n+3

6 ; or

(4’) n ≡ 3 mod 12, d = n+1
2 and for j = 1, 2, 3, nj = n

3 , and rj = n+1
4 .

Proof. The proof uses Knutson-Tao honeycombs [18, 19, 20] and the Welch bound.
�

There are examples of each of the configurations in Theorem 4.

(1’) Trivial.
(3’) Let ζ be a primitive 3rd root of unity. Set

Φ =
(

Ψ1 Ψ2 Ψ3

)

=
1√
2





0 0 0 −1 −ζ −ζ2 1 1 1
1 1 1 0 0 0 −1 −ζ −ζ2
−1 −ζ −ζ2 1 1 1 0 0 0



 .

Then Φ is an equiangular tight frame of 9 vectors in C3, and for each
j = 1, 2, 3, (ΨjΨ

∗
j )2 = 3

2ΨjΨ
∗
j . This Φ is an example of a symmetric,

informationally complete, positive operator-valued measure [16, 9] and a
Gabor-Steiner equiangular tight frame [2, 14].

(4’) Let ζ be a primitive 15th root of unity. Set

Φ =
1√
8

(

ζkℓ
)

k∈D,ℓ∈{0,1,...,14} , D = {0, 1, 2, 3, 5, 7, 8, 11}

and for j = 0, 1, 2

Ψj =
1√
8

(

ζk(j+3ℓ)
)

k∈D,ℓ∈{0,1,...,4}
.

Then Φ is an equiangular tight frame of 15 vectors in C8, and for each j =
0, 1, 2, (ΨjΨ

∗
j)2 = 5

4ΨjΨ
∗
j . This Φ is an example of a Naimark complement

(see, e.g. [23]) of an equiangular tight frame generated by (3, 2)-Singer
difference set (see, e.g. [24]) and the decomposition appears as Example
7.2 in [12].
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In on-going work started at Oberwolfach, we are concerned with higher order de-
compositions, nested decompositions, the relationship of the decompositions with
various dualities in frame theory, and constructions of infinite classes of (equian-
gular) tight frames which yield each possible type of configuration.
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Equiangular tight frames over finite fields

Gary Greaves, Joseph W. Iverson, John Jasper, and Dustin G. Mixon

Pick a prime p and power q = pk, and put F = Fq2 . Define conjugation by z 7→ zq,

and given a (column) vector v ∈ F d, we write v∗ for the conjugate transpose of v.
Define the sesquilinear form (·, ·) : F d×F d → F by (u, v) = u∗v. Given a, b, c ∈ Fq,
we say {ϕi}ni=1 in F d is an (a, b, c)-equiangular tight frame (ETF) if

(a) (ϕi, ϕi) = a for every i ∈ {1, . . . , n},
(b) (ϕi, ϕj)

q+1 = b for every i, j ∈ {1, . . . , n} with i 6= j, and
(c)

∑n
i=1 ϕiϕ

∗
i = cI.

Finite field ETFs and complex ETFs enjoy many of the same algebraic properties,
though with some technicalities:

Lemma 1. Suppose there exists an (a, b, c)-ETF of n vectors in F d. Then

(a) dc = na, and
(b) if n 6≡ 0 mod p, then a(c− a) = (n− 1)b.

Lemma 2. Take any a, b, c ∈ Fq such that a, c 6= 0 and b 6= a2. Then there exists
an (a, b, c)-ETF of n vectors in F d only if n ≤ d2.

In fact, the following machine converts complex ETFs into finite field ETFs:

Lemma 3. Let {ψi}ni=1 be an ETF in Cd, take any ring R ⊆ C containing the
entries of {ψiψ

∗
i }ni=1 that is closed under complex conjugation, and suppose there

exists a ring homomorphism σ : R → F such that

σ(1) = 1, σ(‖ψ1‖2) 6= 0, σ(z) = σ(z)q ∀z ∈ R.

Then there exists an ETF {ϕi}ni=1 in F d such that ϕiϕ
∗
i = σ(ψiψ

∗
i ) for every

i ∈ {1, . . . , n}.
This machine converts the ETF of 4 vectors in C2 with Heisenberg–Weyl sym-

metry into an ETF in F 2 precisely when q ≡ 11 mod 12. However, one may also
solve the defining polynomial equations to show that an ETF of 4 vectors in F 2

exists precisely when q ≡ 5 mod 6. Interestingly, these additional finite field ETFs
can be obtained by expressing the original complex ETF in a different basis before
applying a different choice of ring homomorphism.

The motivation for passing to finite fields is to facilitate the study of the tough
problems surrounding complex ETFs, such as the Fickus conjecture and Zauner’s
conjecture. For example, can we solve these problems in the finite field setting?
More interestingly, can we transfer solutions from the finite field setting back to
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the original complex setting? We are attempting to address these questions in an
ongoing follow-up collaboration.

Reporter: Dan Edidin
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