
Mathematisches Forschungsinstitut Oberwolfach

Report No. 54/2018

DOI: 10.4171/OWR/2018/54

Convex Geometry and its Applications

Organised by
Franck Barthe, Toulouse
Martin Henk, Berlin

Monika Ludwig, Wien

9 December – 15 December 2018

Abstract. The geometry of convex domains in Euclidean space plays a cen-
tral role in several branches of mathematics: functional and harmonic ana-
lysis, the theory of PDE, linear programming and, increasingly, in the study
of algorithms in computer science. The purpose of this meeting was to bring
together researchers from the analytic, geometric and probabilistic groups
who have contributed to these developments.

Mathematics Subject Classification (2010): 52A (68Q25, 60D05).

Introduction by the Organisers

The meeting Convex Geometry and its Applications, organized by Franck Barthe,
Martin Henk and Monika Ludwig, was held from December 9 to December 15,
2018. It was attended by 53 participants working in all areas of convex geometry.
Of these 20% were female and more than one third were younger participants.
There were 12 plenary lectures of one hour’s duration and 18 shorter lectures.
They illustrated the diversity of research activities in the field, from theoretical
aspects to applications. Among the main topics, we can list the study of geometric
inequalities (including Brunn-Minkowski theory, isoperimetric inequalities), classi-
fication of valuations, stochastic geometry, high dimensional convex geometry and
its probabilistic approaches, including random matrices and net arguments, com-
binatorial geometry, algorithmic problems but also applications to tomography,
quantum information theory or stereology.

Some highlights of the program were as follows. In the opening lecture, Bo′az
Klartag presented striking connections between two major open questions in con-
vex geometry: the slicing problem (a.k.a. isotropy constant problem) and the
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Mahler conjecture on the volume of the dual body. In the first part of his lec-
ture, he disproved a conjecture, related to the slicing problem, about the trace of
the product of the covariances of a body and of its dual. It was expected that
the Euclidean ball would maximize this quantity, and observed that the simplex
gives the very same value. Klartag described the construction of a body with a
much bigger trace of product. The focus of the second part was on explaining
the coincidence of the values for the ball and the simplex, in terms of projective
transformations and homogeneous cones. Developing these novel ideas yields the
following surprising fact: if simplices have maximal isotropy constant then they
minimize the Mahler volume product.

In her talk, Eva Vedel Jensen presented new results on rotational integral geo-
metry for Minkowski tensors. These tensors were introduced by McMullen and
characterized by Alesker when they have polynomial behavior with respect to
translations. Here the questions come from applications in local stereology and
translation are not allowed. Still explicit Crofton formulas were obtained (in joint
work with Anne Marie Svane) and their application in the stereological analysis
of particle processes was demonstrated. The talk showed the strong connections
between research in the geometric theory of valuations and applications.

Emanuel Milman gave an impressive talk on his recent solution, joint with Joe
Neeman, of the Gaussian double-bubble and multi-bubble conjectures. The clas-
sical Gaussian isoperimetric inequality states that the optimal way to decompose
Rn into two sets of prescribed Gaussian measure, so that the (Gaussian) area of
their interface is minimal, is by using two complementing half-planes. A natural
generalization is to decompose Rn into q ≥ 3 sets of prescribed Gaussian measure.
It was conjectured that when q ≤ n+1, the configuration whose interface has min-
imal (Gaussian) area is given by the Voronoi cells of q equidistant points. Milman
and Neeman prove this conjecture for q = 3 (the “double-bubble” conjecture) and
also for all 3 < q ≤ n+ 1 (the “multi-bubble” conjectures).

In her talk, Alina Stancu presented her very recent results on a new centro-affine
curvature flow depending on an origin-symmetric reference body. She showed that
starting with an origin-symmetric convex body, the flow converges to a convex
body with the same centro-affine curvature as the reference body. She announced
that this result can be used to establish geometric inequalities and ultimately the
logarithmic Minkowski inequality for two orgin-symmetric convex bodies in gen-
eral dimensions (and thus the logarithmic Brunn-Minkowski inequality), thereby
proving conjectures of Böröczky, Lutwak, Yang, and Zhang from 2012.

Also in the shorter talks, remarkable new results were presented. Yair Shen-
feld (joint work with Ramon van Handel) presented a surprising new proof of
the Alexandrov-Fenchel inequality via the Bochner method in Riemannian Geo-
metry. In her inspiring lecture, Sophie Huiberts (joint work with Daniel Dadush)
presented within the smoothed analysis framework of Spielman and Teng a poly-
nomial time simplex algorithm whose expected running time improves on former
results. The improvement is based on a better bound on the expected number
of edges of the projection of a polyhedron onto a two-dimensional plane. Fabian
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Mussnig presented his new classification of valuations on coercive, convex functions
and a new functional corresponding to polar volume on this space. In his talk, Boaz
Slomka (joint work with Han Huang, Tomasz Tkocz and Beatrice-Helen Vritsiou)
showed a sub-exponential improvement on the best known bound in the Hadwiger
covering problem. The key ingredient is a lower bound on the volume of the largest
symmetric set contained in a convex body, which improves (sub-exponentially) a
previous bound by V. Milman and Pajor and which is based on thin-shell esti-
mates. Dmitry Ryabogin presented a recent solution (with M. Angeles Alfonseca,
Fedor Nazarov, and Vlad Yaskin) of a local version of the fifth Busemann-Petty
problem from 1956. They give an affirmative answer to the classical problem for
bodies sufficiently close to the Euclidean ball in the Banach-Mazur distance.

Acknowledgement: The MFO and the workshop organizers would like to thank the
National Science Foundation for supporting the participation of junior researchers
in the workshop by the grant DMS-1641185, “US Junior Oberwolfach Fellows”.
Moreover, the MFO and the workshop organizers would like to thank the Simons
Foundation for supporting Elisabeth Werner in the “Simons Visiting Professors”
program at the MFO.
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Maŕıa A. Hernández Cifre (joint with David Alonso-Gutiérrez, Martin Henk)
On a characterization of (dual) mixed volumes . . . . . . . . . . . . . . . . . . . . . . 3237

Guillaume Aubrun (joint with Ludovico Lami, Carlos Palazuelos)
On a conjecture about the tensor product of cones . . . . . . . . . . . . . . . . . . . 3240
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Abstracts

Isotropic constants and Mahler volumes

Bo’az Klartag

Below is an edited version of informal notes prepared for my lecture at Oberwol-
fach. Please refer to [10] for a rigorous mathematical discussion and for precise
references related to these notes.

The following question is known as Bourgain’s slicing problem [3, 4]: Let K ⊆
Rn be convex with V oln(K) = 1. Does there always exist a hyperplane H ⊆ Rn

with

V oln−1(K ∩H) ≥ 1

100
?

Perhaps with some other universal constant c > 0 in place of 1/100?

This is not merely a curious riddle. In fact it shows up in the study of almost
any question pertaining to volume distribution in high dimension under convexity
assumptions. We know that it suffices to look at hyperplane sections through the
barycenter, according to Makai and Martini [13]. We may furthermore reduce
matters to the centrally-symmetric case [6].

Hensley [5] proved the following theorem: Let K ⊆ R
n be a convex body of

volume one. Assume that K = −K (it suffices to require that the barycenter of
K lie at the origin). Then for any unit vector θ ∈ Rn,

c ≤ V oln−1(K ∩ θ⊥) ·
√∫

K

〈x, θ〉2dx ≤ C,

where c, C > 0 are universal constants and θ⊥ = {x ∈ R
n ; 〈x, θ〉 = 0} is the

hyperplane orthogonal to θ.

It follows from Hensley’s theorem that the slicing problem may be reformulated
as a question on the relation between the covariance matrix and the volume (or
entropy) of convex sets. This entropic point of view was emphasized by K. Ball.
The covariance matrix Cov(K) = (Covij)i,j=1,...,n is given by

Covij =

∫

K

xixj
dx

|K| −
∫

K

xi
dx

|K| ·
∫

K

xj
dx

|K| ,

where |K| = V oln(K). In Bourgain’s notation, the isotropic constant is defined as

LK =
det

1
2n Cov(K)

|K|1/n .

The isotropic constant is affinely-invariant. The slicing problem is equivalent to
the question of whether LK < C for some universal constant C > 0, for any
convex body K in any dimension. It is known that LK ≥ LBn ≥ c, where Bn is
the Euclidean unit ball centered at the origin in Rn.
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Are there any relations between isotropic constants and duality? The polar
body to K ⊆ Rn is

K◦ = {x ∈ R
n ; ∀y ∈ K, 〈x, y〉 ≤ 1}.

Note that

LK · LK◦ = [detCov(K) · detCov(K◦)]
1
2n · (|K| · |K◦|)−1/n .

According to the Bourgain-Milman and Santaló inequalities,

c ≤ n(|K||K◦|)1/n ≤ C

whenever the barycenter of K or of K◦ lies at the origin. We thus learn that
Bourgain’s slicing problem is equivalent to the question of whether the following
inequality holds:

(1) det (Cov(K)Cov(K◦)) ≤
(
C

n

)2n

.

An idea which appears in the unpublished Ph.D. dissertations by Ball ’86 and by
Giannopoulos ’93 is to consider the trace of the matrix in (1). Perhaps the trace
is easier to analyze than the determinant. Given a convex body K ⊆ R

n with
barycenter at zero we set

φ(K) = Tr[Cov(K)Cov(K◦)].

According to the arithmetic/geometric means inequality,

L2
KL

2
K◦ ≤ Cnφ(K).

The quantity φ(K) has the following probabilistic interpretation: Let X be a
random vector, distributed uniformly in K. Let Y be an independent random
vector, distributed uniformly in K◦. Then φ(K) = E〈X,Y 〉2. We thus see that
0 ≤ φ(K) ≤ 1 when K = −K.

In the case where K ⊆ Rn has the symmetries of the cube (i.e., it is the unit
ball of a “1-symmetric norm”), we know quite a lot about the distribution of the
random variable 〈X,Y 〉 in high dimensions. In this case, the random variable
〈X,Y 〉 is approximately a Gaussian random variable of mean zero and variance
bounded by C/n. This follows from the results of [9].

The central limit theorem for convex sets [7, 8] states that for any convex
body K ⊆ R

n, there exists 0 6= θ ∈ R
n such that 〈X, θ〉 is approximately a

standard Gaussian, in the sense that the total variation distance to the Gaussian
distribution does not exceed C/nα where C,α > 0 are universal constants. With
X and Y as above, one may wonder whether 〈X,Y 〉 is approximately Gaussian in
high dimensions. This would imply that φ(K) is much smaller than one.

An amusing fact is that φ(K) attains the same value n/(n + 2)2 when K is
either a Euclidean ball Bn or a simplex ∆n, see [1]. Here ∆n stands for any n-
dimensional simplex whose barycenter lies at the origin. It was conjectured by
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Kuperberg [11], following earlier unpublished work by Ball and by Giannopoulos,
that for any centrally-symmetric, convex body K ⊆ Rn,

φ(K) ≤ C

n

for a universal constant C > 0. In fact, it was conjectured more precisely that

φ(K) ≤ n/(n+ 2)2.

Supporting evidence for this conjecture includes the fact, proven by Kuperberg,
that the Euclidean ball is a local maximizer of φ(K) among C2-smooth perturba-
tions, and also the result by Alonso–Gutiérrez [1] which verifies the conjecture in
the particular case where K = Bn

p = {x ∈ R
n ;
∑

i |xi|p ≤ 1} for some p ≥ 1.

Balls and simplices are extremals for a few well-known functionals in convexity.
Nevertheless, we find that there exists a counter-example to Kuperberg’s conjec-
ture. Namely, we exhibit a centrally-symmetric convex set K ⊆ Rn with

φ(K) ≥ c

where c > 0 is a universal constant. In fact, our convex set is unconditional, i.e.,
for any (x1, . . . , xn) ∈ Rn,

(x1, . . . , xn) ∈ K ⇐⇒ (|x1|, . . . , |xn|) ∈ K.

Thus there are convex bodies in high dimension for which the random variable
〈X,Y 〉 is far from Gaussian. Our counter-example is essentially a one-dimensional
perturbation of the cross-polytope. Its construction exploits the instability of
volume under duality in high dimensions. Specifically, we use the fact that for
K1 = Bn

1 ∩
√

3/nBn
2 and K2 = Bn

1 , we have K1 ⊆ K2 ⊆ Rn and

(1) |K1| ≥
1

3
· |K2|

(2) |K◦
1 ∩ (1 + c)K◦

2 | ≥
1

6
|(1 + c)K◦

2 | for a universal constant c > 0.

Let us now explain the “coincidence” mentioned earlier, that φ(K) attains the
same value n/(n+ 2)2 when K is a Euclidean ball and when K is a simplex. The
reason behind this phenomenon is that both the Euclidean ball and the simplex
are hyperplane sections of homogeneous cones.

An open, convex cone V ⊆ Rn+1 with apex at 0 is homogeneous if for any two
points x, y ∈ V there exists a linear map A : Rn+1 → Rn+1 with A(V ) = V and
Ax = y. Examples for homogeneous cones include the positive orthant Rn

+, the
Lorentz cone and the cone of positive-definite symmetric n× n matrices.

We shall consider certain canonical constructions in convex cones. Such con-
structions necessarily respect the symmetries of the cone, when such symmetries
exist. Roughly speaking, the quantity φ(K) − n/(n + 2)2 is something like the
“Laplacian” of a function s : V → R which has the symmetries of V . The function
s is constant when the cone is homogeneous, and hence φ(K) = n/(n+ 2)2 for all
of the hyperplane sections of a homogeneous cone. These canonical constructions
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are described in detail in [10], and they involve the Mahler volume of a convex
body K ⊆ Rn, defined as

s̄(K) = |K| · inf
x∈K

|(K − x)◦|.

The Mahler conjecture [12] from 1939 suggests that s̄(K) ≥ (n + 1)n+1/(n!)2 for
any convex body K ⊆ R

n, with equality for the simplex ∆n.

We prove that any local minimizer K ⊂ Rn of the functional K 7→ s̄(K) satisfies

(2) LK · LK◦ · s̄(K)1/n ≥ 1

n+ 2
.

There is equality in (2) in the case where K is a ball or a simplex. It follows that
any global minimizer K of the Mahler volume satisfies LK ≥ L∆n or LK◦ ≥ L∆n .

The strong slicing conjecture suggests that LK ≤ L∆n for any convex body K ⊆
Rn. We conclude that the strong slicing conjecture implies Mahler’s conjecture.
We remark that it was shown by Rademacher [14] that the simplex is the only
local maximizer of the isotropic constant LK in the class of simplicial polytopes.

It is known that the isotropic constant may become bounded after a small
perturbation. Our last theorem in this lecture states that the perturbation can be
always made projective. That is, for any convex body K ⊆ Rn with barycenter at
the origin and 0 < ε < 1, there exists a convex set T ⊆ Rn with three properties:

(1) (1 − ε)K ⊆ T ⊆ (1 + ε)K.
(2) T ◦ = K◦ − y for some point y in the interior of K◦.
(3) LT ≤ C/

√
ε where C > 0 is a universal constant.

References

[1] D. Alonso-Gutiérrez, On an extension of the Blaschke-Santaló inequality and the hyperplane
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The Alexandrov-Fenchel inequality via the Bochner method

Yair Shenfeld

(joint work with Ramon van Handel)

One of the deepest theorems in the theory of Convex Bodies is the Alexandrov-
Fenchel Inequality [1] which states that the coefficients of the volume polynomial
satisfy hyperbolic inequalities. If K1, . . . ,Km ⊂ Rn are convex bodies (m being a
positive integer), then it is a result of Minkowski [5] that the function

(t1, . . . , tm) 7→ Vol(t1K1 + · · · + tmKm)

is a homogeneous polynomial of degree n. The coefficients of this polynomial
V (Ki1 , . . . ,Kin) are called mixed volumes and they carry important geometric
information about the bodies K1, . . . ,Km and the relations between them. The
Alexandrov-Fenchel inequality reads

(1) V (K1,K2,K3, . . . ,Kn)2 ≥ V (K1,K1,K3, . . . ,Kn)V (K2,K2,K3, . . . ,Kn)

for any convex bodies K1, . . . ,Kn ⊂ Rn. In this talk we provide a new proof [6]
of (1) which is considerably simpler than all other known proofs of the inequality,
and in addition sheds a new light on related inequalities. Our method is spectral in
nature (an approach which goes back to Hilbert [4]) and it starts with an integral
representation formula for mixed volumes of smooth convex bodies [2], p. 64:

(2) V (K1, . . . ,Kn) =
1

n

∫

Sn−1

h1D(D2h2, . . . , D
2hn)dHn−1.

Here, hi : Rn → R is the support function of Ki:

hi(u) = sup
x∈Ki

〈u, x〉

and D2hi is the restriction of the Hessian of hi to the tangent spaces of the unit
sphere Sn−1. The term D(D2h2, . . . , D

2hn) is called mixed discriminant and these
quantities arise as the coefficients of the homogeneous polynomial

(t1, . . . , tm) 7→ det(t1M1 + · · · + tmMm)

for (n−1)×(n−1) matrices M1, . . . ,Mm (e.g. D2hi). It is a result due to Alexan-
drov [1] (and also a consequence of our method) that under some assumptions on
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the matrices, mixed discriminants satisfy hyperbolic inequalities analogous to the
Alexandrov-Fenchel inequalities. Namely,

(3) D(M1,M2,M3, . . . ,Mn−1)2

≥ D(M1,M1,M3, . . . ,Mn−1)D(M2,M2,M3, . . . ,Mn−1).

The way in which we use (3) to prove (1) is inspired by the Bochner method in
Riemannian Geometry [3]. Specifically, by using the representation (2) we define
an appropriate differential operator L on C2(Sn−1) and a measure µ so we can
write (1) as

(4)

(∫

Sn−1

h1(Lh2)dµ

)2

≥
∫

Sn−1

h1(Lh1)dµ

∫

Sn−1

h2(Lh2)dµ.

The normalization of L is such that its maximal eigenvalue is 1 with eigenfunction
h3, and standard elliptic regularity theory implies that this eigenvalue is simple.
Now, an equivalent way of stating (4), is saying that L has at most one eigenfunc-
tion with positive eigenvalue. (The proof of this equivalence is similar to the proof
of the Cauchy-Schwarz inequality.) Hence the hyperbolic inequality (4) would fol-
low if we show that the rest of the eigenvalues of L are non-positive. The Bochner
method deduces this result from the inequality

(5)

∫

Sn−1

(Lf)2dµ ≥
∫

Sn−1

f(Lf)dµ,

for any nice enough function f on Sn−1, by plugging in eigenfunctions. To obtain
the inequality (5) one uses pointwise information on (Lf)2. Our key observation
is that this method is suitable for our purposes since the inequality (3) is exactly
a lower bound on (Lf)2 which upon integration with respect to µ gives (5). This
establishes (1) for smooth convex bodies and a standard approximation argument
then completes the proof the Alexandrov-Fenchel inequality.

References

[1] A.D. Alexandrov, Selected Works. Part I. Gordon and Breach Publishers, Amsterdam, 1996.
[2] T. Bonnesen, W. Fenchel, Theory of Convex Bodies. BCS Associates, Moscow, ID, 1987.
[3] S. Gallot, D. Hulin, J. Lafontaine. Riemannian Geometry. Springer-Verlag, Berlin, third

edition, 2004.
[4] D. Hilbert, Minkowskis Theorie von Volumen und Oberfläche. Nachr. Ges. Wiss. Göttingen,
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A friendly smoothed analysis of the simplex method

Sophie Huiberts

(joint work with Daniel Dadush)

One key application of convex geometry is in optimization. Convex optimization
problems are tractably solvable by various algorithms, both in theory and in prac-
tice. However, some algorithms perform much better in practice than theoretical
worst-case results would suggest. The bad instances don’t seem to occur in prac-
tice. One area where this happens is in solving linear programs (LP’s) using the
simplex method. In a linear program, we aim to maximize a linear function over
a feasible set given by linear inequalities, and a solution consist of either an op-
timal point or an infinite feasible ray which certifies that the objective value is
unbounded.

max cTx

subject to Ax ≤ b.

Roughly, the simplex method solves such problems by first finding any vertex of the
feasible set, and then repeatedly moving (pivoting) to neighboring vertices until
the optimal solution has been found. Different variants of the simplex method
differ in how the initial vertex is found and by which rule a neighboring vertex is
chosen.

In practice, the simplex method takes a number of pivot steps that is roughly
linear in d+n, where d is the number of variables and n is the number of constraints.
The theoretical worst-case performance is at least sub-exponential in d for all pivot
rules that have been analyzed, though the existence of a polynomial-time pivot
rule remains an open problem.

What property of real-world LP’s makes them so easy to solve? Is there a geo-
metric quantity that we can use to explain the good performance of the simplex
method? Average-case analyses have been done in the past, but the chosen prob-
ability distribution might not resemble the real-world distribution in important
ways.

The smoothed analysis framework of Spielman and Teng [4] aims to show that
difficult instances are unlikely to occur by considering the expected running time
under a small perturbation of the input data, and under this regime, Spielman and
Teng managed to prove a polynomial running time bound for a specific simplex
method. Their results have been improved in various ways by other authors since.
We improve over previous running time bounds in all parameter regimes, with a
substantially simpler and more general proof.

Theorem 1. There is a self-dual simplex method such that, if a linear program
max cTx st Ax ≤ b, in d variables with n inequalities, has its constraint vectors
(ai, bi) distributed with ‖E[(ai, bi)]‖ ≤ 1 and independent Gaussian noise of vari-
ance σ2 on every entry of (A, b), the algorithm solves the program in expected time

O(d2
√

log n σ−2 + d5 log3/2 n log d).
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Underlying this running time bound is a geometric statement about the ex-
pected number of edges of the projection of a polyhedron onto a two-dimensional
plane. Our main contribution was proving a better bound on this quantity.

Theorem 2. Let W ⊂ Rd be a fixed two-dimensional subspace, n ≥ d ≥ 3 and let
a1, . . . , an ∈ Rd, be independent Gaussian random vectors with variance σ2 and
centers of norm at most 1. We write A for the matrix with a1, . . . , an as its rows.
For P := {x : Ax ≤ 1}, the number of edges of the projection polygon πW (P ) of
P onto W is bounded by

E[|edges(πW (P ))|] ≤ Dg(n, d, σ),

where the function Dg(d, n, σ) is defined as

Dg(d, n, σ) := O(d2
√

logn σ−2 + d2.5 logn σ−1 + d2.5 log1.5 n).

Open Questions.

(1) For d fixed, E[A] = 0, and n → ∞, Borgwardt [1] proved a tight bound

of Θ(d1.5
√

lnn) on the expected number of edges of πW (P ). Can the
smoothed upper bound be improved to match it for σ → ∞? Can we
prove any lower bound dependent on σ?

(2) Real-world LP’s are sparse while smoothed LP’s are dense. Can we give
smoothed complexity bounds when only a random ǫ-fraction of entries of
(A, b) get perturbed?

(3) Can anything meaningful be said about the smoothed complexity of other
pivot rules? We do not expect such probability calculations to be easy
for e.g., Dantzig’s rule, as even determining if a constraint ever enters the
basis is PSPACE-complete.[3]
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The smallest singular value of heavy-tailed not necessarily i.i.d.
random matrices via random rounding

Galyna V. Livshyts

We are concerned with the small ball behavior of the smallest singular value of
random matrices. Often, establishing such results involves, in some capacity, a
discretization of the unit sphere. This requires bounds on the norm of the matrix,
and the latter bounds require strong assumptions on the distribution of the entries,
such as bounded fourth moments (for a weak estimate), sub-gaussian tails (for
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a strong estimate), and structural assumptions such as mean zero and variance
one. Recently, Rebrova and Tikhomirov [1] developed a discretization procedure
which does not rely on strong tail assumptions for the entries. However, their
argument still required the structural assumptions of mean zero, variance one i.i.d.
entries. In this talk, we discuss an efficient discretization of the unit sphere, which
works with exponentially high probability, does not require any such structural
assumptions, and, furthermore, does not require independence of the rows of the
matrix. We show the existence of nets near the sphere, which compare values of
any (deterministic) random matrix on the sphere and on the net via a refinement
of the Hilbert-Schmidt norm. Such refinement is a form of averaging, and enjoys
strong large deviation properties.

As a consequence we show, in particular, that the smallest singular value σn(A)
of an N × n random matrix A with i.i.d. mean zero variance one entries enjoys
the following small ball estimate, for any ǫ > 0:

P
(
σn(A) < ǫ(

√
N + 1 −√

n)
)
≤ (Cǫ)N−n+1 (log 1/ǫ)

N−n+2
+ e−cN ,

which matches (up to a logarithmic error), for heavy-tailed matrices with arbitrary
aspect ratio, the corresponding sub-gaussian behavior (as per work of Rudelson
and Vershynin [3]). Allowing dependent rows in the discretization part is essential
for this result.

Furthermore, in the case of the square n×n matrix A with independent entries
having concentration function separated from 1, and such that E||A||2HS ≤ cn2,
one has

P

(
σn(A) <

ǫ√
n

)
≤ Cǫ + e−cn,

for any ǫ > c√
n

. Under the additional assumption of i.i.d. rows, this estimate is

valid for all ǫ > 0. In addition, we show that for an i.i.d. random matrix A, it

suffices to assume, for an arbitrary p > 0, that (E|Aei|p)
1
p ≤ C

√
n, to conclude

the strong small ball property of σn(A). Our estimates generalize the previous
results of Rudelson and Vershynin [2], which required the sub-gaussian mean zero
variance one assumptions. This condition is rather restrictive, however it shows
that some random matrices with certain pathological very heavy-tailed entries
(whose distribution depends on n), still enjoy the nice sub-gaussian behavior of
the smallest singular value.
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Theorems of Carathédory, Helly, and Tverberg without dimension

Imre Bárány

(joint work with Karim A. Adiprasito, Nabil Mustafa, Tamás Terpai)

Carathéodory’s classical theorem [4] from 1907 says that every point in the convex
hull of a point set P ⊂ Rd is in the convex hull of a subset Q ⊂ P with at most
d + 1 points. One cannot require here that |Q| ≤ r for some fixed r ≤ d because
for instance when P is finite, the union of the convex hull of all r-element subsets
of P has measure zero while convP may have positive measure. Instead one may
to try to find, given a ∈ convP , a subset Q ⊂ P with |Q| ≤ r so that a is close to
convQ. This is the content of the following theorem:

Theorem 1. Let P be a set of n points in Rd, r ∈ [n] and a ∈ convP . Then
there exists a subset Q of P with |Q| = r such that d (a, convQ) < diamP√

2r
.

In the statement of the theorem the dimension d has disappeared. So one can
think of the n-element point set P as a set in Rn (or Rn−1) with a ∈ convP .
The conclusion is that for every r < n the set P has a subset Q of size r whose
convex hull is close to a. That is why we like to call the result “no-dimension
Carathéodory theorem”. The appearance of the factor diamP is quite natural
here. The dependence on r is best possible: when d = n − 1 and P is the set of
vertices of a regular (n− 1)-dimensional simplex whose centre is a, then for every
Q ⊂ P with |Q| = r,

d(a, convQ) =

√
1

2r
− 1

2n
diamP,

which is asymptotically the same as the upper bound in Theorem 1 in the no
dimension setting.

The coloured version of Carathéodory’s theorem [3] states that if a ∈⋂d+1
1 convPi, where Pi ⊂ Rd, then there is a transversal T = {p1, . . . , pd+1}

such that a ∈ convT . Here a transversal of the set system P1, . . . , Pd+1 is a set
T = {p1, . . . , pd+1} such that pi ∈ Pi for all i ∈ [d + 1]. We extend this to the
no-dimension case as follows.

Theorem 2. Let P1, . . . , Pr be r ≥ 2 point sets in Rd such that a ∈ ⋂r
1 convPi.

Define D = maxi∈[r] diamPi. Then there exists a transversal T such that

d (a, convT ) <
D√
2r
.

The proof is an averaging argument that can be turned into a randomized al-
gorithm that finds the transversal T in question; the method of conditional prob-
abilities also gives a deterministic algorithm. We give another, also algorithmic,
proof is which based on the Frank-Wolfe procedure [5].

There are earlier results of the same type by Starr, Cassels, Maurey, Carl, Carl
and Pajor, Bárány and Füredi, Barman. Further details of the history can be
found in the full version of the paper [1].



Convex Geometry and its Applications 3233

Several results in combinatorial convexity have similar no-dimension versions.
Our first example is Helly’s theorem.

Theorem 3. Assume K1, . . . ,Kn are convex sets in Rd and k ∈ [n]. For J ⊂ [n]
define K(J) =

⋂
j∈J Kj. If the Euclidean unit ball B(b, 1) centered at b ∈ R

d

intersects K(J) for every J ⊂ [n] with |J | = k, then there is point q ∈ R
d such

that

d(q,Ki) ≤
1√
k

for all i ∈ [n].

The precise bound in this theorem is

(1) d(q,Ki) ≤
√

n− k

k(n− 1)
=

√
1

k
− 1

n− 1
+

1

k(n− 1)
.

The proof is based on a geometric inequality about simplices that seems to be
new.

Theorem 4. Let ∆ be a (non-degenerate) simplex on n vertices with inradius
r and let k ∈ [n]. Then any ball intersecting the affine span of each (k − 1)-

dimensional face of ∆ has radius at least λnr where λn =
√

(n−1)(n−k)
k is the

optimal ratio for the regular simplex.

Theorem 3 extends to the colourful version of Helly’s theorem, due to Lovász
(see [3]), and to the fractional Helly theorem of Katchalski and Liu [6]. Their
proofs are based on a more general result. To state it some preparation is needed.
We write B(a, ρ) for the Euclidean ball centred at a ∈ Rd of radius ρ. Sup-
pose F1, . . . ,Fk are finite and non-empty families of convex sets in Rd, Fi can be
thought of as a collection of convex sets of colour i. A transversal T of the system
F1, . . . ,Fk is just T = {K1, . . . ,Kk} where Ki ∈ Fi for all i ∈ [k]. We define

K(T ) =
⋂k

1 Ki. Given ρi > 0 for all i ∈ [k], set ρ =
√
ρ21 + . . .+ ρ2k.

Theorem 5. Assume that, under the above conditions, for every p ∈ Rd there
are at least mi sets K ∈ Fi with B(p, ρi)

⋂
K = ∅ for all i ∈ [k]. Then for every

q ∈ R
d there are at least

∏k
1 mi transversals T such that

d(q,K(T )) > ρ,

with the convention that d(q, ∅) = ∞.

The no-dimensional version of Tverberg’s famous theorem [7] is the following.

Theorem 6. Given a set P of n points in Rd and an integer 2 ≤ k ≤ n, there
exists a point q ∈ Rd and a partition of P into k sets P1, . . . , Pk such that

d (q, convPi) ≤ (2 +
√

2) ·
√
k

n
diamP for every ∈ [k].

Actually this result is a corollary to the more general coloured Tverberg the-
orem (cf. [8]), no-dimension version. We assume that the sets C1, . . . , Cr ⊂ Rd

(considered as colours) are disjoint and each has size k. Set P =
⋃r

1 Cj .
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Theorem 7. Under the above conditions there is a point q ∈ R
d and a partition

P1, . . . , Pk of P such that |Pi∩Cj | = 1 for every i ∈ [k] and every j ∈ [r] satisfying

d(q, convPi) ≤ (1 +
√

2)
diamP√

r
for every i ∈ [k].

The bounds given in Theorems 6 and 7 are best possible apart from the con-
stants. We remark further that several results in combinatorial convexity have
no-dimension versions, for instance the center point theorem, the first selection
lemma, the weak ε-net theorem, and also the (p, q) theorem of Alon and Kleit-
man [2].
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Dar’s conjecture and the log-Brunn-Minkowski inequality

Dongmeng Xi

(joint work with Gangsong Leng)

Let Kn be the class of convex bodies (compact, convex sets with non-empty interi-
ors) in Euclidean n-space Rn, and let Kn

o be the class of members of Kn containing
o (the origin) in their interiors. The classical Brunn-Minkowski inequality states
that

(1) |K + L| 1
n ≥ |K| 1n + |L| 1

n ,

with equality if and only if K and L are homothetic. Here K,L ∈ Kn, | · | denotes
the n-dimensional Lebesgue measure, and K + L denotes the Minkowski sum of
K and L:

K + L = {x+ y : x ∈ K and y ∈ L}.
In his survey article, Gardner [5] summarized the history of the Brunn-Min-

kowski inequality and some applications in many other fields.
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In 1999, Dar [3] conjectured that

(2) |K + L| 1
n ≥M(K,L)

1
n +

|K| 1
n |L| 1

n

M(K,L)
1
n

,

for convex bodies K and L. Here M(K,L) is defined by

M(K,L) = max
x∈Rn

|K ∩ (x+ L)|.

Dar [3] showed that (2) implies (1) for convex bodies. He also proved (2) in
some special cases.

1. Relationship with the stability of the B-M inequality

Dar’s conjecture has a close relationship with the stability of the Brunn-Min-
kowski inequality. The stability estimates are actually strong forms of the Brunn-
Minkowski inequality in special circumstances. Original works about this issue are
due to Diskant, Groemer, and Schneider.

Figalli, Maggi, and Pratelli [4] tackled the stability problem for convex bodies
with a more natural distance, i.e., “relative asymmetry” (which has a close rela-
tionship with the functional M(K,L)), by using mass transportation approach.
Using the same distance as in [4], Segal [6] improved the constants that appeared
in the stability versions in these inequalities for convex bodies. He also showed in
[6, Page 391] that Dar’s conjecture (2) will lead to a stronger stability version of
Brunn-Minkowski inequality for convex bodies.

In 2012, Campi, Gardner, and Gronchi [2, Page 1208] pointed out that Dar’s
conjecture “seems to be open even for planar o-symmetric bodies”. Besides, the
equality condition of (2) is also unknown.

2. The solution of Dar’s conjecture in dimension two

We proved that the inequality (2) holds for all planar convex bodies, and we also
give the equality condition.

Theorem 1. Let K,L be planar convex bodies. Then, we have

(3) |K + L| 12 ≥M(K,L)
1
2 +

|K| 12 |L| 12
M(K,L)

1
2

.

Equality holds if and only if one of the following conditions holds:

(i) K and L are parallelograms with parallel sides, and |K| = |L|;
(ii) K and L are homothetic.

In our proof of Theorem 1, the definition of “dilation position” (the definition is
in next section) plays a key role. It enables us to further study the other stronger
version of (1), i.e., the log-Brunn-Minkowski inequality (see [1, 7] for details).
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3. Log-Brunn-Minkowski inequality for non-symmetric convex bodies

The log-Brunn-Minkowski inequality for planar o-symmetric (symmetry with re-
spect to the origin) convex bodies was established by Böröczky, Lutwak, Yang,
and Zhang [1]. After that, they proposed the following problem for non-symmetric
convex bodies.

Problem. Let K,L ∈ K2. Is there a “good” position of the origin o, such that K
and an “appropriate” translate of L satisfy the log-Brunn-Minkowski inequality?

We gave a weak answer to this problem. Before this, we give the definition of
the so-called dilation position.

Let K,L ∈ Kn. We say K and L are at a dilation position, if o ∈ K ∩ L, and

(4) r(K,L)L ⊂ K ⊂ R(K,L)L.

Here r(K,L) and R(K,L) are relative inradius and relative outradius of K with
respect to L, i.e.,

r(K,L) = max{t > 0 : x+ tL ⊂ K and x ∈ R
n},

R(K,L) = min{t > 0 : K ⊂ x+ tL and x ∈ R
n}.

It is clear that

(5) r(K,L) = 1/R(L,K).

By the definition, it is clear that two o-symmetric convex bodies are always at
a dilation position.

When K and L are at a dilation position, o may be in ∂K ∩ ∂L. Therefore, we
should extend the definition of “geometric Minkowski combination” slightly. Let
K,L ∈ Kn with o ∈ K ∩ L. The geometric Minkowski combination of K and L is
defined as follows:

(6) (1 − λ) ·K +o λ · L :=
⋂

u∈Sn−1

{x ∈ R
n : x · u ≤ hK(u)1−λhL(u)λ},

for λ ∈ (0, 1); (1 − λ) ·K +o λ ·L := K for λ = 0; and (1 − λ) ·K +o λ ·L := L for
λ = 1.

We can prove that (1 − λ) ·K +o λ · L defined by (6) is always a convex body,
as long as K and L are at a dilation position. The followings are the general log-
Brunn-Minkowski inequality and the general log-Minkowski inequality for planar
convex bodies.

Theorem 2. Let K,L ∈ K2 with o ∈ K∩L. If K and L are at a dilation position,
then for all real λ ∈ [0, 1],

(7) |(1 − λ) ·K +o λ · L| ≥ |K|1−λ|L|λ.
When λ ∈ (0, 1), equality in the inequality holds if and only if K and L are dilates
or K and L are parallelograms with parallel sides.
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Theorem 3. Let K,L ∈ K2 with o ∈ K∩L. If K and L are at a dilation position,
then

(8)

∫

S1

log
hL
hK

dVK ≥ |K|
2

log
|L|
|K| .

Equality holds if and only if K and L are dilates or K and L are parallelograms
with parallel sides.

Here VK denotes the cone-volume measure. It can be seen from (4) that {hK =
0} = {hL = 0}. The integral in (8) should be understood to be taken on S1 except
the set {hK = 0}, which is of measure 0, with respect to the measure VK .

It can be easily seen from the fact (1−λ) ·K +o λ ·L ⊂ (1−λ)K +λL that (7)
implies the classical Brunn-Minkowski inequality (1) for all planar convex bodies.
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On a characterization of (dual) mixed volumes

Maŕıa A. Hernández Cifre

(joint work with David Alonso-Gutiérrez, Martin Henk)

Let Kn denote the set of convex bodies (compact and convex sets) in R
n. Given

K1, . . . ,Km ∈ Kn, λ1, . . . , λm ≥ 0, the volume of λ1K1 + · · · + λmKm is given by

vol(λ1K1 + · · · + λmKm) =

m∑

i1=1

· · ·
m∑

in=1

V(Ki1 , . . . ,Kin)λi1 · · ·λin .

The coefficients V(Ki1 , . . . ,Kin) ≥ 0 are the mixed volumes of K1, . . . ,Km, and

are symmetric in the indices. Therefore, there are Nn,m =
(
n+m−1

n

)
mixed volumes

associated to them sets. In the particular case of two convex bodies K,L ∈ Kn, the
mixed volumes V

(
K[n− i], L[i]

)
= Wi(K,L) are called relative quermassintegrals

of K with respect to L, i = 0, . . . , n.
Relating the mixed volumes we find the well-known Aleksandrov-Fenchel in-

equalities: if Cn−r is any (n− r)-tuple of the m convex bodies K1, . . . ,Km, then

(1) V(Ki,Kj , Cn−2)
2 ≥ V(Ki,Ki, Cn−2)V(Kj ,Kj, Cn−2),
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as well as the more general ones

(2) V
(
Ki[r−1],Kj , Cn−r

)
V
(
Ki,Kj [r−1], Cn−r

)
≥V

(
Ki[r], Cn−r

)
V
(
Kj [r], Cn−r

)
.

In [4] Shephard got a family of determinantal inequalities for mixed volumes: if

M =




V(K1,K1, Cn−2) V(K1,K2, Cn−2) . . . V(K1,Kn, Cn−2)
V(K1,K2, Cn−2) V(K2,K2, Cn−2) . . . V(K2,Kn, Cn−2)

...
...

. . .
...

V(K1,Kn, Cn−2) V(K2,Kn, Cn−2) . . . V(Kn,Kn, Cn−2)


 ,

every leading s-minor of M is ≥ 0 or ≤ 0 according to whether s is odd or even.
Then, Shephard posed the question whether the known inequalities relating the

mixed volumes are enough in order to characterize them, in the following sense:
given Nn,m non-negative real numbers satisfying the inequalities, do there exist
n convex bodies whose mixed volumes are the given numbers? He solved this
question when two convex bodies come into play:

Theorem 1 ([4]). Any given set of n+ 1 non-negative real numbers W0, . . . ,Wn

satisfying the inequalities (2), i.e., WiWj ≥ Wi−1Wj+1, 1 ≤ i ≤ j ≤ n− 1, arises
as the set of relative quermassintegrals of two convex bodies.

He provided a beautiful constructive proof when all Wi > 0, whereas the gen-
eral case was obtained by a rather non-constructive topological argument. In [3]
we reproved Shephard’s result with two slight advantages: i) we extended the con-
struction of the two convex bodies to the non-negative case, i.e., Wi ≥ 0; ii) we
reduced the number of involved inequalities to (1), namely, W2

i ≥ Wi−1Wi+1.
In [4] Shephard also proved that for m = n+ 2 sets, the previously mentioned

families of inequalities are not enough in order to characterize the mixed volumes.
The case n = 2 and m = 3 has also a positive answer: Heine [2] showed that (1),
together with the determinantal inequality, characterize the mixed volumes of 3
planar convex bodies. For 3 ≤ m ≤ n+ 1 (and n ≥ 3) the problem is still open.

Recently we have considered the corresponding Shephard problem within the
dual Brunn-Minkowski theory, i.e., to look for necessary and sufficient conditions
for a set of positive real numbers to be the dual quermassintegrals of two star
bodies in Rn. In order to define the star bodies, we call a non-empty set S ⊆ Rn

starshaped (with respect to the origin) if the segment [0, x] ⊆ S for all x ∈ S. A
compact starshaped set K whose radial function ρK(u) = max{ρ ≥ 0 : ρu ∈ K},
u ∈ S

n−1, is positive and continuous, is called a star body. We write Sn
0 to denote

the set of all star bodies in Rn. Moreover, the Minkowski sum + is replaced in
this setting by the so-called radial addition +̃, namely: for x, y ∈ Rn,

x+̃y =

{
x+ y, if x, y are linearly dependent,

0, otherwise.

Then the volume of the radial sum K+̃λL, for K,L ∈ Sn
0 and λ ≥ 0, is also ex-

pressed as a polynomial, whose coefficients W̃i(K,L) are the (relative) dual quer-
massintegrals of K and L. Dual quermassintegrals have an integral representation
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in terms of the radial functions of K and L,

W̃i(K,L) =
1

n

∫

Sn−1

ρK(u)n−iρL(u)i dσ(u)

(here σ is the usual spherical Lebesgue measure), which allows us to define dual
quermassintegrals for any real index i ∈ R. In this setting we have proved the
following result:

Theorem 2 ([1]). For R = (r0 = 0, r1, . . . , rm), with rj ∈ R, 1 ≤ j ≤ m, and
0 < a < b, we write CR

a,b = pos
{

(1, tr1 , . . . , trm)⊺ : t ∈ [a, b]
}

⊂ Rm+1. Let
ωi ∈ R>0, 0 ≤ i ≤ m, be positive real numbers and let n ≥ 2. Then there exist
K,L ∈ Sn

0 such that

W̃ri(K,L) = ωi, 0 ≤ i ≤ m,

if and only if

(1) either there exist 0 < a < b such that

(ω0, ω1, . . . , ωm)⊺ ∈ intCR
a,b,

(2) or ωi = λriω0 for some λ > 0 and 1 ≤ i ≤ m (in this case L = λK).

The characterization of dual quermassintegrals is related to the famous moment
problem via Riesz’s theorem, which is also a key tool in the proof of our theorem.

Moreover, based on this relation, new determinantal inequalities among the
dual quermassintegrals can be derived:

Corollary 1 ([1]). Let K,L ∈ Sn
0 and let m ∈ N, m ≥ 1. For pairwise distinct

numbers r1, . . . , rm ∈ R, let Am ∈ Rm×m be the Hankel matrix

Am =
(

W̃ri+rj (K,L)
)
1≤i,j≤m

.

Then detAm ≥ 0, with equality if and only if K = λL for some λ > 0.
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On a conjecture about the tensor product of cones

Guillaume Aubrun

(joint work with Ludovico Lami, Carlos Palazuelos)

We work in a finite-dimensional real vector space V and consider a cone C ⊂ V
(all cones are implicitly convex, closed, salient and generating). The dual cone
C∗ ⊂ V ∗ is defined as C∗ = {φ ∈ V ∗ : φ(x) > 0 ∀x ∈ C}.

Given two such cones C1 ⊂ V1, C2 ⊂ V2, there are two canonical ways to define
the tensor product:

(1) The minimal tensor product

C1 ⊗min C2 = conv{x1 ⊗ x2 : xi ∈ Ci}.
(2) The maximal tensor product

C1 ⊗max C2 = (C∗
1 ⊗min C∗

2 )
∗
.

By analogy with the terminology used in C∗-algebras, we say that (C1, C2) is a
nuclear pair if C1⊗min C2 = C1⊗max C2 (the inclusion ⊂ always holds). We point a
reformulation in terms of operators: the pair (C1, C2) is nuclear if and only if every
linear map Φ : V ∗

1 → V2 which is positive (i.e such that Φ(C∗
1 ) ⊂ C2) is a sum of

rank 1 positive maps.
We say that a cone C is classical if it has a basis which is a simplex. It is easy to

see that a pair of cones is nuclear whenever one of them is classical. We conjecture
that the converse holds.

Conjecture 1. For any cones C1, C2,
(C1, C2) is nuclear ⇐⇒ C1 or C2 is classical.

Our conjecture has a strong motivation from physics. The fact that the pair
(PSD,PSD) is not nuclear (PSD is the cone of positive semi-definite matrices)
is related to the phenomenon of quantum entanglement. In the language of “gen-
eralized probabilistic theories”, our conjecture means that entanglement exists
between any two non-classical theories.

The only related work is a 1969 paper by Namioka–Phelps [1] where it is proved
that

(C�, C) is nuclear ⇐⇒ C is classical,

where C� ⊂ R3 is the cone with a square as a basis.

We give support to our conjecture by proving its validity in the following par-
ticular cases.

Theorem 1. Let C1, C2 be two 3-dimensional cones. Then

(C1, C2) is nuclear ⇐⇒ C1 or C2 is classical.

Theorem 2. Let C1, C2 be two polyhedral cones. Then

(C1, C2) is nuclear ⇐⇒ C1 or C2 is classical.
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Theorem 3. Let C1, C2 be cones with a centrally symmetric basis and dim Ci > 3.
Then (C1, C2) is not nuclear.

The ingredient in the proof of Theorem 1 is a non-symmetric version of Auer-
bach’s lemma for planar convex bodies. The proof of Theorem 2 is by induction
on the dimension, with Theorem 1 as the base case; it uses the known fact that
simplices are the only polytopes which are both simple and simplicial. The proof
of Theorem 3 connects with the projective and injective tensor products of Banach
spaces, for which analagous questions were studied in [2].
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On Rogers-Shephard type inequalities for general measures

Jesús Yepes Nicolás

(joint work with David Alonso-Gutiérrez, Maŕıa A. Hernández Cifre, Michael
Roysdon, Artem Zvavitch)

The classical Rogers-Shephard inequality in Rn, originally proven in [4], states
that

vol(K −K) ≤
(

2n

n

)
vol(K),

for any convex body K ⊂ Rn, with equality if and only if K is a simplex. Here
K −K = {x− y : x ∈ K, y ∈ K} denotes the so-called difference set whereas by
a convex body we mean a compact convex set with non-empty interior.

In [5], in addition to K−K, Rogers and Shephard considered two other centrally
symmetric convex bodies associated with K. The first one is

CK =
{

(x, θ) ∈ R
n+1 : x ∈ (1 − θ)K + θ(−K), θ ∈ [0, 1]

}
,

whose volume is given by

voln+1(CK) =

∫ 1

0

vol
(
(1 − θ)K + θ(−K)

)
dθ.

The second one is just conv
(
K ∪ (−K)

)
. The relation of the volumes of CK and

conv
(
K ∪ (−K)

)
to the volume of K was proved in [5], obtaining on one hand

that for any convex body K ⊂ Rn containing the origin

(1)

∫ 1

0

vol
(
(1 − θ)K + θ(−K)

)
dθ ≤ 2n

n+ 1
vol(K),

with equality if and only if K is a simplex. On the other hand,

(2) vol
(

conv
(
K ∪ (−K)

))
≤ 2n vol(K),
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with equality if and only if K is a simplex with the origin as a vertex.

In this talk we discuss whether one may obtain some Rogers-Shephard type
inequalities for convex bodies, in the spirit of the above results, when dealing with
measures on the Euclidean space associated to general densities. To this aim,
we point out that certain assumptions must be imposed to the densities as well
as some reformulation on the ‘structure’ of the inequalities has to be taken into
account. In relation to the latter, we observe that one cannot expect to obtain

µ(K −K) ≤
(

2n

n

)
µ(K)

without having certain control on the ‘position’ of the body K, as it may be shown
by considering the standard Gaussian measure and taking as K a unit ball with
center x, with |x| large enough. To solve this issue, given a measure µ on Rn, we
define its translated-average µ as

µ(K) =
1

vol(K)

∫

K

µ(−y +K) dy.

Then, with this notion, our first main result reads as follows.

Theorem 1 ([2]). Let K ⊂ Rn be a convex body. Let µ be a measure on Rn given
by dµ(x) = φ(x) dx, where φ : Rn −→ [0,∞) is radially decreasing. Then

(3) µ(K −K) ≤
(

2n

n

)
min

{
µ(K), µ(−K)

}
.

Moreover, if φ is continuous at the origin then equality holds in (3) if and only if
µ is a constant multiple of the Lebesgue measure on K −K and K is a simplex.

Regarding analogs of both (1) and (2) in the setting of measures with radially
decreasing density we have the following result:

Theorem 2 ([2]). Let K ⊂ R
n be a convex body containing the origin. Let µ be

a measure on Rn given by dµ(x) = φ(x) dx, where φ : Rn −→ [0,∞) is radially
decreasing. Then

(4)

∫ 1

0

µ
(
(1 − θ)K + θ(−K)

)
dθ ≤ 2n

n+ 1
sup
y∈K

θ∈(0,1]

µ
(
(1 − θ)y − θK

)

θn

and

(5) µ
(

conv
(
K ∪ (−K)

))
≤ 2n sup

y∈K
θ∈(0,1]

µ
(
(1 − θ)y − θK

)

θn
.

Moreover, if φ is continuous at the origin then equality holds in (4) if and only if
µ is a constant multiple of the Lebesgue measure on conv

(
K ∪ (−K)

)
and K is

a simplex, and equality holds in (5) if and only if µ is a constant multiple of the
Lebesgue measure on conv

(
K ∪ (−K)

)
and K is a simplex with the origin as a

vertex.



Convex Geometry and its Applications 3243

We also prove some Rogers-Shephard type inequalities involving both the pro-
jection PHK (onto a plane H) and the maximal measure section (through trans-
lates of the orthogonal complement of H) of a convex body K ⊂ Rn, namely,

µn−k

(
PHK

)
µk

(
K ∩H⊥) ≤

(
n

k

)
µn(K),

underlying which is the main difference with respect to the classical setting: the
necessity of assuming that PHK ⊂ K.

Finally, in a similar way, we show that certain functional versions of classical
Rogers-Shephard type inequalities may be also derived as consequences of our
approach. This generalizes some previous results from [1, 3].
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Volume, polar volume and Euler characteristic for convex functions

Fabian Mussnig

A map Z defined on the subset S of a lattice is called a valuation if

Z(u) + Z(v) = Z(u ∨ v) + Z(u ∧ v)

whenever u, v, u∨ v, u∧ v are in S. Valuations defined on the set of convex bodies
(compact convex sets) in R

n have been studied since Dehn’s solution of Hilbert’s
Third Problem in 1901. In this case, ∨ and ∧ denote union and intersection,
respectively, and the first classification of valuations on convex bodies was obtained
by Blaschke in the 1930s, thus characterizing the Euler characteristic and the n-
dimensional volume.

In recent years, valuations on function spaces have been introduced and stud-
ied. Here, u ∨ v denotes the pointwise maximum of u and v and u ∧ v denotes
the pointwise minimum of two functions u, v ∈ S, where S is a space of real-
valued functions on R

n. Together with Andrea Colesanti and Monika Ludwig the
following analogue of Blaschke’s result was established on the space

Conv(Rn) = {u : Rn → (−∞,+∞] : u is convex, l.s.c.,

lim|x|→+∞ u(x) = +∞, u 6≡ +∞}.
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Theorem 1 ([2]). For n ≥ 2, a map Z : Conv(Rn) → [0,∞) is a continuous,
SL(n) and translation invariant valuation if and only if there exist continuous
functions ζ0, ζ1 : R → [0,∞) where

∫∞
0 tn−1ζ1(t) dt <∞ such that

Z(u) = ζ0(minx∈Rn u(x)) +

∫

domu

ζ1
(
u(x)

)
dx

for every u ∈ Conv(Rn).

Here, continuity of Z is understood with respect to epi-convergence (also called
Γ-convergence), which coincides with pointwise convergence if the functions are
convex and finite. Furthermore, Z is called translation invariant if Z(u ◦ τ−1) =
Z(u) for every translation τ on Rn and SL(n) invariant if Z(u ◦ φ−1) = Z(u) for
every φ ∈ SL(n).

More recently, this result could be improved by restricting to the space

Conv(Rn,R) = {u ∈ Conv(Rn) : u(x) < +∞ ∀x ∈ R
n}.

There, u∗(x) = supy∈Rn

(
x · y − u(y)

)
denotes the convex conjugate or Legendre

transform of the function u.

Theorem 2 ([4]). For n ≥ 2, a map Z : Conv(Rn,R) → [0,∞) is a continuous,
SL(n) and translation invariant valuation if and only if there exist continuous
functions ζ0, ζ1, ζ2 : R → [0,∞) where

∫∞
0 tn−1ζ1(t) dt < ∞ and ζ2(t) = 0 for all

t ≥ T with some T ∈ R such that

(1) Z(u) = ζ0(minx∈Rn u(x))+

∫

Rn

ζ1
(
u(x)

)
dx+

∫

domu∗

ζ2
(
∇u∗(x)·x−u∗(x)

)
dx

for every u ∈ Conv(Rn,R).

The proof of this result is based on a characterization of the Euler characteristic,
volume and volume of the polar body as continuous, SL(n) invariant valuations
on the space of convex bodies that contain the origin their interiors by Haberl and
Parapatits [3].

Remark 1. For a function u ∈ Conv(Rn,R)∩C2(Rn), the new term in (1) can be
rewritten as ∫

Rn

ζ2(u(x)) det(D2u(x)) dx

where D2u(x) is the Hessian matrix of u and det(D2u(x)) denotes its determinant.
This is also a special case of the so-called Hessian valuations that were introduced
in [1].
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The logarithmic Minkowski problem, the logarithmic
Brunn-Minkowski conjecture and relatives

Károly J. Böröczky

For any convex body K (compact, convex, non-empty interior) in Rn, we write SK

to denote the surface area measure on Sn−1 (see Schneider [8]). If ∂K is C2
+ and

κ(u) stands for the Gaussian curvature at the boundary point of ∂K with exterior
unit normal u ∈ Sn−1, then

dSK(u) = κ−1(u) du

with respect to the Lebesgue measure du on Sn−1, and we have

det(∇2h+ h I) = κ−1

where h(u) = hK(u) = max{〈u, x〉 : x ∈ K} is the support function. For an
admissible Borel measure µ on Sn−1, the classical Minkowski problem asks for a
convex body K satisfying µ = SK . Uniqueness of the solution up to translation
follows via the Brunn-Minkowski inequality

V ((1 − λ)K + λC)
1
n ≥ (1 − λ)V (K)

1
n + λV (C)

1
n ,

for λ ∈ [0, 1], which can be written in the dimension invariant form

(1) V ((1 − λ)K + λC) ≥ V (K)1−λV (C)λ.

Various argument is known to prove the Brunn-Minkowski inequality. The first
clean optimal transportation proof is due to Gromov, which was developed into a
sharp stability result by Figalli, Maggi, Pratelli.

The Lp-Brunn-Minkowski theory was initiated by Lutwak [7] where p = 1 is the
classical case. For a finite Borel measure µ on Sn−1 and p ∈ R, the corresponding
Lp-Minkowski problem asks for a convex body K with o ∈ K such that dµ =

h1−p
K dSK ; or in other words, the corresponding Monge-Ampère equation is

h1−p
K det(∇2h+ h I) = f.

Here dVK = hKdSK is the cone-volume measure of Gromov, Milman in the
p = 0 case. Böröczky, Lutwak, Yang, Zhang [1] charactherized even cone-volume
measures solving the even logarithmic Minkowski problem, and conjectured that
VK = VC for o-symmetric convex bodies K,C with C2

+ boundary implies K = C.
For p ≥ 0, λ ∈ [0, 1] and convex bodies K,C with o ∈ intK, intC, the Lp-linear

combination is defined by

(1 − λ)K +p λC = {x ∈ R
n : 〈x, u〉p ≤ (1 − λ)hK(u)p + λhC(u)p} if p > 0,

(1 − λ)K +0 λC = {x ∈ R
n : 〈x, u〉 ≤ hK(u)1−λhC(u)λ}

where the L1 addition is just Minkowski addition. If p ≥ 1 and K,C are any
convex bodies with o ∈ intK, intC, then the inequality

(2) V ((1 − λ)K +p λC) ≥ V (K)1−λV (C)λ

is a direct consequence of the Brunn-Minkowski inequality (1).
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According to the Lp-Brunn-Minkowski conjecture due to Böröczky, Lutwak,
Yang, Zhang [1], (2) holds for any p ∈ [0, 1) and o-symmetric convex bodies K,C
(it does not hold say for shifted cubes so needs some assumption on a center). It is
known that the uniqueness of the solution of the even Lp-Minkowski problem for
absolutely continuous measures would yield the Lp-Brunn-Minkowski conjecture
for p ∈ [0, 1).

The p = 0 case, which has been verified say in the plane and for unconditional
bodies in Rn, is the celebrated so-called logarithmic Brunn-Minkowski conjec-
ture. It yields (2) for p ∈ [0, 1) and o-symmetric convex bodies K,C not only for
Lebesgue measure but for any even log-concave measure according to Saraglou,
and also yields the Gardner-Zvavitch conjecture for Gaussian measure (see ([5]).

The last months saw exiting new developments related to the logarithmic Brunn-
Minkowski conjecture. Kolesnikov, Milman [6] considered the renormalized Hilbert
operator, and proved the existence of pn ∈ (0, 1), pn > 1 − c

n3/2 such that (2)

and the uniqueness of the smooth even Lp-Minkowski problem holds in some C2

neighbourhood of any o-symmetric convex body M with C2
+ boundary. Extending

this result via Schauder theory in PDE, Chen, Huang, Li, Liu [3] verified (2) for
p ∈ (pn, 1) and any o-symmetric convex bodies K,C by establishing he unique-
ness of the solution of the even smooth Lp-Minkowski problem. Using also some
estimates in [6], Kolesnikov, Livshyts [5] proved a weaker form

γ((1 − λ)K + λC)
1
2n ≥ (1 − λ)γ(K)

1
2n + λγ(C)

1
2n

of the Gardner-Zvavitch conjecture where γ is the standard Gaussian measure and
K and C are o-symmetric convex bodies.

For the logarithmic Brunn-Minkowski conjecture itself, Kolesnikov [4] provided
the optimal tranportation set up. In addition, again extending some result in [6],
[3] proved (2) if K is C2-close to the unit ball and both K and C are o-symmetric.
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Rotational Crofton formulae for Minkowski tensors

Eva B. Vedel Jensen

(joint work with Anne Marie Svane)

Motivated by applications in local stereology, we consider rotational Crofton for-
mulae for Minkowski tensors. First, we discuss the following special case

(1)

∫

G(n,q)

Vj(K ∩ L) νq(dL), K ∈ Kn,

q = 1, . . . , n − 1, j = 0, . . . , q, where G(n, q) is the set of q-dimensional linear
subspaces of Rn, Vj is the intrinsic volume of order j and νq is the unique rotation
invariant probability measure on G(n, q). For j = q, (1) can be expressed as a
simple integral with respect to Lebesgue measure in Rn, while for j < q it can be
shown that (1) is an integral over the normal bundle norK with respect to the
(n − 1)th support measure of K and with an integrand not only depending on
x ∈ bdK and an outer unit normal of K at x, but also on the principal directions.

These results have recently been generalized to the case of Minkowski tensors
([2]). More specifically, integrals of the form (1) with Vj replaced by (the intrin-
sically defined) Minkowski tensor Φr,s

jL of order j and rank r, s have been studied

in [2]. Again, the case j = q has a simple solution. For j = q − 1, an explicit
expression can be derived, involving hypergeometric functions. We also discuss
briefly the ’opposite problem’ of expressing a Minkowski tensor Φr,s

j , defined in

Rn, as a rotational integral. This problem has partly been solved in [1]. Finally,
it is shown how the results can be used in the stereological analysis of particle
processes.
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Improved bounds for Hadwiger’s covering problem via thin-shell
estimates

Boaz A. Slomka

(joint work with Han Huang, Tomasz Tkocz, Beatrice-Helen Vritsiou)

A central problem in discrete geometry, known as Hadwiger’s covering problem,
asks what is the smallest natural number N(n) such that every convex body in R

n

can be covered by a union of the interiors of at most N (n) of its translates. It is
conjectured that N(n) ≤ 2n where 2n translates are needed only for parallelotpes.

This problem was posed by Hadwiger [6] for n ≥ 3 but was already considered
and settled for n = 2 a few years earlier by Levi [7]. An equivalent formulation,
in which the interior of the convex body is replaced by smaller homothetic copies
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of it, was independently posed by Gohberg and Markus [4]. For a comprehensive
survey of this problem and most of the progress made so far towards its solution
see e.g. [2, 3, 9].

Despite continuous efforts, the best general upper bound known for this number
remains as it was more than sixty years ago, of the order of

(
2n
n

)
n lnn (which is a

consequence of Rogers’ estimate [10] and the Rogers-Shephard inequaity [11]).

In this talk, I will present a new result in which we improve this bound by a
sub-exponential factor. That is, we prove a bound of the order of

(
2n
n

)
e−c

√
n for

some universal constant c > 0.
Our approach combines ideas from [1] with tools from asymptotic geometric

analysis. One of the key steps is proving a new lower bound for ∆KB(K), the
Kövner-Besicovitch measure of symmetry for a convex body K ⊂ Rn. Namely, we
prove that for some universal constant c > 0 and every convex body K ⊂ Rn,

∆KB(K) := max
x∈Rn

Vol((x−K) ∩ (K − x))

Vol(K)
≥ 2−nec

√
n.

The proof of this lower bound involves using the property of an isotropic log-
concave measure to concentrate in a thin shell, and in particular a quantitative
form of it by Guédon and E. Milman [5]. In fact, we are able to establish the
same lower bound for Vol(K ∩ (−K))/Vol(K) when the barycenter of K is at the
origin, thus improving a previous result of V. Milman and Pajor [8]. This is done
by combining the above mentioned thin-shell estimates with the notion of entropy.

Using the same ideas, we establish an exponentially better bound for N(n) when
restricting our attention to convex bodies that are ψ2. By a slightly different
approach, an exponential improvement is established also for classes of convex
bodies with positive modulus of convexity.
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On the maximal perimeter of hyperplane sections of the cube

Alexander Koldobsky

(joint work with Hermann König)

A well-known result of Ball [1] states that the hyperplane section of the n-dim-
ensional unit cube Bn

∞ = [− 1
2 ,

1
2 ]n perpendicular to amax := 1√

2
(1, 1, 0, . . . , 0) has

the maximal (n − 1)-dimensional volume among all hyperplane sections, i.e. for
any a = (a1, ..., an) ∈ Sn−1 ⊂ Rn

voln−1(Bn
∞ ∩ a⊥) ≤ voln−1(Bn

∞ ∩ a⊥max) =
√

2,

where a⊥ is the central hyperplane orthogonal to a.
Pe lczyński [3] asked whether the same hyperplane section is also maximal for

intersections with the boundary of the n-cube, i.e. whether for all a ∈ Sn−1 ⊂ Rn

voln−2(∂Bn
∞ ∩ a⊥) ≤ voln−2(∂Bn

∞ ∩ a⊥max) = 2((n− 2)
√

2 + 1).

He proved it for n = 3 when vol1(∂B3
∞ ∩ a⊥) is the perimeter of the quadrangle

or hexagon of intersection. We answer Pe lczyński’s question affirmatively for all
n ≥ 3.

Ball used his result to prove that the answer to the Busemann-Petty problem
is negative in dimensions 10 and higher. The Busemann-Petty problem asks the
following question. Suppose that origin-symmetric convex bodies K,L in Rn sat-
isfy voln−1(K ∩ a⊥) ≤ voln−1(L ∩ a⊥) for all a ∈ Sn−1. Does it follow that the
n-dimensional volume of K is smaller than that of L, i.e. volnK ≤ voln L? The
problem was solved as the result of work of many mathematicians, and the answer
is affirmative for n ≤ 4, and it is negative for n ≥ 5. We refer to the monograph
[2] for details.

Ball’s result was one of the steps of the solution. He showed that the answer
is negative when n ≥ 10, K is the unit cube and L is the Euclidean ball in Rn

whose radius is chosen so that the (n−1)-dimensional volume of central hyperplane

sections is equal to
√

2.
We consider the following analogue of the Busemann-Petty problem for the

surface area. Suppose that origin-symmetric convex bodies K,L in Rn satisfy

voln−2(∂K ∩ a⊥) ≤ voln−2(∂L ∩ a⊥)

for all a ∈ Sn−1, i.e. the surface area (perimeter) of every central hyperplane
section of K is smaller than the same for L. Does it follow that the surface area
of K is smaller than that of L, i.e.

voln−1(∂K) ≤ voln−1(∂L)?
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We prove that the answer is negative for n ≥ 14, with K being the unit cube
and L the Euclidean ball whose radius is chosen so that the perimeter of every
central hyperplane section is 2((n− 2)

√
2 + 1).
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Reciprocals and flowers in convexity

Vitali Milman

(joint work with Emanuel Milman, Liran Rotem)

We study new classes of convex bodies and star bodies with unusual properties.
First we define the class of reciprocal bodies, which may be viewed as convex
bodies of the form “1/K”. The map K 7→ K ′ sending a body to its reciprocal is
a duality on the class of reciprocal bodies, and we study its properties.

To connect this new map with the classic polarity we use another construction,
associating to each convex body K a star body which we call its flower and de-

note by K♣. Let Bx denote the Euclidean ball with center x
2 and radius |x|

2 , or

equivalently with the interval [0, x] as a diameter. Then the flower K♣ is defined
by

K♣ =
⋃

x∈K

Bx.

The mapping K 7→ K♣ is a bijection between the class Kn
0 of convex bodies

and the class Fn of flowers. Even though flowers are in general not convex, their
study is very useful to the study of convex geometry. For example, we show that
the polarity map ◦ : Kn

0 → Kn
0 decomposes into two separate bijections: First our

flower map ♣ : Kn
0 → Fn, followed by a slight modification Φ of the spherical

inversion which maps Fn back to Kn
0 . Each of these maps has its own properties,

which combine to create the various properties of the polarity map.
We study the various relations between the four maps ′, ◦, ♣ and Φ and use

these relations to derive some of their properties. For example, we show that a
convex body K is a reciprocal body if and only if its flower K♣ is convex.

We show that the class Fn has a very rich structure, and is closed under many
operations, including the Minkowski addition. This structure has corollaries for the
other maps which we study. For example, we show that if K and T are reciprocal
bodies so is their “harmonic sum” (K◦ + T ◦)◦. We also show that the volume∣∣∣(
∑

i λiKi)
♣
∣∣∣ is a homogeneous polynomial in the λi’s, whose coefficients can be

called “♣-type mixed volumes”. These mixed volumes satisfy natural geometric
inequalities, such as an elliptic Alexandrov-Fenchel inequality. More geometric
inequalities are also derived.
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Gaussian concentration and convexity

Petros Valettas

(joint work with Grigoris Paouris, Konstantin Tikhomirov)

The concentration of measure phenomenon is considered by now an indispensable
tool for the study of high-dimensional structures. For context let us recall the
classical concentration inequality in Gauss’ space, proved independently in [1, 10].

Theorem 1 (Borell, 1975, Sudakov, Tsirel’son, 1974). Let f : Rn → R be an
L-Lipschitz map. Then, for every t > 0

max{P(f(G) − Ef(G) ≥ tL),P(f(G) − Ef(G) ≤ −tL)} ≤ exp(−t2/2),(1)

where G is the standard Gaussian vector in Rn.

Nowadays, this fundamental inequality is customary addressed as consequence
of the Gaussian isoperimetric principle. For f being a norm, it is known (see [5,
Corollary 3.2]) that the estimate is optimal (up to universal constants) in the large
deviation regime, i.e. for t ≥ Ef(G)/L. For all its qualities the concentration (of
norms) in terms of the Lipschitz constant has a drawback: it does not yield bounds
of optimal order in many key situations. However, one-sided improvements can
always be obtained in the presence of convexity. More precisely, for f convex (not
necessarily Lipschitz) the Gaussian isoperimetry implies (see [9, §5.2] for a proof)

P

(
f(G) − Ef(G) ≤ −t

√
E‖∇f(G)‖22

)
≤ exp(−t2/2), t > 0.(2)

Clearly, the latter improves the lower tail in (1), since E‖∇f(G)‖22 ≤ L2. Further
refinements can be achieved, if we additionally exploit the convexity properties
of the Gaussian distribution. Namely, using the Gaussian analogue of Brunn-
Minkowski inequality due to Ehrhard [3], we obtain in [8] the following (see also
[11] for an alternative proof which yields its sharp form):

Theorem 2 (Paouris, Valettas, 2016). Let f be a convex function in Rn. Then,

P

(
f(G) − Ef(G) ≤ −t

√
Var[f(G)]

)
≤ exp(−t2/(4π)), t > 0.

Main features of this inequality are: (a) it demonstrates a new type of concen-
tration, which is explained by convexity rather than isoperimetry as opposed to the
previous cases, and (b) it improves upon (2), in view of the classical Poincaré in-
equality Var[f(G)] ≤ E‖∇f(G)‖22, thus exploiting the superconcentration phenom-
enon (following Chatterjee [2]) whenever occurs. Further, the, intuitively clear,
fact that a convex function of a Gaussian vector exhibits skew behavior was rig-
orously established in [11], again as application of Gaussian convexity.

Proposition 1 (Valettas, 2017). Let f be a convex function in Rn. Then,

P(f(G) ≤ med(f(G)) − t) ≤ P(f(G) > med(f(G)) + t), t > 0.
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The (improved) distributional inequalities discussed so far, provide strong evi-
dence that the concentration for convex functions (in particular for norms) below
the mean is more drastic. This behavior had only been confirmed in concrete
problems-examples using ad-hoc methods. A comprehensive approach, which also
highlights the underlying principles for this previously unexplored phenomenon, is
treated in a recent joint work with G. Paouris and K. Tikhomirov [7]. A sample
of findings from this work can be summarized in the following:

Theorem 3 (Paouris, Tikhomirov, Valettas, 2018). Let ‖ · ‖ be a norm in Rn.

(1) If ‖ · ‖ is 1-unconditional with E|∂i‖G‖| = E|∂j‖G‖| for i, j = 1, . . . , n,
then for any δ ∈ (0, 1/2) one has

P(‖G‖ ≤ cδE‖G‖) ≤ exp(−cn1−cδ2), P(‖G‖ ≤ (1 − δ)E‖G‖) ≤ exp(−ncδ).

(2) For the general case, there exists a linear map T such that for δ ∈ (0, 1/2)

P(‖TG‖ ≤ cδE‖TG‖) ≤ exp(−cn 1
4−cδ2),

P(‖TG‖ ≤ (1 − δ)E‖TG‖) ≤ exp(−ncδ),

where c > 0 is a universal constant.

The link between lower-deviation estimates and Dvoretzky-type results is well
known, see [4, 6]. For example, it follows from Theorem 3 (and Alexandrov’s

inequality) that any symmetric convex body K in Rn admits a linear image K̃

such that all the (normalized) quermassintegrals of K̃ up to polynomial order are
comparable. More precisely, for k ≤ cn1/5 one has

W[k](K̃) :=

(
1

|Bk
2 |

∫

Gn,k

|PF K̃| dνn,k(F )

)1/k

≥ cW[1](K̃).
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Angular curvature measures

Thomas Wannerer

The curvature measures Federer introduced in his seminal work [8] on the curvature
of non-smooth subsets of Rn take on a particularly simple form in the special case
of convex polytopes:

Φk(P,U) =
∑

F

γ(F, P ) volk(F ∩ U),

where P ⊂ Rn is a polytope, 0 ≤ k ≤ n is an integer, U ⊂ Rn is a Borel subset,
the sum extends over all k-faces of P , and γ(F, P ) is the external angle of P at
the face F . Given any function f on the Grassmannian of k-dimensional linear
subspaces of Rn, one may consider the weighted sums

(1) Φ(P,U) =
∑

F

f(F )γ(F, P ) volk(F ∩ U),

where the sum is over all k-faces of P and F is the translate of the affine hull
of F containing the origin. The obvious question arises whether such expressions
can be extended to curvature measures of more general subsets of Rn; any linear
combination of such curvature measures is called angular.

From a different perspective, angular curvature measures arise naturally in the
theory of valuations on Riemannian manifolds. Over the last decade it has become
clear that the theory of valuations on convex bodies, a classical line of research in
convex geometry, admits a natural continuation in the setting of general smooth
manifolds. According to the pioneering work of Alesker [1, 2, 3, 4, 5], to each
smooth manifold M is associated the commutative filtered algebra of smooth val-
uations V(M) on M , with the Euler characteristic χ as multiplicative identity.
Loosely speaking, smooth valuations on M are finitely additive set functions sat-
isfying a smoothness condition and the Alesker product of valuations reflects the
operation of intersection of subsets of M . It was soon realized that this new struc-
ture can be used to solve classical problems in integral geometry: the description
of explicit kinematic formulas in complex space forms – a problem first taken up
by Blaschke and his school in the 1930s with special cases solved by Santaló, Gray,
Shifrin, and others – had to wait until 2014 when it was finally found by Bernig, Fu,
and Solanes [6] using the new tools from valuation theory introduced by Alesker.

Smooth valuations may be localized, albeit non-uniquely. The resulting space
of smooth curvature measures on M , denoted by C(M), is naturally a module over
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V(M) with respect to the Alesker product. Bernig, Fu, and Solanes [6] observed
that a Riemannian metric on M induces a canonical isomorphism

τ : C(M) → Γ(Curv(TM))

between smooth curvature measures on M and smooth sections of the bundle of
translations-invariant smooth curvature measures on the tangent spaces of M .

Following [6] this allows us to make the following definition: a curvature measure
on M is called angular if τpΦ is angular for every point p ∈M . Let A(M) denote
the space of angular curvature measures on M . It may seem surprising, but there
are natural curvature measures, e.g., arising in hermitian integral geometry [6],
that are not angular.

The intrinsic volumes of a convex body play a fundamental role in convex geome-
try. Their extension to Riemannian manifolds are the Lipschitz-Killing valuations.
Their existence is non-trivial: Alesker first observed that it follows from a classical
theorem of H. Weyl on the volume of tubes in combination with the Nash em-
bedding theorem; an alternative approach in the spirit of Chern’s intrinsic proof
of the Gauss-Bonnet theorem can be found in [9]. The closely related Lipschitz-
Killing curvatures of M have remarkable properties; they arise for example in the
asymptotic expansion of the trace of the heat kernel and they converge under ap-
proximations of a Riemannian manifold by a piecewise linear one. The conjectures
presented in the next paragraph shed new light on the geometric meaning of the
Lipschitz-Killing valuations.

The Lipschitz-Killing valuations form a finite-dimensional subalgebra LK(M)
of V(M). Motivated by their results on the integral geometry of complex space
forms, Bernig, Fu, and Solanes [6] formulated the following

Angularity conjecture. Let M be a Riemannian manifold. Then A(M) is in-
variant under the action of the Lipschitz-Killing algebra,

LK(M) · A(M) ⊂ A(M)

Here · denotes the Alesker product. We call a valuation µ angular if µ ·A(M) ⊂
A(M). The angularity conjecture states that the Lipschitz-Killing valuations are
angular. Bernig, Fu, and Solanes [6] conjecture that this property even character-
izes the Lipschitz-Killing valuations:

Conjecture 1. The algebra of angular valuations on M equals LK(M).

In the presence of additional invariance assumptions the angularity conjecture
is known to be true in the following special cases: translation-invariant curvature
measures on Rn and isometry-invariant curvature measures in complex projective
space CPn. Both results are contained in [6]. Also for Conjecture 1 the integral
geometry of complex space forms provides evidence [7].

The main result presented in the talk is

Theorem 1 ([10]). The angularity conjecture is true.
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The proof of Theorem 1 relies on a complete classification of translation-in-
variant angular curvature measures on Rn, Theorem 2 below. Clearly, every an-
gular curvature measure (1) is even in the sense that Φ(−P,−U) = Φ(P,U). It
is not difficult to see that for k = n − 1 this is the only restriction and thus (1)
extends for every smooth function f to a smooth curvature measure. Choosing f
to be constant yields the well-known curvature measures introduced by Federer [8].
Further examples of angular curvature measures of degree k < n − 1 are harder
to come by. A whole family of examples are the constant coefficient curvature
measures introduced by Bernig, Fu, and Solanes [6].

Let G̃rk(Rn) denote the oriented Grassmannian, the manifold of oriented k-

dimensional linear subspaces of Rn. We call a function on G̃rk(Rn) even if it is
invariant under change of orientation. Note that even functions on the oriented

Grassmannian G̃rk(Rn) correspond bijectively to functions on Grk(Rn). The ori-

ented Grassmannian smoothly embeds into the exterior power ∧k
Rn as E 7→ ~E,

where ~E = e1 ∧ · · · ∧ ek for some positively oriented orthonormal basis of E. This
map is called the Plücker embedding.

Theorem 2 ([10]). Let 0 ≤ k < n − 1 be an integer and f be a function on
Grk(Rn). Then (1) extends to a translation-invariant smooth curvature measure

on Rn if and only if f is the restriction of a 2-homogeneous polynomial on ∧k
Rn

to the image of the Plücker embedding. Consequently, the space of translation-
invariant angular curvature measures of degree k has dimension

1

n− k + 1

(
n

k

)(
n+ 1

k + 1

)

and coincides with the space of constant coefficient curvature measures.
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Applications of Grünbaum-type inequalities

Vlad Yaskin

(joint work with Matthew Stephen)

Let K be a convex body in Rn. The centroid of K is the point

1

voln(K)

∫

K

xdx ∈ int(K).

Makai and Martini [4] conjectured the following: for integers 1 ≤ k < n, any
convex body K ⊂ Rn with centroid at the origin, and any k-dimensional subspace
E ∈ G(n, k),

volk(K ∩ E) ≥
(
k + 1

n+ 1

)k

max
x∈K

volk
(
(K − x) ∩ E

)
.(1)

They were able to prove (1) for k = 1, n−1. Shortly thereafter, Fradelizi [1] proved
the conjecture for all k, including sharpness and a complete characterization of the
equality conditions.

We generalize (1) to intrinsic and dual volumes. Recall that intrinsic volumes
arise as the coefficients in the Steiner formula. For a convex and compact set
L ⊂ Rn and the n-dimensional Euclidean ball Bn

2 with unit radius, Steiner’s
formula expands the volume of the Minkowski sum L + tBn

2 into a polynomial of
t:

voln
(
L+ tBn

2

)
=

n∑

i=0

κn−iVi(L)tn−i ∀ t ≥ 0.

The coefficient Vi(L) is the ith intrinsic volume of L, and κn−i denotes the (n− i)-
dimensional volume of Bn−i

2 . We prove the following:

Theorem 1. Consider integers 1 ≤ i ≤ k < n. Let K ⊂ Rn be a convex body with
centroid at the origin, and let E ∈ G(n, k). Then

Vi(K ∩ E) ≥
(
i+ 1

n+ 1

)i

max
x∈K

Vi
(
(K − x) ∩E

)
.(2)

The constant in this inequality is the best possible.

The radial sum of a star body L ⊂ Rn with the ball tBn
2 of radius t > 0 is

the star body L+̃tBn
2 whose radial function is equal to ρL(ξ) + t for all ξ ∈ Sn−1,

where ρL is the radial function of L. The dual Steiner formula expands the volume
of L+̃tBn

2 into a polynomial of t:

voln
(
L+̃tBn

2

)
=

n∑

i=0

(
n

i

)
Ṽi(L)tn−i ∀ t ≥ 0.

The coefficient Ṽi(L) is the ith dual volume of L. We prove the following:
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Theorem 2. Consider integers 1 ≤ i ≤ k < n. Let K ⊂ R
n be a convex body with

centroid at the origin, and let E ∈ G(n, k). Then

Ṽi
(
K ∩ E

)
≥
(
i+ 1

n+ 1

)i

max
x∈K

Ṽi
(
(K − x) ∩ E

)
,(3)

where the dual volumes are taken within the k-dimensional subspace E. The con-
stant in this inequality is the best possible.

One of the main ingredients in the proofs of Theorem 1 and Theorem 2 is “Grün-
baum’s inequality for sections”, due to Myroshnychenko, Stephen, and Zhang [6],
which says the following: for integers 1 ≤ k ≤ n, a convex body K ⊂ Rn with
centroid at the origin, and E ∈ G(n, k),

volk(K ∩ E ∩ ξ+) ≥
(

k

n+ 1

)k

volk(K ∩E) for all ξ ∈ Sn−1 ∩ E.(4)

The latter inequality is part of a series of results dedicated to Grünbaum-type in-
equalities. The reader is referred to [3], [2], [7], [5] for previous results on this topic,
including the original paper of Grünbaum. In particular, it is worth mentioning
“Grünbaum’s inequality for projections”,

volk
(
(K|E) ∩ ξ+

)
≥
(

k

n+ 1

)k

volk(K|E) for all ξ ∈ Sn−1 ∩ E,(5)

which was proved in [7].
We prove an analogue of (4) and (5) for dual volumes.

Theorem 3. Consider integers 1 ≤ i ≤ k ≤ n. Let K ⊂ Rn be a convex body with
centroid at the origin, and let E ∈ G(n, k). Then

Ṽi(K ∩ E ∩ ξ+) ≥
(

i

n+ 1

)i

Ṽi(K ∩ E)(6)

and Ṽi
(
(K|E) ∩ ξ+

)
≥
(

i

n+ 1

)i

Ṽi(K|E)(7)

for all ξ ∈ Sn−1 ∩ E, where the dual volumes are taken within the k-dimensional
subspace E. The constant in each inequality is the best possible.
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[7] M. Stephen and N. Zhang, Grünbaum’s inequality for projections, J. Funct. Anal. 272

(2017), 2628–2640.

The convex hull of random points on the boundary of a simple
polytope

Elisabeth Werner

(joint work with Matthias Reitzner, Carsten Schütt)

The convex hull of N independent random points chosen on the boundary of
a simple polytope in Rn is investigated. Asymptotic formulas for the expected
number of vertices and facets, and for the expectation of the volume difference
are derived. This is the first successful attempt of investigations which lead to
rigorous results for random polytopes which are neither simple nor simplicial. The
results contrast existing results when points are chosen in the interior of a convex
set.

Choosing random points from the interior of a convex set always produces a
simplicial polytope with probability one. Yet often applications in computational
geometry, the analysis of the average complexity of algorithms and optimization
necessarily deal with non simplicial polytopes and the question became impor-
tant if there are analogous results for random polytopes without this very specific
combinatorial structure. In this paper we are discussing the case that the points
are chosen from the boundary of a simple polytope P . This produces random
polytopes which are neither simple nor simplicial and thus our results are a huge
step in taking into account the first point mentioned above. The applications in
computational geometry, the analysis of the average complexity of algorithms and
optimization need formulas for the combinatorial structure of the involved random
polytopes and thus the question on the number of facets fn−1 and vertices f0 and
the expected volume Vn are of interest. This is the content of our theorem.

Theorem 1 ([1]). Choose N uniform random points on the boundary of a simple
polytope P . Let PN be the convex hull of the N randomly chosen points. For the
expected number of vertices and facets of the random polytope PN , we have

Ef0(PN ) = cn,0f0(P )(lnN)n−2(1 + o(1)),

and

Efn−1(PN ) = cn,n−1f0(P )(lnN)n−2(1 + o(1)),

with some cn,0 > 0 and cn,n−1 > 0. For the expected volume difference between P
and the random polytope PN we have

E(Vn(P ) − Vn(PN )) = cn,PN
− n

n−1 (1 + o(1))

with some cn,P > 0.
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The Gaussian double-bubble and multi-bubble conjectures

Emanuel Milman

(joint work with Joe Neeman)

The classical Gaussian isoperimetric inequality, established in the 70’s indepen-
dently by Sudakov-Tsirelson and Borell, states that the optimal way to decom-
pose Rn into two sets of prescribed Gaussian measure, so that the (Gaussian) area
of their interface is minimal, is by using two complementing half-planes. This is
the Gaussian analogue of the classical Euclidean isoperimetric inequality, and is
therefore referred to as the “single-bubble” case.

A natural generalization is to decompose Rn into q ≥ 3 sets of prescribed
Gaussian measure. It is conjectured that when q ≤ n + 1, the configuration
whose interface has minimal (Gaussian) area is given by the Voronoi cells of q
equidistant points. For example, for q = 3 (the “double-bubble” conjecture) in
the plane (n = 2), the interface is conjectured to be a “tripod” or “Y” - three
rays meeting at a single point in 120 degree angles. For q = 4 (the “triple-bubble”
conjecture) in R3, the interface is conjectured to be a tetrahedral cone.

We confirm the Gaussian double-bubble and, more generally, multi-bubble con-
jectures for all 3 ≤ q ≤ n+1. The double-bubble case q = 3 is simpler, and we will
explain why. None of the numerous methods discovered over the years for estab-
lishing the classical q = 2 case seem amenable to the q ≥ 3 cases, and our method
consists of establishing a matrix-valued partial differential inequality satisfied by
the isoperimetric profile. To treat q > 3, we first prove that locally minimal (“sta-
ble”) configurations must have flat interfaces, and thus convex polyhedral cells.
Uniqueness of minimizers up to null-sets is also established.
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Local and general inequalities for projections

Silouanos Brazitikos

The core of the talk was to study local and functional forms of the Loomis-Whitney
inequality, which compares the volume |K| of a convex body K in Rn with the
geometric mean of the volumes |Pi(K)| of its orthogonal projections onto e⊥i , where
{e1, . . . , en} is an orthonormal basis of Rn.
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One local analogue is for example that if K is a convex body in R
n and u, v ∈

Sn−1. If Pu,v(K) = Pspan{u,v}⊥(K), then

|Pu(K)| |Pv(K)| ≥ n

2(n− 1)
|u ∧ v| |K| |Pu,v(K)|,

where u ∧ v is the area of the parallelogram formed by u, v.
We then discuss general versions, for more than two projections and even for

mixed volumes, and ask for functional analogues, as well as, some consequences of
all these inequalities.

A sausage body is a unique solution to the reverse isoperimetric
problem

Kateryna Tatarko

(joint work with Roman Chernov, Kostiantyn Drach)

The classical isoperimetric problem asks which domain, among all domains with
a fixed surface area, has maximal volume. The question has a long and beautiful
history, and has been generalized to a variety of different settings (see [5, 9]).
In particular, among bodies in Rn+1 with a fixed surface area, the isoperimetric
inequality asserts that the Euclidean ball has the largest possible volume.

On the other hand, one can state the reverse isoperimetric problem: under
which conditions can one minimize the volume among all domains of a given
constraint. In order to avoid trivial solutions, one must consider a family of sets
with additional conditions imposed on it. For example, one natural constraint to
consider is convexity or strict convexity. The answer to the reverse isoperimetric
problem in the family of affine equivalence classes of convex bodies was given by
K. Ball in his celebrated results [1, 2]. He showed that among all convex bodies
in Rn+1 (modulo affine transformations), the standard simplex has the smallest
volume for a given surface area. The necessity condition in the equality case was
settled by Barthe [3].

A different approach is to consider some curvature constraints for the boundary
(see, for example, [4, 7, 8]). We study the class of λ-concave bodies in Rn+1; that
is, convex bodies with the property that each of their boundary points supports a
tangent ball of radius 1

λ that lies locally (around the boundary point) inside the

body. If the boundary ∂K of a convex body K is at least C2-smooth, then K is
λ-concave if and only if the principal curvatures ki(p) for all i ∈ {1, . . . , n} are
non-negative and uniformly bounded above by λ, i.e. 0 ≤ ki(p) ≤ λ for every i
and p ∈ ∂K.

For λ-concave bodies we completely solve the reverse isoperimetric problem in
any dimension. We deduce this result by proving a more general reverse Bonnesen-
style family of quersmassintegral inequalities for λ-concave bodies.
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Recall that for a convex body K ⊂ R
n+1 quermassintegrals Wi(K) arise as

coefficients in the polynomial expansion

Voln+1(K + tB) =

n+1∑

i=0

(
n+ 1

i

)
Wi(K)ti

known as the Steiner formula; here B is the unit Euclidean ball in Rn+1 and
‘+’ stands for the Minkowski addition. In particular, W0(K) = Voln+1(K),
W1(K) = Voln(∂K)/(n + 1) and Wn+1(K) = ωn+1, where ωn+1 is the volume
of the Euclidean unit ball in Rn+1.

Definition 1 (λ-sausage body). A λ-sausage body in Rn+1 is the convex hull of
two balls of radius 1/λ.

We are now ready to state the main results.

Theorem 1 (Reverse quermassintegrals inequality for λ-concave bodies). Let K ⊂
Rn+1 be a convex body. If K is λ-concave, then

(k − j)
Wi(K)

λi
+ (i− k)

Wj(K)

λj
+ (j − i)

Wk(K)

λk
≥ 0

for every triple (i, j, k) with 0 ≤ i < j < k ≤ n + 1. Moreover, equality holds if
and only if K is a λ-sausage body.

Taking the triple (i, j, k) = (0, 1, n + 1), we immediately obtain the following
result

Theorem 2 (Reverse isoperimetric inequality for λ-concave bodies). Let K ⊂
Rn+1 be a convex body. If K is λ-concave (for some λ > 0), then

(1) Voln+1(K) ≥ Voln(∂K)

nλ
− ωn+1

nλn+1
,

where ωn+1 is the volume of the unit ball in Rn+1. Moreover, equality holds if and
only if K is a λ-sausage body.

For all proofs and more details we refer to [6].

References

[1] K. Ball, Volume ratios and a reverse isoperimetric inequality, J. London Math. Soc. 44

(1991), 351–359.
[2] K. Ball, Volumes of sections of cubes and related problems, in J. Lindenstrauss and V. D.

Milman, editors, Israel seminar on Geometric Aspects of Functional Analysis, number 1376
in Lectures Notes in Mathematics, Springer-Verlag, 1989.

[3] F. Barthe, On a reverse form of the Brascamp-Lieb inequality, Invent. Math. 134 (1998),

335–361.
[4] A. Borisenko, K. Drach, Isoperimetric inequality for curves with curvature bounded below,

Math. Notes 95 (2014), 590–598.
[5] Y.D. Burago, V.A. Zalgaller, Geometric inequalities, Springer-Verlag, Berlin (1988).
[6] R. Chernov, K. Drach, K. Tatarko, A sausage body is a unique solution for a reverse

isoperimetric problem, preprint.
[7] A. Gard, Reverse isoperimetric inequalities in R3, PhD Thesis, The Ohio State University,

Columbus, 2012.



3262 Oberwolfach Report 54/2018

[8] R. Howard, A. Treibergs, A reverse isoperimetric inequality, stability and extremal theorems
for plane curves with bounded curvature, Rocky Mountain J. Math. 25 (1995), 635–684.

[9] A. Ros, The isoperimetric problem, in Global theory of minimal surfaces, volume 2 of Clay
Math. Proc., pages 175–209, Amer. Math. Soc., Providence, RI, 2005.

A PDE approach to geometric inequalities

Alina Stancu

The idea of using curvature flows to derive geometric inequalities goes back to mid-
nineties, shortly after these flows were introduced. A somewhat classical example
is that of Andrews’ use of asymptotic behavior of the flow of convex hypersur-
faces along their affine normal to obtain a new proof of the affine isoperimetric
inequality for smooth, strictly convex bodies in Rn. By showing that each nor-
malized, smooth, strictly convex hypersurface evolving with speed determined by
their affine normal converges in the C∞-norm to an ellipsoid, and that, for any
initial hypersurface the affine isoperimetric ratio is increasing during the flow, the
inequality follows, see Theorem 7.1, [1]. The same paper provides with similar rea-
soning a new proof of the Blaschke-Santaló inequality for smooth, strictly convex
bodies in Rn, see Theorem 7.3, [1].

In what follows, we will exploit similar phenomena for a centro-affine invariant
flow. We will fix a smooth, centrally symmetric, strictly convex reference body C̃
in Rn and define a flow on the boundary of any other smooth, centrally symmetric,
strictly convex body C which is weighted in the direction of its affine normal by
a power of the centro-affine normal curvature of C̃. As each normalized, smooth,
strictly convex hypersurface evolving by this flow converges in the C∞-norm to a
convex hypersurface with same centro-affine curvature as that of C̃, we use the
monotonicity of a centro-affine functional to conclude a geometric inequality for
which further corollaries are investigated.

To state the results, we first start with a list of notations. All convex bodies,
denoted by C or other variants, will contain the origin in their interior and will
be parameterized by their support function as a function on the unit sphere, hC :
Sn−1 → [0,∞), h(u) = maxx∈C x · u, where the latter is usual scalar product in
R

n. Let κC(u) be the Gauss curvature at the boundary point of unit normal u and
position vector x(u), thus overall a function on the unit sphere κC : Sn−1 → [0,∞),
as well as the centro-affine curvature κC,0 : Sn−1 → [0,∞) defined pointwise simply

as the ratio κC,0(u) = κC(u)

hn+1
C (u)

. Further, we may drop the index C identifying the

convex body, as well as omit the point u when there is no risk of confusion. The
affine normal vector at u is denoted by N (u) and is considered to point outward.

Finally, by dvC = 1
n

hC(u)
κC(u) dµSn−1 we denote the cone-volume measure of C, and by

dv̄C , the normalized cone-volume measure dv̄C = 1
|C| dvC , with |C| =

∫
Sn−1 dvC

being the usual Lebesgue measure of C as a subset of Rn, referred to as the volume
of C, and dµSn−1 is the usual surface area measure of the unit sphere. For detailed
references on these notions, the reader is directed to [3], [4], [5].
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We will now define the centro-affine flow (CAF), first as a Cauchy problem for
the position vector of family of hypersurfaces bounding a family of convex bodies
{C(t) | t ≥ 0}, then, in its equivalent scalar, normalized form, as a Cauchy problem
for the support functions of the bodies C(t) normalized to have constant volume:





∂x(u, t)

∂t
= −κ−

1
n+1

C̃,0
(u)N (u, t),

u(x, 0) = xC(u),

⇔





∂h(u, t)

∂t
= −κ−

1
n+1

C̃,0
(u)κ

1
n+1 (u, t) + h(u, t) I(t),

h(x, 0) = hC(u),

where I(t) = 1
n

∫
Sn−1

(
κC̃,0(u)

κC(t),0(u)

)− 1
n+1

dv̄C(t). It is precisely this valuation I

on convex bodies, a particular form of the general upper semi-continuous SL(n)-
invariant valuations characterized by Ludwig and Reitzner in [5], that is monotone
increasing along the flow for any initial convex body C.

Note that if C̃ has constant centro-affine curvature, hence C̃ is an ellipsoid,
then I(t) becomes the affine surface area of C(t) and the flow is the flow along the
affine normal defined by Andrews. The asymptotic behavior of the former flow is
summarized by the following result.

Theorem 1. Let C̃ be a fixed origin-symmetric, smooth convex body with strictly
positive Gauss curvature. Then, up to an SL(n)-transformation, any origin-sym-
metric, smooth convex body C with strictly positive Gauss curvature converges in
C∞-norm under the normalized CAF to an origin-symmetric, smooth convex body
with same centro-affine curvature function on Sn−1 as that of the convex body C̃.

Several consequences follow among which the most important is stated below
in a flow-independent form:

Proposition 1. Let C and C̃ be two origin-symmetric smooth convex bodies with
strictly positive Gauss curvature. Then

(1)

∫

Sn−1

ln
κC,0(u)

κC̃,0(u)
dv̄C(u) ≤ 2 ln

|C̃|
|C| ,

with equality if and only if C and C̃ have the same centro-affine curvature function
on S

n−1.

This is further used toward the uniqueness of solutions to the logarithmic
Minkowski problem and, respectively, to the logarithmic Minkowski inequality.
Due to the antisymmetric form of (1), we obtain the following corollary:
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Corollary 1. Assume that C and C̃ are two origin-symmetric, strictly convex,
smooth convex bodies with the same cone-volume measure. Then

∫

Sn−1

ln
κC,0(u)

κC̃,0(u)
dv̄C(u) = 0,

thus C and C̃ have the same centro-affine curvature everywhere.

I would like to thank Christos Saroglou who pointed out that this implies right
away the uniqueness of smooth solutions to the logarithmic Minkowski problem.
Moreover, the formulation of the logarithmic Minkowski problem as an optimiza-
tion problem, implies the logarithmic Minkowski inequality for centrally symmet-
ric, smooth, strictly convex bodies with equality if and only if the two convex
bodies are homothetic to each other.

Furthermore, as the subset of smooth and strictly convex bodies is dense in
the set of all convex bodies, [6], the logarithmic Minkowski inequality, and thus
the equivalent logarithmic Brunn-Minkowski inequality [2], follows for all centrally
symmetric convex bodies:

Theorem 2 (The logarithmic Minkowski inequality). Let C and C̃ be two centrally
symmetric convex bodies in Rn, then

∫

Sn−1

ln
hC̃(u)

hC(u)
dv̄C(u) ≥ 1

n
ln

|C̃|
|C| .

The asymptotic behavior of the flow is currently being written and will be
available at a later time. It seems probable in fact that Proposition 1 can be
obtained bypassing the technicalities of the flow’s asymptotic behavior.
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Stars of empty simplices

Matthias Reitzner

(joint work with Daniel Temesvari)

Let ξ ⊂ Rd be a finite point set in general position. We call a (d + 1)-tuple

{x1, . . . , xd+1} ∈
(

ξ
d+1

)
an empty simplex if the simplex which is the convex hull

of these points satisfies [x1, . . . , xd+1]o ∩ ξ = ∅. For given {x1, . . . , xk} ∈
(
ξ
k

)

we define the k-degree degk(x1, . . . , xk; ξ) as the number of (d − k + 1)-tuples
{xk+1, . . . , xd+1} ∈ ξ \ {x1, . . . , xk} such that {x1, . . . , xd+1} is an empty simplex.

degk(x1, . . . , xk; ξ) =
∑

{xk+1,...,xd+1}∈(ξ\{x1,...,xk}
d−k+1 )

1([x1, . . . , xd+1]o ∩ ξ = ∅).

The union of these degk(x1, . . . , xk; ξ) empty simplices is what we call a ‘star of
empty simplices’. The k-degree degk(ξ) of the point set ξ is defined as the degree
of the maximal star, i.e.,

degk(ξ) = max
{x1,...,xk}∈(ξ

k)
degk(x1, . . . , xk; ξ).(1)

The quantity degd(ξ) was introduced by Erdős [3] in the planar case. He posed
the question whether the deg2(ξ) goes to infinity as the number of points in ξ goes
to infinity. Even in the planar case the question is still open.

In [2] Bárány, Marckert and Reitzner turned their attention to a random point
set ξn ⊂ R2 consisting of n iid uniformly chosen points from a convex bodyK ⊂ R2.
Here the expected number of empty triangles is known by a work of Valtr [4] and
is asymptotically ≤ 2n2. Since the number of pairs of points is

(
n
2

)
we see that the

degree of a typical pair of points is

Edeg2(x1, x2; ξn) ≈ 12.

For general dimensions d ≥ 3 a result by Bárány and Füredi [1] states that the
expected number of empty simplices in a uniform random point set is ≤ c(d)nd.
Because there are

(
n
d

)
simplices of dimension (d − 1) this shows that the typical

degree again is constant,

1 ≤ Edegd(x1, . . . , xd; ξn) ≤ c(d).

On the other hand it is clear that

1 ≤ degd(ξn) ≤ n,

and the stochastic version of the problem of Erdös asks whether

degd(xn) → ∞
as n→ ∞. Bárány, Marckert and Reitzner [2] showed that for sufficiently large n
the assertion holds true in expectation, i.e., that

Edegd(ξn) ≥ c(d)(lnn)−1 n.

Observe that this lower bound is surprisingly close to the trivial upper bound, up
to a logarithmic factor.
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In our work presented at the Oberwolfach workshop we are able to remove the
logarithmic factor completely and determine the asymptotic order with a signif-
icantly simpler proof as in [2]. Thus the expected degree of a uniform random
point set is surprisingly large: there is a star of empty simplices where the number
of spikes is at least a constant proportion of all random points.

There is a constant c(d,K) > 0 such that

c(d,K)n ≤ Edegdxn ≤ n.

The more case of degk(ξn), k = 1, . . . , d−1 turn out to be more involved. Here,
one easily sees that asymptotically nd−k is a lower bound, and nd−k+1 is a trivial
upper bound on degk(ξn). In contrast to the case k = d where the upper bound
gives the correct order, we are showing that for the case k = 1 the lower bound
gives indeed the correct asymptotic behavior.

There are constants c(d), c(d,K) such that

c(d)nd−1 ≤ Edeg1ξn ≤ c(d,K)nd−1.

The cases k = 2, . . . , d−1 get computationally much more involved and intricate
and we have not been able to prove these.
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Brascamp–Lieb inequalities for even functions

Liran Rotem

(joint work with Dario Cordero-Erausquin)

Let γ denote the standard Gaussian measure on R
n. The classical Gaussian

Poincaré inequality states that for every smooth enough function f : Rn → R

with
∫
fdγ = 0 one has ∫

f2dγ ≤
∫

|∇f |2 dγ,

where |·| denotes the Euclidean norm. This inequality is sharp, and equality holds
if f is a linear function. In fact the same inequality holds if γ is replaced with any
measure µ which is log-concave with respect to γ, which means that dµ

dγ = e−V for

some convex function V : Rn → R.
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Cordero-Erausquin, Fradelizi and Maurey proved in [2] that if µ and f are
as before but f is also assumed to be even, then we actually have the stronger
inequality ∫

f2dµ ≤ 1

2

∫
|∇f |2 dµ.

They used this stronger inequality to prove the (B)-conjecture for the Gaussian
measure: If K ⊆ Rn is a symmetric convex body than the map t 7→ γ (etK) is
log-concave.

The Brascamp-Lieb inequality ([1]) generalizes the Poincaré inequality. It states

that if dµ
dx = e−V for a smooth enough convex function V , then

∫
f2dµ ≤

∫ (
∇2V

)−1 ∇f · ∇fdµ

for every function f : Rn → R with
∫
fdµ = 0. This inequality is related to pos-

sible extensions of the (B)-conjecture from Gaussian measures to other measures.
However, just like in the Poincaré case, the classical Brascamp-Lieb inequality
is not strong enough, and one needs a stronger inequality under the additional
assumption that f is even. More precisely, we have the following relation:

Theorem 1. Let V : Rn → R be a p-homogeneous, even, smooth convex function,
and let µ be the measure with density dµ

dx = e−V . Assume
∫
f2dν ≤ p− 1

p

∫ (
∇2V

)−1 ∇f · ∇fdν

for all even measures ν which are log-concave with respect to µ and for all even
smooth functions f : Rn → R with

∫
fdν = 0. Then for every symmetric convex

body K ⊆ Rn the map t 7→ µ (etK) is log-concave.

In our work we concentrate on the simplest p-homogeneous convex function,

which is Vp(x) = |x|p
p . Our theorem then reads as follows:

Theorem 2. Fix p ≥ 2 and define Vp(x) = |x|p
p . Let µp be the measure with

density
dµp

dx = e−Vp . Then for every smooth enough function f : Rn → R with∫
fdµp = 0 one has

∫
f2dµp ≤ p− 1

p

∫ (
∇2Vp

)−1 ∇f · ∇fdµp.

Note that when p = 2 one recovers the Gaussian Poincaré inequality for even
functions. The constant p−1

p is sharp for all p.

The proof of the theorem begins in a similar way to the proof from [2]. However,
the proof also requires a new ingredient: a new weighted Poincaré inequality for
the measures µp which holds for odd functions. The exact statement is as follows:

Theorem 3. Let h : Rn → R be an odd smooth function. Then∫
|x|p−2 h2dµp ≤

∫
|∇h|2 dµp

with equality if and only if h is linear.
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We believe this inequality may be of independent interest.
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Constant parts of a function via isotropicity of its sections

Christos Saroglou

(joint work with Andreas Halilaj, Ioannis Purnaras)

A function f : Sn−1 → R is called isotropic if the map

Sn−1 ∋ u 7→
∫

Sn−1

〈x, u〉2dx

is constant. The following was proved in [2].

Theorem A. Let f : Sn−1 → R be a measurable, bounded a.e. and even function,
n ≥ 3. If for almost every u ∈ Sn−1 the restriction f |Sn−1∩u⊥ of f to Sn−1 ∩ u⊥
is isotropic (i.e. the restriction of f to almost every equator is isotropic), then f
is almost everywhere equal to a constant.

Theorem A was used to confirm a conjecture of Ryabogin stating that if all
central sections of a centrally symmetric star body K have the symmetries of the
cube, then K has to be a Euclidean ball. This result can be viewed in connection
with classical characterizations of the Euclidean space such as those established
in [1] or [4]. Notice of course that any even function (or centrally symmetric set)
that has the symmetries of the cube, is necessarily isotropic.

One can also ask about a local version of the previously stated result. More
specifically, if for some U ⊆ Sn−1 and for all u ∈ U , K ∩ u⊥ has the symmetries
of the cube, is it true that K ∩U⊥ = B ∩U⊥ for some Euclidean ball B centered
at the origin? Here U⊥ stands for the union of all great subspheres of Sn−1 which
are perpendicular to some vector from U .

To deal with such a question, one naturally needs a local version of Theorem A.
This was explicitly asked in [2]. Our main result states as follows:

Theorem 1. Let U be an open subset of the sphere Sn−1, n ≥ 3 and f : U⊥ → R

be an even bounded measurable function. If f |Sn−1∩u⊥ is isotropic for almost all
u ∈ U , then f is almost everywhere equal to a constant on U⊥.

The proof uses the following observation: Assume that f is strictly positive and
smooth and set Z(f) to be the zonoid whose support function is given by

hZ(f)(u) =

∫

Sn−1

|〈x, u〉|f(x)dx, u ∈ Sn−1.



Convex Geometry and its Applications 3269

Then the contact point of Z(f) with its supporting hyperplane with outer unit
normal vector u ∈ U is umbilical (i.e. the principal curvatures at this point are
all equal) if and only if f |Sn−1∩u⊥ is isotropic. One then has to make use of
a classical result in Differential Geometry, stating that if all points of a smooth
(enough) hypersurface M in Rn are umbilical, then M is contained in a Euclidean
sphere. A little more work is required to remove the regularity assumptions.

Let us state another application of Theorem 1. First let us recall the following
theorem due to Ryabogin [3]:

Theorem B (Ryabogin). Let f, g : S2 → R be two continuous functions, such
that for any u ∈ S2, there exists an orthogonal map Tu : u⊥ → u⊥, such that
f(x) = g(Tux), for all x ∈ S2 ∩ u⊥. Then, f(x) = g(x), for all x ∈ S2 or
f(x) = g(−x), for all x ∈ S2.

The core of the proof of Theorem B is probably the following fact: If f : S2 → R

is a continuous function and U is an open subset of S2, such that for all u ∈ U ,
there exists an orthogonal map Tu : u⊥ → u⊥, different than ±Id, with the
property f(x) = f(Tux), for all x ∈ S2 ∩ u⊥, then f is constant on U⊥. Notice
that a function on S1 that has a non-trivial symmetry (i.e. different than ±Id) is
always isotropic, therefore the previous fact follows immediately from Theorem 1.

It should be noted that Theorem B turned out to be false for n ≥ 4 (see [5]).
However, it is hoped that it could be true under some extra assumptions (for
instance, as proposed in [5], not to allow Tu to be idempotent) and Theorem 1 (or
variants of it) seems to be a good starting point towards this direction.
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Flag area measures

Andreas Bernig

(joint work with Judit Abardia-Evéquoz, Susanna Dann)

Flag area measures are a generalization of the classical area measures associated
to compact convex bodies. The latter are valuations whose values are measures on
the unit sphere, the former are valuations whose values are measures on a certain
partial flag manifold. Hinderer-Hug-Weil [5] used a Steiner formula approach to
introduce a class of flag area measures. See [4, 6, 7] for a more detailed study of
flag area measures.
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Let
F⊥(n, p) := {(v, E) ∈ Sn−1 × Grp(V ) : v ⊥ E},

which is a partial flag manifold.

Theorem 1 (Hinderer-Hug-Weil, [5]). Let 0 ≤ p ≤ n − 1, 0 ≤ k ≤ n − p − 1.

There is a unique weakly continuous flag area measure S
(p)
k on convex bodies such

that for a polytope P

S
(p)
k (P, β) =

(
n− p− 1

k

)−1
ωn−p

ωn
×

×
∑

F∈Fk(P )

volk(F )

∫

n(P,F )

∫

Grp+1(v)

1(v,E∩v⊥)∈β cos2(E⊥, F )dE dv.

Here Grp+1(v) denotes the Grassmannian of all (p + 1)-planes containing v, en-
dowed with an invariant probability measure dE; β ⊂ F⊥(n, p) is a Borel subset
and cos2(E⊥, F ) denotes the squared cosine between the subspaces E⊥ and F . In

particular, S
(p)
k is translation-invariant and O(n)-equivariant.

The relative position of two linear subspaces is measured in terms of Jordan
angles [3, 9]. If θ1, . . . , θm,m := min(k, n − k − 1, p, n − p − 1) are the Jordan
angles between E⊥ and F , then cos2(E⊥, F ) = cos2 θ1 · . . . · cos2 θm. More gen-
erally, let us denote by σi(E

⊥, F ) the i-th elementary symmetric polynomial in
cos2 θ1, . . . , cos2 θm.

Our main theorem is the following.

Theorem 2. For every 0 ≤ p, k ≤ n−1, 0 ≤ i ≤ m := min{k, n−k−1, p, n−p−1},
there exists a unique weakly continuous flag area measure on convex bodies such
that for a polytope P ⊂ V and β ⊂ F⊥(n, p),

S
(p),i
k (P, β) = cn,k,p,i×(1)

×
∑

F∈Fk(P )

volk(F )

∫

n(P,F )

∫

Grp+1(v)

1(v,E∩v⊥)∈βσi(E
⊥, F )dE dv,(2)

where

cn,k,p,i :=

(
n− 1

k

)−1(
m

i

)−1(|k − (n− 1 − p)| +m

i

)−1(
n− 1

i

)
.

The proof uses a new definition of smooth flag area measures which is based on
differential forms and the conormal cycle. The constant cn,k,p,i is chosen in such
a way that the push-forward under the projection F⊥(n, p) → Sn−1, (v, E) 7→ v
yields the area measure Sk. For this, we need a theorem by James [8] on the
distribution on Jordan angles as well as the computation of certain Selberg type
integrals [2, 10] due to Aomoto [1].

In addition, we show that the above flag area measures form a basis of the space
of smooth, translation-invariant and O(n)-equivariant flag area measures.

If n is odd, there is another smooth flag area measure which is translation-
invariant and SO(n)-equivariant, but not O(n)-equivariant.
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Random polytopes obtained by matrices with heavy tailed entries

Olivier Guédon

(joint work with Alexander E. Litvak, Kateryna Tatarko)

In this talk, I have presented recent results from [4] and I refer to this paper
for more detailed explanations. We consider rectangular N × n matrices Γ =
{ξij} 1≤i≤N

1≤j≤n
, with N ≥ n, where the entries are real-valued random variables on

some probability space (Ω,A,P). We will mainly assume that:

(1)

{
∀i, j, ξij are independent, symmetric and Eξ2ij = 1,
in each row, the entries are identically distributed.

We are interested in geometric parameters of the random polytope generated by Γ,
that is, the absolute convex hull of rows of Γ. In other words, the random polytope
under cosideration is Γ∗BN

1 , where BN
1 is the N -dimensional octahedron. Such

random polytopes have been extensively studied in the literature, especially in
the Gaussian case and in the Bernoulli case. The Gaussian random polytopes in
the case when N is proportional to n have many applications in the Asymptotic
Geometric Analysis (see e.g. the survey [5]). The Bernoulli case corresponds to
0/1 random polytopes. Their geometric parameters have been studied in [1, 3]. In
the compress sensing theory, it is shown in [2] that an n×N matrix A satisfies not
only the ℓ1-quotient property but is also robust to noise-blind ℓ1-minimization if

(2) ABN
1 ⊃ b−1

(
Bn

∞ ∩
√

ln(N/n)Bn
2

)
.
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The main purpose of this note is to prove such an inclusion with weaker assump-
tions on the distribution of the entries than in [2].

Theorem 1. Let Γ = {ξij} 1≤i≤N

1≤j≤n
, with N ≥ n satisfying (1). Let KN = Γ∗BN

1 .

Assume that there exists u, v ∈ (0, 1) such that

∀i, j sup
λ∈R

P
{
|ξij − λ| ≤ u

}
≤ v.

Let β ∈ (0, 1). There are two positive constants M = M(u, v, β) and C(u, v, β)
which depend only on u, v, β, such that for every N ≥Mn, one has

P

(
KN ⊃ C(u, v, β)

(
Bn

∞ ∩
√

ln(N/n)Bn
2

))
≥ 1 − 4 exp

(
−cnβN1−β

)
,

where c is an absolute positive constant.

Our proof follows the scheme of [3] with a very delicate change – in [3] there

was an assumption that the operator norm of Γ is bounded by C
√
N with high

probability. However it is known that such a bound does not hold in general
unless fourth moments are bounded. To avoid using the norm of Γ, we use ideas
appearing in [6], where the authors constructed a certain deterministic ǫ-net (in
ℓ2-metric) N such that AN is a good net for ABn

2 for most realizations of a
square random matrix A. We extend their construction in three directions. First,
we work with rectangular random matrices, not only square matrices. Second, we
need a net for the image of a given convex body (not only for the image of the
unit Euclidean ball). Finally, instead of approximation in the Euclidean norm, we
use approximation in the following norm

(3) ‖a‖k,2 =
( k∑

i=1

(a∗i )2
)1/2

,

where 1 ≤ k ≤ N and a∗1 ≥ a∗2 ≥ . . . ≥ a∗m is the decreasing rearrangement of
the sequence of numbers |a1|, . . . , |am|. This norm appears naturally and plays a
crucial role in our proof of inclusion (2). This approach allows also to recover sharp
estimates for the smallest singular value of tall matrices, see [4] for the details.

Theorem 2. Let n ∈ [N ], 0 ≤ δ ≤ 1, 0 < ǫ ≤ 1. Let k ∈ [N ] such that
k ln(eN/k) ≥ n. Let T be a non-empty subset of Rn and denote M := N(T, ǫBn

∞).
There exists a set N ⊂ T and a collection of parallelepipeds P in Rn such that

max{|N |, |P|} ≤M F (δ, n,N)eδN .

Moreover, for any random matrix Γ satisfying assumption (1), with probability at
least 1 − e−k ln(eN/k) − e−δN/4, we have



∀x ∈ T ∃y ∈ N such that ‖Γ(x− y)‖k,2 ≤ Cǫ

√
kn

δ
ln

(
eN

k

)

∀x ∈ T ∃P ∈ P such that x ∈ P and ΓP ⊂ Γx+ Cǫ

√
kn

δ
ln

(
eN

k

)
Bk,2

where C is a positive absolute constant.
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We believe that the new approximation in ‖·‖k,2 norms will find other applications
in the theory.
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On a local version of the fifth Busemann-petty problem

Dmitry Ryabogin

(joint work with M. Angeles Alfonseca, Fedor Nazarov, Vlad Yaskin)

In 1956, Busemann and Petty [2] posed a series of questions about symmetric
convex bodies, of which only the first one has been solved ([5]; see also [6] for the
history of the solution of the first problem). Their fifth problem asks the following.

Problem 5. If for an origin symmetric convex body K ⊂ R
n, n ≥ 3, we have

(1) ∀θ ∈ Sn−1 hK(θ)voln−1(K ∩ θ⊥) = c,

where the constant c is independent of θ, must K be an ellipsoid?

Here Sn−1 = {(x1, x2, . . . , xn) ∈ Rn :
√
x21 + · · · + x2n = 1} is the unit sphere

in Rn, θ⊥ = {x ∈ Rn : x · θ = 0} is the hyperplane passing through the origin and
orthogonal to the unit direction θ ∈ Sn−1, hK(θ) = max{x∈K} x · θ is the support
function of a convex body K ⊂ Rn, and x · θ = x1θ1 + · · ·+xnθn is the usual inner
product in Rn.

Problem 5 is related to the notion of normality in a Minkowski space. A
Minkowski space is a finite dimensional real vector space V with a norm ‖ · ‖K ;
the unit ball K corresponding to the given norm is an origin symmetric convex
body with non empty interior. Normality between vectors in a Minkowski space
is defined as follows. A vector x is normal to a vector y (denoted by x ⊣ y) if
‖x‖K ≤ ‖x + ty‖K for every t ∈ R. In general, normality between vectors is
not a symmetric relation. In dimension 2, the Minkowski spaces with symmetric
normality are precisely those with unit circles for which the triangles given by
(1) have constant areas. It was shown by Radon that there are 2 dimensional
non-Euclidean norms with this property, and the boundary of the corresponding
convex body is known as a Radon curve [3]. Blaschke and Birkhoff established
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that for n ≥ 3, the only Minkowski spaces where normality between vectors is
symmetric are the Euclidean ones.

In dimension n ≥ 3, a different concept of normality, the normality between lines
and hyperplanes was defined by Busemann [1] (note that both concepts coincide
for two dimensional spaces). Busemann showed that symmetry of this relation is
equivalent to the fact that the volume of the cone with base K ∩ θ⊥ and height
hK(θ) is independent of θ ∈ Sn−1, which is what equation (1) states. Therefore,
an affirmative answer to Problem 5 would mean that the only Minkowski spaces
where normality between lines and hyperplanes is a symmetric relation are the
Euclidean ones.

The Euclidean ball clearly satisfies (1). If a body K satisfies (1), then so does
TK for any linear transformation T ∈ GL(n) (with constant c · detT ), and hence
(1) is satisfied by ellipsoids.

Let Sn be the set of equivalence classes of convex bodies in Rn, where two bodies
are equivalent if one can be obtained from the other by a linear transformation.
On Sn we consider the Banach-Mazur distance

dBM (K,L) = inf

{
b

a
: ∃T ∈ GL(n) such that aK ⊆ TL ⊆ bK

}
.

Our main result is

Theorem 1. Let n ≥ 3. If a symmetric convex body K ∈ Rn satisfies (1) and is
sufficiently close to the Euclidean ball in the Banach-Mazur metric, then K must
be an ellipsoid.

We remark that in dimension 2, there are convex bodies satisfying (1) that are
not ellipsoids (the bodies bounded by a Radon curve, mentioned earlier), but, nev-
ertheless, they can be arbitrarily close to a unit disc. To see this, let 1 ≤ p, q ≤ ∞
be such that 1

p + 1
q = 1. The body can be defined as B2

p in the first and third

quadrant, and as B2
q in the second and fourth quadrants, where

Bn
p =

{
x ∈ R

n :

n∑

j=1

|xj |p ≤ 1
}
.
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Conic support measures

Rolf Schneider

Recent applications (see [2], e.g.) have led to new interest in spherical intrinsic
volumes and their integral geometry (see [3] for local extensions), conveniently
translated into the conic situation. This was our motivation for a detailed study
of conic support measures.

For a closed convex cone C in Rd, let C◦ be its polar cone, and let ΠC denote

the nearest-point map of C. Let B̂(Rd×Rd) denote the σ-algebra of all Borel sets
η in Rd × Rd satisfying (λx, µy) ∈ η for (x, y) ∈ η and λ, µ > 0. First considering
a polyhedral cone C, let k ∈ {0, . . . , d} and define the k-skeleton skelkC of C as
the union of the relative interiors of all k-faces of C. Denoting by g a standard
Gaussian random vector in Rd, the kth conic support measure of C can be defined
by

Ωk(C, η) = P(ΠC(g) ∈ skelkC, (ΠC(g),ΠC◦(g)) ∈ η)

for η ∈ B̂(Rd × Rd), where P denotes probability. The total measure vk(C) =
Ωk(C,Rd × Rd) is the kth conic intrinsic volume of C.

Our first result is an extension of the ‘Master Steiner formula’ of [4]. For a
measurable function f : R2

+ → R+ define

ϕf (C, η) = E
[
f(‖ΠC(g)‖2, ‖ΠC◦(g)‖2) · 1η(ΠC(g),ΠC◦(g))

]

for η ∈ B̂(Rd × Rd), where E denotes expectation. If ϕf (C, ·) is finite, the result
says that

(1) ϕf (C, η) =
d∑

k=0

Ik(f) · Ωk(C, η),

where the coefficients are given by Ik(f) = ϕf (Lk,R
d × Rd) with an arbitrary k-

dimensional subspace Lk of Rd. For polyhedral cones, the proof uses the Moreau
decomposition, as in [4], but the extension to general convex cones requires addi-
tional arguments.

By specialization, one gets a local Steiner formula for the Gaussian measure
µλ(C, η) of the local parallel set

Ma
λ(C, η) = {x ∈ R

d : 0 < da(x,C) ≤ λ, (ΠC(x),ΠC◦(x)) ∈ η},
where da denotes the angular distance. Since µλ(C, ·) depends weakly continuously
on C, one can use the local Steiner formula to extend the conic support measures,
and then also formula (1), to general closed convex cones.

The weak continuity of the conic support measures, which was obtained on the
way, is considerably strengthened by our second result. For finite measures µ, ν

on B̂(Rd × Rd), we define

dbL(µ, ν) = sup

{∣∣∣∣∣

∫

Rd×Rd

fh dµ−
∫

Rd×Rd

fh dν

∣∣∣∣∣

}
,
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where the supremum is taken over all (degree 0) homogeneous extensions fh of real
functions f : Sd−1 × Sd−1 (where Sd−1 denotes the unit sphere of Rd) satisfying

sup
a 6=b

|f(a) − f(b)|
‖a− b‖ ≤ 1, sup

a
|f(a)| ≤ 1.

Then dbL is a metric which metrizes the weak convergence of finite measures on

B̂(Rd × Rd). Our result is the Hölder type inequality

δbL(Ωk(C, ·),Ωk(D, ·)) ≤ cδa(C,D)1/2

for closed convex cones C,D, with a constant c depending only on the dimension;
here δa denotes the angular Hausdorff metric induced by the angular distance, and
it is assumed that δa(C,D) ≤ 1.

Proofs of the preceding are in [6], and the following can be found in [5].
In [1], a new approach to the kinematic integral-geometric formula for conic

intrinsic volumes was developed, and we verified that the method can also be used
locally. The kth conic curvature measure of the closed convex cone C is defined by
Φk(C,A) = Ωk(C,A × Rd) for conic Borel sets A ⊂ Rd. For closed convex cones
C,D and conic Borel sets A,B in Rd, the formula

∫

SOd

Φk(C ∩ ϑD,A ∩ ϑB) ν(dϑ) =

d∑

i=k

Φi(C,A)Φd+k−i(D,B)

holds for k = 1, . . . , d, where SOd is the rotation group of R
d and ν is now the

normalized Haar measure on SOd. This is well known (the spherical case was
treated in [3] in a different way), but the new approach allows some extensions in
the case of lower-dimensional cones, where an additional function of the generalized
sine function between the affine hulls of the cones may appear in the integrand.
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Universidad de Zaragoza
Facultad de Ciencias
C/Pedro Cerbuna 12
50009 Zaragoza
SPAIN

Prof. Dr. Shiri Artstein-Avidan

Department of Mathematics
School of Mathematical Sciences
Tel Aviv University
P.O. Box 39040
Ramat Aviv, Tel Aviv 69978
ISRAEL

Prof. Dr. Guillaume Aubrun

Institut Camille Jordan
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Université Paul Sabatier
118, Route de Narbonne
31062 Toulouse Cedex 9
FRANCE

Prof. Dr. Andreas Bernig

Institut für Mathematik
Goethe-Universität Frankfurt
Robert-Mayer-Straße 6-10
60325 Frankfurt am Main
GERMANY

Dr. Florian Besau

Institut f. Diskrete Mathematik und
Geometrie
Technische Universität Wien
Wiedner Hauptstraße 8 - 10
1040 Wien
AUSTRIA

Prof. Gabriele Bianchi

Dipartimento di Matematica e
Informatica
”U.Dini”
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Raphael Salem, UMR-CNRS 6085
Université de Rouen
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