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Introduction by the Organizers

The Arbeitsgemeinschaft on Zimmer’s Conjecture was attended by 51 partici-
pants. One third of the participants were PhD students, one third were PostDoc
and the last third were mathematicians with a permanent position. Many of the
participants were working on a topic related to the conference. They came from
various countries: Germany, France, England, Luxembourg, Russia, Poland, Chile,
Switzerland, Mexico, United States, Israel, China, India, Korea,... It is our plea-
sure to thank the Oberwolfach Institute for providing us wonderful working and
living conditions, to thank the speakers for the precision of their talks, and to
thank the participants for making this week so lively.

We first recall the main theme of this Arbeitsgemeinschaft as explained in the
scheduled program. A lattice Γ in a Lie group G is a discrete subgroup of finite
covolume. A special class of Lie groups are the semisimple groups and a smaller
special class are the simple groups of real rank at least 2. Lattices in semisimple
groups and particularly lattices in simple groups of real rank at least 2 are known
to be rigid in variety of ways. We will refer here to lattices in simple groups of rank
at least 2 as higher rank lattices. The program concerned recent progress on con-
jectures of Zimmer that a higher rank lattice has only finite image homomorphisms
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ρ : Γ → Diff(M) where M is a compact manifold. The recent breakthrough both
dramatically improves the state of knowledge and involves many novel ideas and
contributions from various areas of mathematics. The main sources of techniques
and ideas are:

(1) rigidity theory,
(2) smooth dynamics, particularly hyperbolic dynamics,
(3) homogeneous dynamics, particularly the study of invariant measures,
(4) operator algebras, particularly Lafforgue’s strong property (T ).

The lectures were organized to introduce participants to the elements of this wide
variety of topics. The lectures were organized so as to give an essentially complete
proof of the following

Theorem 1. Let Γ be a lattice in SL(n,R) with n > 2, let M be a compact
manifold and let ρ : Γ→ Diff(M) be a homomorphism. Then if dim(M) < n− 1,
the image of ρ is finite.

The lectures followed carefully the scheduled program. In addition, we held three
evening discussion sessions where participants could ask and answer basic ques-
tions, discuss examples, and work through computations and details.

Lectures 1 to 4 (by Shi Wang, Lifan Guan and Itamar Vigdovich) discussed
background from Lie theory. In particular, lectures 1 and 2 provided an intro-
duction to symmetric spaces, semisimple groups, and lattices. Lectures 3 and 4
provided an introduction to actions of these groups, suspension of Γ actions and
some elementary properties of the suspension.

Lectures 5 to 9 (by Nguyen-Thi Dang, Vladimir Finkelstein, Cagri Sert, Minju
Lee and René Ruhr) were an introduction to non-uniformly hyperbolic dynamics,
actions of higher rank abelian groups and entropy theory. The concepts intro-
duced here, particularly entropy and Lyapunov exponents, play a key role in both
building invariant measures and in controlling growth of derivatives.

Lectures 10 to 13 (by Elyasheev Leitbag, Vincent Pecastaing, Thang Nguyen
and Michele Triestino) introduced key superrigidity theorems of Margulis and
Zimmer and sketched some ideas of the proofs of these classical results. These
results both motivated the original conjecture of Zimmer and play a key role in
its resolution.

Lectures 14 to 16 (by Pengyu Yang, Keivan Mallahi-Karai and Manuel Luethi)
gave a brief introduction to key results from homogeneous dynamics used in the
proof of Theorem 1. This includes results on classification of invariant measures
and orbit closures by Ratner, finer results on equidistribution by Shah and Dani-
Margulis, and results on epimorphic subgroups by Mozes. These all play a key
role in improving invariant measures under averaging in the proof of Theorem 1

Lectures 17 to 20 (by Isabella Scott, Sang-hyun Kim, Federico Vigolo and Ping
Ngai (Brian) Chung) gave a brief introduction to property (T ) and strong property
(T ). This included some context and motivation, some proofs, and an indication
of how strong property (T ) is used in the proof of Theorem 1.
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The final lecture (by Homin Lee) combined all the ingredients assembled
throughout the program to give a detailed outline of the proof of Theorem 1.
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Invariance principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2992

Elyasheev Leibtag
Margulis super rigidity theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2997

Vincent Pecastaing
Super-rigidity for cocycles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3000

Thang Nguyen
Proof of Zimmer’s Cocycle Superrigidity: ergodicity and Lyapunov
exponents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3004

Michele Triestino
Proof of Zimmer’s Cocycle Superrigidity: centralizers and finite
dimensional invariant subspaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3010

Pengyu Yang
Ratner’s measure classification theorem and equidistribution . . . . . . . . . . 3015

Keivan Mallahi-Karai
Ratner’s orbit closure theorem and generalized equidistribution . . . . . . . . 3018



2956 Oberwolfach Report 48/2019

Manuel Luethi
Epimorphic subgroups and invariant measures . . . . . . . . . . . . . . . . . . . . . . . 3022

Isabella Scott
Property (T) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3027

Sang-hyun Kim
Property (T) groups acting on the circle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3030

Federico Vigolo
Strong property (T) in the proof of Zimmer’s conjecture . . . . . . . . . . . . . . 3034

Ping Ngai (Brian) Chung
Strong Property (T): Ideas of proof for G = SL3(R) . . . . . . . . . . . . . . . . . . 3037

Homin Lee
Proof of Zimmer’s conjecture for cocompact lattice in SL(n,R). . . . . . . . 3043



Arbeitsgemeinschaft: Zimmer’s Conjecture 2957

Abstracts

Symmetric spaces and lattices

Shi Wang

In this talk, we give definitions and basic examples of symmetric spaces and lat-
tices. We take the references from

(1) Morris–Introduction to arithmetic groups [3],
(2) Eberlein–Geometry of nonpositively curved manifolds [1],
(3) Knapp–Lie group: Beyond an introduction [2],
(4) Steffen Kionke’s notes on arithmetric groups [4].

1. Symmetric spaces

1.1. Definition. We begin with a geometric definition of symmetric space.

Definition 1. A Riemannian manifold X is a symmetric space if

(1) X is connected,
(2) X is homogeneous, that is, the isometry group Isom(X) acts transitively

on X,
(3) there is an isometric involution φ such that φ has at least one isolated fixed

point.

Remark 1. φ is called an involution if φ2 = Id, and p is called an isolated fixed
point of φ if there exists an neighborhood U of p such that p is the only fixed point
of φ in U .

Remark 2. If p is a fixed point of φ (in which case we write φ = φp), we can
pick a neighborhood U of p in which p is the only fixed point. φ2 = Id implies
(dφ ◦ dφ)|TpX = Id. Since φ is an isometry, we see that dφ|TpX has only ±1
eigenvalues. If dφ had a +1 eigenvalue with a unit eigenvector v, then φ will send
γp,v–the geodesic ray at p in the direction v–to itself because an isometry sends
geodesics to geodesics. This contradicts with the fact that p is the only fixed point
in U . Thus dφ|TpX = −Id.
Remark 3. The above remark shows that geometrically φp is just the geodesic
reversion at p. In particular, the involution that fixes p must be unique, one can
also take this as the definition of a symmetric space (See [1]). On the other hand,
one involution determines all involutions. If g ∈ Isom(X) sends p to q, then
φq = g ◦ φp ◦ g−1 is the unique involution that fixes q.

1.2. Examples of symmetric spaces. Model spaces are symmetric spaces.

• Rn: The group of all translations on Rn is a subgroup of Isom(Rn) that
acts transitively on Rn, so Rn is a homogeneous space. Any point p ∈ Rn,
the involution φp is given by the point reflection at p (which might not be
orientation preserving).
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• Sn: Take the standard model Sn = {(x0, ..., xn) ∈ Rn+1 | x2
0 + ... +

x2
n = 1}. SO(n + 1) acts isometrically and transitively on Sn, so it is

a homogeneous space. Let p = (1, 0, ..., 0) ∈ Sn, the involution at p is
given by φp(x0, x1, ..., xn) = (x0,−x1, ...,−xn).
• H2: Take the upper half plane model H2 = {(x, y) ∈ R2 | y > 0} with the
Riemannian metric g = 1

y2 (dx
2 + dy2). It is also convenient to identify it

with the complex coordinates, and we can write H2 = {z ∈ C | Im(z) >
0}. We can check the action of SL2(R) on H2 given by

[
a b
c d

]
z =

az + b

cz + d

is an isometric and transitive action. Hence H2 is homogeneous. Let
p = i ∈ H2, the involution at p is given by φp(z) = −1/z.

1.3. Classification. Symmetric spaces can be viewed as generalizations of model
spaces, they can be constructed explicitly by Lie groups.

Universal construction:

• Let G be a connected Lie group, K be a compact subgroup of G, and
σ : G → G is an involutive automorphism such that K ⊂ Gσ is open,
where Gσ is the set of fixed points of σ in G. Then G/K, with a G-left
invariant metric, is a symmetric space with an involution φ(gK) = σ(g)K,
and eK is an isolated fixed point of φ.
• Conversely, any symmetric space can be constructed this way: If X is
a symmetric space with an involution φp, then take G = Isom0(X)–the
connected component containing the identity–and K = StabG(p), and
σ : G→ G given by σ(g) = φ ◦ g ◦ φ, we can realize X as G/K.

This gives the following explicit examples of symmetric spaces.

G K σ : G → G (called the Cartan involution)

SO(n + 1) SO(n) A 7→





1
−1

. . .

−1




A





1
−1

. . .

−1





SL(n,R) SO(n) A 7→ (AT )−1

SL(n,C) SU(n) A 7→ (A∗)−1

SO0(p, q) SO(p) × SO(q) A 7→ (AT )−1

Sp(2n,R) U(n) A 7→ (AT )−1

· · · · · · · · ·

Symmetric spaces are classified by Cartan. We say a symmetric space X is irre-
ducible if its universal cover does not split nontrivially as an isometric product of
two symmetric spaces. There are 3 types of irreducible symmetric spaces: compact
type, non-compact type, and Euclidean. The corresponding sectional curvatures
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satisfy K ≥ 0, K ≤ 0 and K = 0 respectively. In this series of talks, we mostly fo-
cus on non-compact type symmetric spaces, in which case, the above constructions
can be simplified to the following.

Construction of irreducible, non-compact type symmetric spaces:

• Let G be a connected, simple, non-compact Lie group with finite center,
and K be a maximal compact subgroup of G (unique up to conjugate).
Then G/K is a simply connected, non-compact, non-flat, irreducible sym-
metric space.
• Conversely, any non-compact, non-flat, irreducible symmetric space can
be constructed this way, and one can further take G to have trivial center.

Thus, the classification of irreducible, non-compact type symmetric spaces simply
follows from the classification theorem of simple, non-compact, real Lie algebra.
One can either use the restricted root system (Dynkin diagram with multiplicity),
or complexified root system with certain decorations (Vogan/Satake diagrams),
see [2].

1.4. Rank. There are two notions of rank: the rank of a symmetric space, and
the real rank of a Lie group.

Definition 2. Let X be a symmetric space, the rank of X, denoted by rk(X), is de-
fined to be the maximal integer r such that X has a totally geodesic, r-dimensional
flat submanifold.

Definition 3. Let G be a connected real Lie group, the real rank of G, denoted by
rkR(G), is defined to be the maximal integer r such that X has a totally geodesic,
r-dimensional, (topologically) closed, simply connected, flat submanifold, where X
is an associated symmetric space of G.

Remark 4. By definition, rkR(G) ≤ rk(X) when X = G/K. However, if G has
no compact factors, then rkR(G) = rk(X). When G is compact, rkR(G) = 0, so
compact factors does not contribute to the real rank. For this reason, the ambiguity
of which X to take in the above definition does not matter.

The following table shows examples of the two notions of rank.

G K rk(G/K) rkR(G)
SO(n+ 1) SO(n) 1 0
SL(n,R) SO(n) n− 1 n− 1
SL(n,C) SU(n) n− 1 n− 1
SO0(p, q) SO(p)× SO(q) min{p, q} min{p, q}
Sp(2n,R) U(n) n n
· · · · · · · · · · · ·

Rank one symmetric spaces: There are only 4 rank one symmetric spaces
of non-compact type, namely, the real hyperbolic space Hn = SO0(n, 1)/SO(n),
the complex hyperbolic space CHn = SU(n, 1)/S(U(n)× U(1)), the quaternionic
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hyperbolic space HHn = Sp(n, 1)/(Sp(n)×Sp(1)), and the Cayley plane CaH2 =
F−20
4 /spin(9). The above F−20

4 indicates the unique Lie group whose complexified
Dynkin diagram is of type F4 and the quantity dim(X)− dim(K) is −20.

2. lattices

2.1. Definition. We state the definition of a lattice.

Definition 4. A subgroup Γ in G is a lattice if

(1) Γ is discrete,
(2) G/Γ has finite volume with respect to the Haar measure on G.

Definition 5. A lattice is uniform (cocompact) if G/Γ is compact.

Since G acts by left translation on the symmetric space X = G/K, Γ has a
discrete left action on X . It follows that G/Γ has finite volume if and only if Γ\X
has finite volume, and that G/Γ is compact if and only if Γ\X is compact. It is
not clear just from the definition why (cocompact/non-cocompact) lattices exist,
but actually there are quite a lot, most of which arise naturally from arithmetic
constructions.

2.2. Examples.

• SL(2,Z) < SL(2,R) is a (non-compact) lattice. We give a brief argument
of this fact. First, it is clear SL(2,Z) is discrete. We just need to show
SL(2,R)/SL(2,Z), or equivalently SL(2,Z)\H2 has finite volume. We
find a fundamental domain F of this action. (See the Figure 2.1 below)

Figure 2.1. A fundamental domain F for SL(2,Z) action on H2

We see that F is non-compact, and we can compute the area of F as a
double integral:

vol(F) =

∫ 1/2

−1/2

∫ ∞

√
1−x2

1

y2
dydx =

π

3
<∞
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• SL(n,Z) < SL(n,R) is a lattice.
• SL(n,Z[i]) < SL(n,C) is a lattice.
• SO(p, q;Z) = SO(p, q) ∩ SL(p+ q,Z) < SO(p, q) is a lattice.
• Sp(2n,Z) = Sp(2n,R) ∩ SL(2n,Z) < Sp(2n,R) is a lattice.
• G be a classical semisimple real Lie group, the integer points GZ < G is a
lattice.
• If G is semisimple and defined over Q, then the integer points GZ < G is
a lattice.

2.3. Integer points via different embeddings. This following example shows
that different embeddings of GQ → GR may give rise to different kinds of lattices.

• SO(2, 1;Z) < SO(2, 1) is a non-cocompact lattice. This corresponds to
the usual embedding SO(2, 1;Q) ⊂ SO(2, 1).
• Let G = SO(7x2

1 − x2
2 − x2

3;R) ≃ SO(2, 1), it turns out that the integer
points GZ < G is a cocompact lattice. (This corresponds to the fact that
7x2

1 − x2
2 − x2

3 = 0 has no non-trivial integer solutions.)
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Structure of Lie groups

Lifan Guan

In this talk, we give a brief review of some basic structure theory of Lie groups,
which will be used in the proof of Zimmer’s conjecture [2]. The main references
will be [1, Section 6.7] and [3, Section 8.2]

1. Algebraic Lie groups.

Let k be a field of characteristic 0. Let G be an algebraic group defiend over k,
i.e., G is a scheme of finite type over k and there exist morphisms

mult : G×G→ G, inv : G→ G, and id : Speck → G

sastisfying the group laws. G is called a linear algebraic group if G is affine, or
equivalently, G admits an embedding to GLn for some n. A linear algebraic group
is semisimple if the solvable radical is trivial.

A Lie group G is called algebraic Lie group (resp. semisimple algebraic Lie
group) if there exists an algebraic group (resp. semisimple algebraic group) G
defiend over R such that G = G(R). An algebraic Lie group is called connected if
G is connected. Important examples for connected semisimple algebraic Lie group
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are SLn(R), SO(p, q)(R), etc. Note that SO(p, q)(R) is a connected algebraic Lie
group but is not connected as a Lie group.

Remark 1. By definition, a Lie group is called semisimple if it Lie algebra is
semisimple, so a semisimple algebraic Lie group is naturally a semisimple Lie
group, but not vice visa. For example, the universal cover of SL2(R) is a semisimple
Lie group, but not a semisimple algebraic Lie group. Indeed, a semisimple Lie
group is semisimple algebraic if and only if it admits an embedding into GLn(R).

2. Maximal compact subgroup

From now on, we always let G to be a connected semisimple algebraic Lie group.
A subgroup K ⊂ G is called a maximal compact if it is compact and maximal
among all the compact subgroups. A maximal compact subgroup is unique up to
conjugation. So let us fix a maximal compact subgroup K from now on. Let g be
the Lie algebra of G and k be the Lie algebra of K. The Killing form Tr(adXadY ),
which is easily seen to be invariant under conjugation, is negative definite on k and
positive definite on its orthogonal complement s. Clearly, we have g = k ⊕ s, and
moreover the map

K × s→ G, (k,X) 7→ k exp(X)

is a heomomorphism that defines the Cartan decomposition.
When G = SLn(R), we can take K to be SOn(R). Thus we have,

k = {X ∈ sln : X +XT = 0}, s = {X ∈ sln : X = XT }.

3. Cartan subalgebra

Let notations be as above. A Cartan subalgebra a of g is defined to be a subalgebra
that is conjugate (under G) to a maximal abelian subalgebra that is contained in s.
Since any two maximal abelian subalgebras that are contained in s are conjugate
under K, a Cartan subalgebra is also unique up to conjugation and it dimension
is called the real rank of G, denoted as rankRG. Let us fix a Cartan subalgebra
a ⊂ s from now on. As any two maximal abelian subalgebra that are contained
in s are conjugate under K, combined with the Cartan decomposition, we get the
following KAK decomposition,

G = K exp(a)K.

When G = SLn(R), A canonical choice of Cartan subalgebra is

a = {diag(a1, . . . , an) ∈ sln : ai ∈ R}.

Then the KAK decomposition boils down to the well-known fact in linear algebra
stating that any matrix in SLn(R) can be written as products of a orthogonal
matrix, a diagonal matrix with positive entries and another orthogonal matrix.
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4. Restricted root system

An important property of the Cartan subalgebra is that under the adjoint action,
elements from a can be simultaneously diagonalized. Hence we can decompose g

as

g = z⊕⊕λ∈Σg
λ,

where

gλ = {Y ∈ g : ad(X)Y = λ(X)Y } for all X ∈ a, and z = g0

with

Σ = {λ ∈ a∗ \ {0} : gλ 6= {0}}.
It is clear that a ⊂ z, and G is called R-split if a = z. Σ is a (restricted) root
system.

An element X ∈ a is called regular if λ(X) 6= 0 for all λ ∈ Σ. Let X be a
regular element, set the corresponding set of positive roots to be

Σ+ = {λ ∈ Σ : λ(X) > 0},
and set the corresponding Weyl chamber to be

a+ = {Y ∈ a : α(Y ) > 0 for all α ∈ Σ+}.
The corresponding minimal parabolic subalgebra p is defined to be

p = z⊕ u where u = ⊕λ∈Σ+gλ.

We have g = k⊕ a⊕ u and moreover the map

K × a× u→ G (k,X, Y ) 7→ k exp(X) exp(Y )

is a heomomorphism that defines the Iwasawa decomposition.
When G = SLn(R) with the Cartan algebra be given as above, the set Σ can be

identified with {ei− ej : 1 ≤ i, j ≤ n, i 6= j}. the subset {ei− ei : 1 ≤ j < i ≤ n} is
a set positive roots and the corresponding mnimal parabolic subalgebra consists
of upper trianglar matrices in sln.

5. KAK decomposition and geometric interpretation

Using Weyl chambers a+, the KAK decomposition can be further refined as

G = K exp(a+)K.

The KAK decomposition admits an interpretation that involves geodesic flats
on the locally symmetric space G/K, endowed with the metric induced from the
Killing form restricted on s. By definition, a maximal geodesic flat is a submanifold
of G/K which is totally geodesic with zero curvature and is maximal with respect
to these conditions. The maximal geodesic flat can be identified as g exp ae where
g ∈ G and e = [K] ∈ G/K be the base point. The subsets g exp a+e are called
chambers. Then it follows from the KAK decomposition that any two points in
the locally symmetric space lie in a same chamber.
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6. Higher rank groups

Say G is of higher rank if rankRG ≥ 2.

Proposition 1. G is of higher rank if and only if there exists unipotent subgroups
U1, . . . , Uk such that

(1) U1, . . . , Uk generates G, and
(2) for any 1 ≤ i ≤ k − 1, Ui commutes with Ui+1.

It is easy to check that (1) and (2) implies higher rank. Conversely, the proof
can be done case by case. We sketch the case of G = SL(3,R) and left the others
as exercises. Indeed, for 1 ≤ i, j ≤ 3, let

Uij = {I + tEij : t ∈ R}.
It is clear that {Uij : 1 ≤ i, j ≤ 3} generates G and Uij commutes with Ui′j′ if
j 6= i′ and i 6= j′. Hence, the sequence of unipotent groups

U12, U13, U23, U21, U31, U32

verify the conditions (1) and (2).
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Examples of actions of lattices on compact manifolds

Itamar Vigdorovich

Let G be a simple Lie group, and let Γ be a lattice in G. Unless stated otherwise
assume that G = SLn(R), whereas for Γ we will often take Γ to be SLn(Z)
while at other times we will need Γ to be a uniform lattice. We are interested in
actions of Γ by diffeomorphisms on compact connected smooth manifolds M , i.e
homomorphisms α : Γ→ Diff(M). The goal in this talk is to become familiar with
some of the classical actions, as well as more exotic ones, and to appreciate how
wild it can be to get a hand on classifying all such actions.

1. Trivial actions

Choose M arbitrarily. The trivial action is given by α(γ) = IdM for all γ. More
generally, actions for which Im(α) is finite are called finite actions. As the name
suggests, we are looking for more interesting examples. There is however a re-
markably strong constraint on such actions:

Theorem 1 (Zimmer’s Conjecture, A. Brown, D. Fisher, S. Hurtado 16’). Assume
n ≥ 3. Then any action Γ→ Diff(M) for which dimM < n− 1, is finite.
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2. Algebraic actions

2.1. Action on projective space. The following example shows that the dimen-
sion bound in the theorem above is tight. G acts on Rn linearly, and it transfers
lines to lines. Hence G, and thus also Γ, act on RPn−1. Let e1, ..., en be the stan-
dard basis in Rn. The stabilizer of the line Re1 is the subgroups of G consisting

of matrices (in G) of the form P1 =




∗ ∗ · · · ∗
0 ∗ · · · ∗
...

...
. . .

...
0 ∗ · · · ∗


. Hence we have that

M = RPn−1 ∼= G/P1.

2.2. Actions on Grassmannians and flag manifolds. The above example can
be generalized by introducing the following definition which is central in the theory
of algebraic groups.

Definition 1. A closed algebraic subgroup P of an algebraic group G is called
parabolic if G/P is a complete (equiv. projective) variety.

P1 is obviously an example of a parabolic subgroup ofG, and it can easily be seen
that it is a maximal one (among proper subgroups). More generally, we may choose

a different maximal parabolic subgroup Pk =

(
∗k×k ∗(n−k)×k

0 ∗(n−k)×(n−k)

)
≤ G. Ob-

serve that Pk is precisely the stabilizer of the subspace Sp{e1, ..., ek} understood
as a point in the Grassmannian Gr(n, k) and so Gr(n, k) ∼= G/Pj . Even more
generally, we may choose

Pk1,...,kr
=




(∗)k1×k1
∗ ∗ ∗

0 (∗)k2×k2
∗ ∗

...
...

. . .
...

0 0 · · · (∗)kr×kr




which is the stabilizer of the tuple

(Sp{e1, ..., ek1}, Sp{e1, ..., ek1+k2}, ...., Sp{e1..., en})
as a point in the flag variety

Fk1,....,kr
:= {F1 ⊆ ... ⊆ Fr = Rn | dimFi\Fi−1 = ki}

A special case which stands out is obtained by setting all ki to be 1, in which case
Fk1,....,kr

is called the full flag variety. Note that Pk1,...,kn
is a minimal parabolic

subgroup.

Fact 1. Up to conjugation, all parabolic subgroups of G are of the form Pk1,...,kr

(with
∑

ki = n)
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3. Affine actions

3.1. Linear actions. G acts on Rn linearly. The subset Zn ⊆ Rn is stable under
the action of Γ = SLn(Z). This gives a well-defined action of Γ on the torus
Tn := Rn/Zn. Observe that as opposed to the previous examples, this action is
not the restriction of any G action, and moreover it is volume preserving. In fact,
by including the requirement that Γ must preserve a volume form, the bound in
Theorem 1 can be strengthened from n− 1 to n.

3.2. Actions by automorphisms. In the previous example we had that G ≤
GLn (R) = Aut(Rn) and that Γ.Zn = Zn. More generally, whenever we have a
Lie group H , a uniform lattice Λ ≤ H and a representation ρ : G → Aut(H) for
which ρ(Γ).Λ = Λ, we obtain an action of Γ on the compact manifold H/Λ.

3.3. Homogeneous actions. Given a Lie group H , a uniform lattice Λ ≤ H ,
and a map Γ→ H we get an action of Γ on H/Λ.

3.4. Affine actions. We may combine the previous two example to obtain the
following:

Definition 2. An action α of Γ of H/Λ is called affine if for any γ ∈ Γ there
exists h ∈ H and θ ∈ Aut(H) with A(Λ) = Λ such that α(γ) = A ◦ τh there τ is
left regular action on H.

These example can even be further generalized by introducing generalized affine
actions and quasi-affine actions. See [5] for more details.

4. Isometric actions

Can M admit a smooth Riemannian metric for which Γ acts (non-trivially) by
isometries on M? If Γ = SLn(Z), then a the answer is no by Margulis super-
rigidity- indeed Isom(M) is compact Lie group and any homomorphism SLn(Z)
into a compact Lie group must be finite. However, if Γ is cocompact, such action
may exists. For the sake of simplicity, we will assume in this example that G =
SO(p, q) (similar but slightly more complicated mehtods work also for SLn(R))

4.1. Restriction of scalars. Recall that SO(p, q) is the group of all matrices in
SLn(R) which preserve the bilinear form x2

1 + ... + x2
p − x2

p+1 − ...− x2
n. Instead,

let’s consider the bilinear form f(x1, ..., xn) =
∑p

i=1 x
2
i −
√
2 · ∑p+q

i=p+1 x
2
i and

let SO(f) denote the group matrices in SLn(R) preserving this form. Let σ :

Q(
√
2)→ Q(

√
2) the non-trivial Galois automorphism, and let fσ be the bilinear

form obtained by applying σ on the coefficients of f , i.e fσ(x1, ..., xn) =
∑p

i=1 x
2
i +√

2 ·
∑p+q

i=p+1 x
2
i . Let SO(f)Z[

√
2] denote the matrices in SO(f) with coefficients

in Z[
√
2]. Observe that if we apply σ to an element in SO(f)Z[

√
2] we obtain a

matrix which is not necessarily in SO(f) but in fact in SO(fσ). We thus have
that injective map

Id× σ : SO(f)Z[
√
2] → SO(f)× SO(fσ)
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and it is not hard (but not trivial) to see that the image of this map is an irreducible
lattice in its range. We thus have the following diagram:

SO(f)
Z[

√
2]

✤

✤

✤

✤

✤

✤

Id×σ
// SO(f)× SO(fσ) ❴❴❴

❴❴❴

����

SO(p, q)× SO(p+ q)

����

// SO(p+ q) y Sp+q−1

Γ // SO(f) ❴❴❴❴❴❴❴

❴❴❴❴❴❴❴ SO(p, q)

The bottom row shows that Γ embeds as a lattice in SO(p, q) whereas the top row
shows how Γ acts on a sphere. Using Godement Compactness Criterion it can be
shown that Γ embeds as a cocompact lattice. See [2, Ch. 5,6] for more details and
for a similar construction for G = SLn(R).

5. Induction (suspension)

Suppose that H ≤ G is any closed subgroup. Clearly, we can restrict any G
action to an H action. Induction is in some sense a counter construction. If
H acts on M , then we can extend it to an action of H on G × M where H
acts on G be multiplication on the right h. (g,m) =

(
gh−1, h.m

)
. The action

of G on G ×M by multiplication on the left coordinate clearly commutes with
the H action above. We thus obtained a well-defined action of G on the space
M̃ := IndGH(M) := (G×M) /H . We say that the action G y M̃ is induced from

the H y M , and we also refer to M̃ as suspension space, especially in the context
of dynamics.. This construction comes equipped with the map p : M̃ → M - the
projection on the first coordinate. This makes M̃ a fiber-bundle over G/H with

fibers diffeomorphic to M . Note that M̃ is compact if H is cocompact.

5.1. Tautological bundles. In order to become more comfortable with this con-
struction, let us consider a very concrete example. Recall that we have an action of
Γ = SLn(Z) of T

n. Thus by the above we get an action of G of T̃n = (G× Tn) /Γ,
a space which we interpret as following. G/Γ is identified with the collection of
unimodular lattices in Rn indeed, G acts on the collection of unimodular lattices
transitively, and the stabilizer of the standard lattice Zn is just Γ. Putting it in
fancier terms, G/Γ is the moduli space of all lattices in Rn, or alternatively, it is

the moduli space of all flat metrics of a torus Tn. Thus T̃n it is a fiber bundle
over this moduli space for which the fiber of each point is (quite tautologically)
the object (namely the torus with the respective flat metric) which that point
represents.

5.2. Actions can get quite wild. Let H be the stabilizer of the action of G on
RPn−1. We have that map ϕ : H → R given by ϕ : h 7→ log |h11| arising as the
composition of the following surjective maps:

H
ǫ11→ R∗ |·|→ R∗

≥0
log→ R
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where ǫ11 returns the top-left entry of the given matrix. Thus using induction we
see that:

R-Actions
ϕ∗

→ H-Actions
IndG

H→ G-Actions
ResGΓ→ Γ-Actions

Classifying R-actions is the same as classifying vector fields on smooth manifolds
which is absolutely hopeless. This puts a damper on the hope to classify G or Γ
actions.

5.3. Even wilder. Let Λ ≤ PSL2(R) a uniform lattice which surjects onto a
non-abelian free group F . As F subjects onto Z, classifying all Λ-actions must
include (for the least) a classification of Z-actions which is in turn boils down to a
classification of diffeomorphisms on compact manifolds which is ludicrous. Using
induction, we may show that this problem arises also when n > 2. Indeed, consider

the map θ from P = P2 =




∗ ∗ · · · ∗
0 ∗ · · · ∗
...

...
. . .

...
0 ∗ · · · ∗


 onto PSL2(R) which keeps the left

2× 2 corner. We thus have:

F -Actions
ϕ∗

→ Λ-Actions
Ind

PSL2(R)

Λ→ PSL2(R)-Actions
θ∗

→

θ∗

→ P -Actions
IndG

P→ G-Actions
ResGΓ→ Γ-Actions

6. Blow-ups

All of the example we have presented here include some additional structure (alge-
braic, homogeneous, Riemannian,). Do all actions admit a rigid geometric struc-
ture? We present the construction by Katok, Lewis [3], which later Benveniste
and Fisher [4] used to answer this question negatively.

Recall that the blow-up of Rn at the origin 0̄, is by definition the variety:

B =
{
(x, l) ∈ Rn × RPn−1 | x ∈ l

}
⊆ Rn × RPn−1

where RPn−1 is naturally identified with the set of lines passing through 0̄. This
construction comes equipped with the projection to the first coordinate B ։ Rn.
Since any point x ∈ Rn\{0} defines a unique line l ∈ RPn−1 we see that the fiber
of every point in Rn with respect to this map is just a single point. at the origin
however, the fiber is identified with RPn−1 which is called in this context the
exceptional divisor. The way to think of this construction is that B is the same
as the original space Rn except that we now add the information of all directions
from which one can approach the origin in such a way that we do no longer have
one origin, but many - one for each approachable direction. It is thus no wonder
that this construction can be used to resolve singularities of algebraic varieties, or
singularities of group actions.
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6.1. A hybrid action. Recall from above the action of Γ = SLn(Z) on Tn. This
action has one fixed point, however it has an index-2 subgroup which acts on Tn

with multiple fixed points. Indeed, if Γ2 denotes the 2’nd principal congruence
subgroup, namely the kernel of the mod-2 map SLn(Z) → SLn(Z/2Z), then the
points in the torus (12 , 0, ..., 0) and (0, 1

2 , ..., 0) are fixed by Γ2. The tangent spaces
at those points are identified with Rn, and so we can blow-up each those two
tangent spaces at their respective origins and glue them together. Γ2 now acts
on this glued exceptional divisors by the projective action which we’ve discussed
in Section 2. We have thus obtained a new manifold with a hybrid action of Γ2

which is at some part is volume preserving while at an other part it is not.
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Suspension space

David Fisher

This lecture was given by David Fisher on behalf of a participant who could not
come to Oberwolfach.

In this talk, we will see construction of suspension space and their basic properties.
Here we will always use ρ : Γ → Diff(M) be a Γ action on compact manifold M .
Here Γ be a lattice in G. (For the proof of main theorem, one may assume that
G = SL(n,R).) The details can be found in [1]

1. Suspension space.

1.1. Construction. We will define the suspension space. We can define left G
action on G×M as left multiplication only on G.

g.(h, x) = (gh, x).

On the other hand, we can define right Γ action on G×M as twisted way.

(h, x).γ = (hγ, ρ(γ−1)(x)).

Definition 1. We can define

Mρ = (G×M)/Γ
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using right Γ action. This is called suspension space. In addition, left G action
commutes with right Γ action on G ×M so that we can define left G action on
(G×M)/Γ. Let ρ̃ be a induced G-action on Mρ. We also have natural projection
π : Mρ → G/Γ.

Remark 1. The natural projection π : Mρ → G/Γ is G-equivariant, that is

π(ρ̃(g)(x)) = g.π(x)

for all g ∈ G and x ∈ Mρ. This will be used frequently in order to lift properties
on G/Γ to Mρ, vice versa.

We can think Mρ as fiber bundle over G/Γ with fiber M . In here G action is
twisted in some sense. Roughly, we can think Mρ as G/Γ×M . Fix fundamental
domain X ⊂ G for G/Γ in G and identify X with G/Γ. Then G action on X ×M
as

g.([h], x) = (g.[h], α(g, [h])(x))

where

α : G×G/Γ→ Γ

(g, [h]) 7→ γ ⇐⇒ ghγ−1 ∈ X.

and g.[h] = [ghα(g, [h])−1]. Note that ghα(g, [h])−1 ∈ X .
We really need to investigate G action ”fiberwise” in order to see original Γ

action ρ. So it is natural to define following definition.

Definition 2. Let F = ker(Dπ) where π : Mρ → G/Γ. We will call F is fiberwise
tangent bundle. For x ∈ Mρ, we can also define fiberwise tangent space F (x) ⊂
TxM

ρ.

Remark 2. Note that F is G-invariant subbundle of TMρ.

1.2. Motivation. The main motivation of the suspension space is following. First
of all, We have plenty of informations about structure of G. We can use this
advantage. For example, the growth in G is determined by A and A < G can
be identified with Rn−1 so that we can use Multiplicative ergodic theorem on
suspension space. One more advantage is that A is amenable, so that we can
always find invariant measure. This will give us information about exponential
growth.

In the hight rank abelian dynamics setting, similar things happen. The kernel
of linear functional defined on Zk may not see integer points. However, if we
induce action so that the linear functional is defined over Rk then we have every
informations about kernel of it.

2. Fiberwise Lyapunov exponent.

One of key ingredients of the main theorem is that using suspension space and
study fiberwise Lyapunov exponents. Let me recall the Oseledet’s multiplicative
ergodic theorem (higher rank version) for vector bundle. Recall that we have
KAK decomposition and A can be identified with Rn−1.
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Theorem 1. For any A-invariant ergodic probability measure on Mρ, we have

(1) There is A-invariant measurable set Λ ⊂Mρ such that µ(Λ) = 1.
(2) There are linear functionals λF

1,µ, . . . , λ
F
p,µ : A→ R.

(3) There is A-invariant decomposition of F as

F (x) = E1(x)⊕ · · · ⊕ Ep(x)

defined over x ∈ Λ such that

∀a ∈ A, ∀v ∈ Ej(x) \ {0}, lim
|a|→∞

log ||Dxa(v)|| − λF
j,µ(a)

|a| = 0

Here we fix norm on Rn−1 so that on A. The last assertion especially shows that
for fixed a ∈ A, for any v ∈ Ej(x) \ {0} we have

lim
m→∞

1

m
log ||Dxa

m(v)|| = λF
j,µ(a).

The above theorem give us a tool to produce A-invariant probability measure
Mρ that see the failure of the uniform subexponential growth of derivative fiber-
wise when we assume that ρ̃ fails to have the uniform subexponential growth of
derivative fiberwise.

3. Properties and applications of Suspension space

3.1. Invariant measures. For suspension space, we have following two lemmas.

Lemma 1. The Γ action ρ on M preserves Borel probability measure if and only
if the induced G action ρ̃ on Mρ preserves Borel probability measure.

Indeed, if µ̃ is G via ρ̃ invariant probability measure on Mρ then, we can
disintegrate µ̃ so that we can find Γ-invariant measure µ on M . On the other
hand, if µ is a Γ via ρ invariant probability measure on M then the probability
measure µ×Haar on Mρ is G- invariant.

Let G = SL(n,R) and Γ be a lattice in G. The above lemma can be used to
find ρ-invariant probability measure on M provided that dimM < n − 1. Later,
we will see following theorem coming from invariance principle.

Theorem 2. Let ρ : Γ → Diff(M) be a Γ action on a compact manifold M .
Assume d = dimM < n− 1. Then there is a Γ-invariant probability measure on
M .

Note that Γ is not an amenable group, there may not invariant probability
measure a priori. However, the above theorem shows that, under some dimension
condition, we can find invariant probability measure. The proof of above theorem
is that making suspension space and find G-invariant probability measure on Mρ

using invariance principle. Here we can see the advantage of suspension space.
Although Γ is not amenable, A < G is amenable subgroup so that we can find
easily A-invariant probability measure on Mρ. After then, invariance principle
helps us to find additional invariance.
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3.2. Fiberwise uniform subexponential growth of derivative. In this sec-
tion, we will see one lemma that is used in the proof of the main theorem. That is
the notion of the uniform subexponential growth of derivative also can be induced.
First, recall the definition of the uniform subexponential growth of derivative.

Definition 3. Let ρ : Γ → Diff(M) be a Γ action on compact manifold M . We
say ρ has uniform subexponential growth of derivative if for any ǫ > 0 there is
C = Cǫ > 0 such that

sup
x∈M
||Dxγ|| < Ceǫl(γ).

Here we fix Riemannian metric on M and l(γ) denotes the word length of γ in Γ
for fixed finite generating set.

Note that the above definition does not depend on choice of Riemannian metric
on M and of finite generating set of Γ.

Now we can introduce main lemma in this section.

Lemma 2. The ρ has uniform subexponential growth of derivative if and only if
the induced action of G on Mρ has uniform subexponential growth of derivative
fiberwise., i.e. for any ǫ > 0 there is Cǫ = C > 0 such that

sup
x∈Mρ

||Dxg|F || ≤ Ceǫd(e,g)

for any g ∈ G.

The above lemma tells us that we can detect uniform subexponential growth of
derivative in the induced action. That means, in order to prove uniform subex-
ponential growth of derivative, we can use induced action, especially we can use
structure theorems of G.
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The top Lyapunov exponent

Nguyen-Thi Dang

In this talk, M is a compact smooth manifold of finite dimension m and V a finite
dimensionnal real vector space and G is a topological group or semigroup acting
on M (by diffeomorphism).

In the first paragraph, we give the general setting and give examples of cocycles.
In the second paragraph, we define the first Lyapunov exponent.

In the third paragraph, we give a proof that the Z-cocycle induced by c and f has
uniform subexponential growth if and only if for all (f -invariant) probability mea-
sure µ ∈ Pf (M), both first Lyapunov exponents λtop(c, f, µ) and λtop(c, f

−1, µ)
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cancel. Most importantly, when the cocycle does not grow uniformly in a subex-
ponential way, we detail the construction of an f -invariant measure for which the
Lyapunov exponents is positive.

Finally, we state some regularity conditions for the Lyapunov exponent with
respect to the average of measures along Følner sequences of an amenable group.

1. Setting

Definition 1. The measurable map c : G×M → GL(V ) is a cocycle if it satisfies
the cocycle relation: for all f1, f2 ∈ G and x ∈M

c(f1f2, x) = c(f1, f2(x)) c(f2, x).

It is a continuous cocycle when c is continuous. Let µ be a probability measure on
M . The cocycle is µ−integrable if for all f ∈ G,

log+ ‖c(f, .)‖ ∈ L1(M,µ)

where log+ := sup(0, log).

Remark that becauseM is compact, continuous cocycles are integrable for every
probability measure.

Definition 2. Let f be a diffeomorphism. A probability measure µ is f -invariant
if f∗µ = µ i.e. µ(f−1(A)) = µ(A) for all Borel subset A ⊂ M . It is ergodic if
any f−invariant Borel subset is of measure 0 or 1. Denote by Pf (M) the space
of f -invariant probability measures in M .

By a theorem of Krylov-Bogolyubov, the space Pf (M) is not empty. Indeed,
any weak-∗ limit of sequence of probability measures

1

n

n−1∑

k=0

fk
∗ µ

where µ ∈ P(M) is a f -invariant probability measure on M , by compacity of
P(M).

1.1. Examples of cocycles. In my talk I only covered examples ♠ and ♥. Ex-
ample ♦ will play a crucial role in the proof of Theorem 2.8 in [BFH16].
♠ Example (cf. chapter 3 [Via14] ): M is a compact smooth manifold. Fix f ∈

Diff1(M) and consider a continuous function A : M → GL(V ). Set G := (fn)n∈Z

and for all x ∈M ,

c(f, x) := A(x).

The continuous cocycle c : G ×M → GL(V ) is then defined by induction using
the cocycle relation, i.e. for all n ≥ 1,

c(fn, x) = A(fn−1(x)) c(fn−1, x).
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♥ Example (cf. paragraph 4.1 [Bro18]): G = Diff(M), consider the derivative
c(f, x) := Dxf. It is continuous and in trivializations, Dxf takes value in GL(Rm).
Furthermore, it satisfies

Dx(f1 ◦ f2) = Df2(x)f1 Dxf2.

♦ Example (suspension space, paragraph 10.1 [Bro18]): Let Γ be a cocompact

lattice of G := SL(n,R) and consider α : Γ → Diff2(M) an action. We define a
right action of Γ on G×M by setting for all (h, x) ∈ Γ×M and γ ∈ Γ,

(h, x).γ = (hγ−1, α(γ)x).

The left action of G is defined as follows, for all (h, x) ∈ G×M and f ∈ G,

f(h, x) = (fh, x).

Then the suspension space is the quotient space Mα :=
(
G ×M

)
/Γ. It projects

onto the finite volume homogeneous space G/Γ. Denote by π : Mα → G/Γ the

projection and by F the fibers of this map. For any f ∈ G, denote by L̃f (resp.
Lf) the left multiplication of f on Mα (resp. G/Γ). In (local) coordinates we

write L̃f = (Lf , L̃f ↾F ), abusing notations for the first coordinate. By derivating
the actions by multiplications, we deduce the following commutative diagram

Dπ : DL̃f y TMα TF−→ DLf y T (G/Γ).

In suitable trivializations for all (x, h) ∈Mα, we read

D(h,x)L̃f =

(
DhLf 0

(∗) DxL̃f ↾F

)
.

Hence c(f, x) := DxL̃f ↾F is a linear invertible map of Tx(F ) and continuous.
Since it is constructed using a group action, the cocycle relation is automatic.

2. The top Lyapunov exponent

We define the first Lyapunov exponent in the setting of examples ♠,♥,♦. Then we
give a proof of Furstenberg-Kesten Theorem using Kingman’s subadditive ergodic
Theorem.

Definition 3 (First Lyapunov exponent). Let c : G×M → GL(V ) be a continuous
cocycle where V is a finite dimensional vector space.

Fix f ∈ G and consider an f -invariant probability measure µ ∈Pf (M). Then
the first Lyapunov exponent of the cocycle c on f with respect to µ is defined by

λtop(c, f, µ) := inf
n+∞

1

n

∫

M

log ‖c(fn, x)‖ dµ(x).

When the cocycle is the derivative as in ♥, it is called the first Lyapunov expo-
nent of f for the measure µ and denoted by λtop(f, µ).

For the suspension space as in ♦, it is called the first fiberwise Lyapunov ex-
ponent and denoted by λtop(f, µ) ↾F .



Arbeitsgemeinschaft: Zimmer’s Conjecture 2975

A function ϕ : M → R is f -invariant if for µ almost every x ∈M ,

ϕ(f(x)) = ϕ(x).

Theorem 1 (Kingman). Let M be a compact space, f : M → M a continuous
function and µ an f -invariant probability measure. Let (ϕn)n≥1 be a sequence of
subadditive functions defined over M i.e. such that ϕn+m ≤ ϕn ◦ fm + ϕm for
all integers n,m ≥ 1, and taking value in [−∞,+∞). Assume that sup(0, ϕ1) ∈
L1(M,µ).

Then there exists an f -invariant function ϕ : M → [−∞,+∞) such that the
sequence (ϕn

n )n≥1 converges µ-almost everywhere towards ϕ. Furthermore, its pos-
itive part is integrable and∫

M

ϕ dµ = lim
n+∞

1

n

∫

M

ϕn dµ = inf
n≥1

1

n

∫

M

ϕn dµ.

One can find this statement (as Theorem 3.3) and a proof in the chapter 3 of
Viana’s book [Via14].

Theorem 2 (Furstenberg-Kesten[FK60]). Let M be a smooth compact manifold,
G a topological group or semigroup acting on M . Let c : G ×M → GL(V ) be a
continuous cocycle where V is a finite dimensional vector space.

Then for all f ∈ G and f -invariant probability measure µ,

λtop(c, f, µ) = lim
n+∞

1

n

∫

M

log ‖c(fn, x)‖ dµ(x).

Proof using Theorem 1. Under the hypothesis of Furstenberg-Kesten Theorem,
consider the sequence of continuous functions ϕn := log ‖c(fn, .)‖. It is subad-
ditive and the positive part of ϕ1 satisfies the µ-integrability assumption. By
Kingman’s Theorem 1, we deduce the convergence. �

3. Uniform subexponential growth of finitely generated actions

Definition 4 ( cf. paragraph 6.2 [Bro18] ). Let c : G × M → GL(V ) be a
continuous cocycle where V is a finite dimensional vector space.

Then for all f ∈ G the Z-cocycle c(fn, .) has uniform subexponential growth if
for all ε > 0, there exists a positive number Cε > 0 such that for every n ∈ Z,

sup
x∈M
‖c(fn, x)‖ ≤ Cεe

ε|n|.

If the cocycle is the derivative as in example ♥, it is called uniform subexponential
growth of derivatives. In the case of the fiberwise derivative as in example ♦, it
is called fiberwise uniform subexponential growth of derivatives

Proposition 1 (Cf. Proposition 6.3 [Bro18] ). Let M be a compact smooth man-
ifold, G a compactly generated topological group and c : G ×M → GL(V ) be a
continuous cocycle where V is a finite dimensionnal real vector space. Fix f ∈ G.

Then the Z-cocycle induced by c and f has uniform subexponential growth if and
only if for all (f -invariant) probability measure µ ∈ Pf (M), both first Lyapunov
exponents λtop(c, f, µ) and λtop(c, f

−1, µ) cancel.
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Proof. Suppose first that the growth of the Z-cocycle is uniformly subexponential.
Fix an f -invariant probability measure µ. Then for all ε > 0, there exists Cε > 0
such that, for all x ∈M and n ∈ Z,

log ‖c(fn, x)‖ ≤ logCε + |n|ε.

By the cocycle relation, for every x ∈ M , we write c(f−n, fn(x))−1 = c(fn, x).
Hence for any n ≥ 1 and x ∈M ,

− logCε − nε ≤ − log ‖c(f−n, fn(x))‖ = log ‖c(fn, x)‖ ≤ logCε + nε.

This allows us to conclude that λtop(c, f, µ) = λtop(c, f
−1, µ) = 0.

For the converse, we prove the contraposition i.e. that if the Z-cocycle does
not have uniform subexponential growth then there exits ε > 0 and an f -invariant
probability measure µ such that λtop(c, f, µ) > ε or λtop(c, f

−1, µ) > ε.
Assume that the growth of the Z-cocycle is not uniformly subexponential, mean-

ing that there exists ε > 0, a injective sequence of integers (nj)j≥1 ⊂ Z such that
for all j ≥ 1,

sup
x∈M
‖c(fnj , x)‖ > eε|nj |.

Fix such an ε > 0 and sequence (nj)j≥1. Without loss of generality, we can
assume that up to a subsequence, nj → +∞ by working either with f or f−1.
Sketch of the construction of µ : Denote by S(V ) the unit sphere of V , by
SM the associated sphere bundle over M and p the projection. The crux of the
construction is to find a Birkhof sum. The idea is that for all (x, v) ∈ SM and
n ≥ 1, the term 1

n log ‖c(fn, x)v‖ is a Birkhof sum for the test function

Φ : SM −→ R

(x, v) 7−→ log ‖c(f, x)v‖

and the dynamical system

Uf : SM −→ SM

(x, v) 7−→
(
f(x),

c(f, x)v

‖c(f, x)v‖

)
,

meaning that

1

n
log ‖c(fn, x)v‖ = 1

n

n−1∑

k=0

Φ
(
Ufk(x, v)

)
.

In the second step, we take any weak-∗ limit ν of a sequence of probability measures
(νj)j≥1 supported on well chosen orbits of Uf and check that it is a Uf -invariant
measure of the sphere bundle SM . Indeed, by the non uniform subexponential
growth assumption, we choose for every j ≥ 1 an element (xj , vj) ∈ SM such that

(3.1) ‖c(fnj , xj)vj‖ > eεnj .
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Consider the sequence orbital probability measure of SM defined for every j ≥ 1
by

νj :=
1

nj

nj−1∑

k=0

(Ufk)∗Dirac(xj ,vj).

Remark that for every j ≥ 1, because of the non uniform subexponential growth
assumption (3.1) and the Birkhof identity of the first step then

∫
SM Φ dνj =

1
nj

log ‖c(fnj , xj)vj‖ > ε. Since M is compact, so is its sphere bundle SM . Hence

any weak-∗ limit ν of (νj)j≥1 is a Uf - invariant probability measure of SM . Fur-
thermore ∫

SM

Φ dν ≥ ε.

In the third step, we choose an ergodic component ν′ of ν such that the inequality
above holds and denote by µ := p∗ν′ its push-forward to M by the projection p.
It is an f -invariant and ergodic probability measure of M . Now by Uf -invariance
of ν′ and using the Birkhof identity of the first step, for every n ≥ 1, we deduce

ε ≤
∫

SM

Φ dν′ =
1

n

∫

SM

n−1∑

k=0

Φ ◦ Ufk dν′ =
1

n

∫

SM

log ‖c(fn, x)v‖ dν′(x, v).

By taking the supremum of ‖c(fn, x)v‖ when v varies in the spherical fibers p−1(x),
we deduce

ε ≤ 1

n

∫

SM

log ‖c(fn, x)v‖ dν′(x, v) ≤ 1

n

∫

SM

log ‖c(fn, x)‖ dν′(x, v).

Since the disintegration of ν′ along each fiber p−1(x) are probability measures, we
obtain

ε ≤ 1

n

∫

SM

log ‖c(fn, x)‖ dν′(x, v) = 1

n

∫

M

log ‖c(fn, x)‖ dµ(x).

Finally, taking the limit when n goes to +∞, we obtain a lower bound for the first
Lyapunov exponent

0 < ε ≤ λtop(c, f, µ).

�

4. Regularity of the top Lyapunov exponent

Let H be a locally compact topological group, denote by mH its Haar measure.
Assume that H is amenable meaning that it admits a Følner sequence i.e. an
exhaustion by an increasing sequence of subsets (Fj)j≥1 of finite Haar measure
satisfying the following condition: for all compact subset Q ⊂ H ,

lim sup
j+∞

sup
h∈Q

mH

(
Fj△hFj

)

mH(Fj)
= 0,

where Fj△hFj =
(
Fj ∪ hFj

)
\
(
Fj ∩ hFj

)
denotes the symmetric difference of Fj

and hFj .
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Examples of amenable groups, Zn,Rn. The free group generated by two elements
is not amenable.

Assume now that H acts on the compact manifold M . Then for all probability
measure µ ∈P(M), denote by Fj ∗ µ the averaging measure

Fj ∗ µ :=
1

mH(Fj)

∫

Fj

h∗µ dmH(h).

The first Lyapunov exponent satisfies the following regularity conditions along
the averaging measures of a Følner sequence.

Fact 1 ( Lemma 9.1 [Via14] and Claim 13.1, Remark 13.2 [Bro18]). Fix f ∈ G
and consider an amenable group H ⊂ Zf(G), denote by mH its Haar measure and
fix a Følner sequence (Fj)j≥1 in H.

Then the map µ ∈Pf (M) 7→ λtop(c, f, µ) is upper semi-continuous and for all
f -invariant probability measure µ, the following holds.

(i) For all n ≥ 1, the averaging measure Fj ∗ µ is f -invariant.
(ii) Every weak-∗ limit of (Fj ∗µ)n≥1 is an f -invariant and H-invariant prob-

ability measure.
(iii) For all n ≥ 1, the first Lyapunov exponent of the averaging measure Fj ∗µ

satisfies λtop(c, f, Fj ∗ µ) = λtop(c, f, µ).
(iv) The first Lyapunov exponent of any weak-∗ limit µ′ of (Fj ∗µ)j≥1 has lower

bound
λtop(c, f, µ

′) ≥ λtop(c, f, µ).
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Oseledec’s theorem, Pesin manifolds, metric entropy.

Vladimir Finkelshtein

Let M be a compact Riemannian manifold without boundary and f : M → M
a C1-diffeomorphism (in §2, 3 we will assume C2). The main goal of this talk
is to discuss the contribution of expansion to the metric entropy of a dynamical
system and, in particular, to define all the relevant notions. This talk also serves
as a background for the talk on results of Ledrappier–Young. In §1 we will define
Lyapunov exponents and Oseledec spaces and see how they measure exponential
expansion, in §2 we will partition M into Pesin submanifolds which capture this
expansion. Finally, in §3, we will define metric entropy, and explain, using the
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former notions, how entropy is calculated from the expansion. Sketches of proofs
will be given.

1. Oseledec’s Theorem

Definition 1. A point x ∈M is called (Oseledec)-regular if there exist r(x) ∈ N,
real numbers λ1(x) > ... > λr(x), vector subspaces Ei(x) ⊂ TxM , such that

(1) TxM = E1(x)
⊕

...
⊕

Er(x)(x).

(2) limn→±∞
1
n log ‖Dxf

nv‖ → λi(x) for all v ∈ Ei(x) \ 0.
(3) limn→±∞

1
n log |Jac(Dxf

n)| →∑r(x)
i=1 λi(x) dim(Ei(x)).

We denote by Γ′ ⊂M the set of regular points in M .

Theorem 1 (Oseledec, [5]). Let f : M →M a C1-diffeomorpshism of a compact
Riemmanian manifold. Assume m is an ergodic f -invariant probability measure.
Then,

(1) m(Γ′) = 1.
(2) The maps r(x), λi(x),mi(x) are measurable f−invariant functions (in par-

ticular, constant m-a.e.). Moreover, the maps Ei are measurable and f -
equivariant, i.e.

Ei(f(x)) = DxfEi(x).

The well-defined numbers λi = λi(x) are called Lyapunov exponents, mi =
dim(Ei(x)) - their multiplicities, Ei(x) - the corresponding Oseledec spaces.

Proof. (Sketch from [7, 2, 4]) For t ∈ R ∪ {−∞}, define

Vx(t) = {v ∈ TxM : lim sup
1

n
log ‖Dxf

nv‖ ≤ t}.

Following observations are straihgtforward:

(1) For each t, Vx(t) is a vector space.
(2) Vx(t) ⊂ Vx(s) for s ≤ t.
(3) Vx(t) is f -equivariant.

Consider the graph of dim(Vx(t)) as a function of t. By (1) dimension is well-
defined, and by (2) the graph is monotone. We define λi(x) to be the ordered
points of discontinuity of this graph. By (3), the graph is the same for x and f(x),
in particular, r(x) and λi(x) are measurable and f -invariant, hence, constant m-
a.e. Setting Vi(x) := Vx(λi(x)) we obtain

Vr(x) ⊂ Vr−1(x) ⊂ ... ⊂ V1(x).

where Vi is the space of directions that get asymptotically expanded in n steps by
less than eλin and have a vector that is expanded by eλin. It is a fact that lim sup
can be replaced by lim, and that Vi(x) can be further decomposed in f -equivariant
way into sum of Ej(x), as desired in the theorem. �
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2. Pesin manifolds

For x ∈ M , Oseledec spaces provide us with local directions in TxM in which
the asymptotic expansion/contraction of Dxfn happens, namely, the contracting
space: Ec(x) =

⊕
λi<0 Ei(x), the expanding space: Ec(x) =

⊕
λi>0 Ei(x). We

wish to ”integrate” those to a submanifold.

Definition 2. Pesin stable manifold passing through x ∈M is

W s(x) =

{
y ∈M : lim sup

1

n
log d(fn(x), fn(y)) < 0

}
.

Pesin unstable manifold Wu(x) is defined as the stable manifold of f−1.

Theorem 2 (Stable manifold theorem, [1]). W s(x) is an injectively immersed
submanifold of M with TxW

s(x) = Ec(x).

Proof. For simplicity, we assume that f is hyperbolic, i.e. does not admit 0-
Lyapunov exponent. We introduce Lyapunov charts. We splitRdim(M) = Ru

⊕
Rs,

where s = dim(Es), u = dim(Eu).
Lyapunov charts are maps Ψx : O(x) ⊂ Rdim(M) →M , with Ψx(0) = x,D0Ψx :

Ru,Rs → Eu(x), Ec(x) with some extra properties. The neighborhoods O(x) at
which maps are defined must have controlled radius. Roughly speaking, in local
charts of Ψx and Ψf(x), the map f should behave, up to controlled error, like its
derivative Dxf . Moreover, it can be arranged that the contraction and expansion
happen after one application of Dxf , rather than asymptotically.

We consider

Wx = {admissible local manifolds at x}
= {graph(Ψx(F)) : F : Rs → Ru, D0F = 0, ‖D0F‖ is small}

In other words, admissible local manifolds are lifts of graphs that are tangent
to the stable space at x and look flat-ish. (we omit quantitative details, which
are quite technical). Moreover,Wx can be endowed with a distance: for two local
admissible manifolds which come from graphs of functions F1,F2, the distance is
‖F1 −F2‖max

We define the graph transform

G :Wf(x) →Wx

M 7→f−1(M)

It is straightforward observation that G is a well-defined map, that is also a
contraction. Hence, if we take any sequence Vn ∈ Wfn(x) of admissible local
manifolds, then Gn(Vn) is a Cauchy sequence inWx. Its limit exists and is unique,
regardless of the choices, and is the local stable manifold. Gluing such pieces
results in a global Pesin stable manifold. �

We further introduce fast stable/unstable manifolds (manifolds along which the
convergence/divergence of orbits of points is uniformly exponentially fast, similarly
to the case of Pesin manifolds). Clearly, same argument with minor modifications
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proves their existence. We discuss how fast (un)stable filtration varies Lipschits
continuously inside (un)stable Pesin manifold (seen locally as a graph of smooth
function).

3. Metric entropy

Let m be a f -invariant proability measure. Given two measurable partitions η, ξ
of M , the mean condtional entropy is given by

Hm(ξ|η) =
∫
− log(mξ

x(η(x))dm(x),

where η(x) is the atom of η containing x, and mξ
x is the conditional probability

measure supported on ξ(x).
For a measurable partition η of M , we define the entropy of f given a partition

η as

Hm(f, η) = Hm(η,

∞∨

i=1

f iη).

The metric entropy of f is given by

hm(f) := sup
η
{Hm(f, η)}.

The main result of this section is that the sup in the above definition of entropy
is achieved by a concrete partition, that ”sees” the expansion of f .

Definition 3. A partition ξ is subordinate to a foliation Wu if for m-a.e. x we
have ξ(x) ∈ Wu(x) and ξ(x) contains an open neighborhood of x in submanifold
topology.

Theorem 3 (Ledrappier–Young, [3]). Let η be any measurable partition that is
increasing (fη ≺ η) and subordinate to the foliation into unstable Pesin manifolds
Wu. Assume that

∨∞
i=0 f

iξ is a partition into points. Then

hm(f) = Hm(f, η).

Moreover, one can easily construct such partitions.

Finally, we state the relation between entropy and expansion.

Theorem 4 (Margulis-Ruelle inequality, [6]).

hm(f) ≤
∑

λi>0

λi dim(Ei).
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Ledrappier–Young Rigidity

Cagri Sert

The talk consisted of three parts: in the first part, after having presented the
context and some previous theorems, we stated Ledrappier–Young’s breakthrough
results in [10, 11, 12]. In the second part, following [3], we reformulated these
results in an algebraic setting as algebraic rigidity statements. In the final part,
we gave a proof of one of the main implications in the algebraic rigidity statement.

1. Background and statement of results

We start by presenting some fundamental results on the relation between entropy
and Lyapunov exponents, give a brief overview of SRB measures in the uniformly
hyperbolic setting and finally state the two main results of Ledrappier and Young.

1.1. Margulis–Ruelle inequality and Pesin’s entropy formula. Metric en-
tropy, introduced in dynamical setting by Kolmogorov [9], yields a numerical mea-
sure of complexity of a measurable dynamical system (M, f, µ). Here M denotes a
probability space, f : M →M a measurable map preserving a probability measure
µ. In the more special case where M has a differentiable structure (e.g. a com-
pact smooth manifold) and f is a differentiable map, thanks to Oseledets’ theorem
[16, 18], one has a more geometric measure of complexity provided by Lyapunov
exponents. These indicate the rate at which µ-typical nearby points are separated
in different directions.

The relation between these two measures of complexity has been studied broadly
and it constitutes the context of Ledrappier–Young’s works. One of the first results
on the relation between entropy and Lyapunov exponents is the Margulis–Ruelle
inequality. To state this inequality, let us make our notation precise. Let M be a
compact smooth manifold of dimension d, f : M →M a diffeomorphism preserving
a Borel probability measure µ on M . For simplicity, suppose µ to be ergodic. We
denote the corresponding Lyapunov exponents by λ1 > λ2 > . . . > λp and for µ-a.s.
x ∈M , the Lyapunov spaces by E1(x), . . . , Ep(x). We have ⊕Ei(x) = TxM ≃ Rd

and v ∈ TxM \ {0}, v ∈ Ei(x) if and only if

lim
n→±∞

1

n
log ‖Dxf

n(v)‖ = λi,
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where Dxf
n : TxM → Tfn(x)M denotes the derivative of fn. Let mi ∈ N be the

(µ-a.s. constant) dimension of Ei(x).
The Margulis–Ruelle inequality says that for f ∈ C1(M), the metric entropy

hµ(f) is bounded above by the weighted sum of positive Lyapunov exponents,
namely

(1.1) hµ(f) ≤
∑

λi>0

λimi.

One is immediately led to wonder what kind probability measures µ (and f)
can have a “maximal entropy”, in the sense that we have an equality in (1.1).
One natural obstruction for the metric entropy to reach the weighted sum of local
separation rates is that the probability measure µ sees very little of the space1. The
following result, due to Pesin [17] (see also Mañe [14]), tells that for a natural class
of measures without this obstruction, the equality indeed takes place in (1.1). More
precisely, given f ∈ C1+α(M) and an invariant probability µ that is absolutely
continuous with respect to the Riemannian measure onM , Pesin’s entropy formula
states that

(1.2) hµ(f) =
∑

λi>0

λimi.

1.2. SRB measures. Here, we partly borrow from [22], which the reader can
consult for a good exposition of this topic.

To motivate further the results of Ledrappier–Young and to provide more con-
text, let us take a step back (both in generality and history) and recall some
fundamental results in uniformly hyperbolic dynamics. In this context, Anosov
diffeomorphisms and Axiom A systems were studied by Anosov, Bowen, Sinai,
Ruelle and others yielding a deep understanding of the dynamical properties of
such systems. In particular, it follows from [2, 21, 19] that given a C2 Anosov dif-
feomorphism f of a smooth compact manifold M , there exists a unique f -invariant
and ergodic Borel probability measure µ on M that is characterized by each of the
following conditions:
(1) µ has absolutely continuous conditionals along unstable manifolds of f ;

(2) hµ(f) =
∫
| detDxf|Eu(x)|dµ(x), where Eu(x) denotes the unstable subspace

of TxM ;

(3) There is a set V ⊂ M of full Riemannian measure such that for every contin-
uous function φ : M → R and x ∈ V , we have

1

n

n−1∑

k=0

φ ◦ fk(x)→
∫

φdµ as n→∞.

In this setting, the unique such measure µ is called a Sinäı–Ruelle–Bowen mea-
sure (an SRB measure for short).

1as we shall see, this is clearly expressed by Ledrappier–Young’s Theorem 2.
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1.3. Statement of results. Notice that the implication (1) =⇒ (2) is a partic-
ular case of Pesin’s entropy formula, which can be expressed in terms of Lyapunov
exponents in the much wider setting of an arbitrary C1+α-diffeomorphism of a
compact manifold, thanks to Oseledets’ theorem. One natural question is whether
the equivalence of (1) and (2) above stays valid in this much wider generality, in
other words, whether there is a converse to Pesin’s result. This is addressed by
the following rigidity result of Ledrappier–Young:

Theorem 1 (Ledrappier–Young [11]). Let M be a compact smooth manifold,
f ∈ C2(M) a diffeomorphism and µ an f -invariant ergodic Borel probability mea-
sure. If µ satisfies Pesin’s entropy formula, i.e. hµ(f) =

∑
λi>0 λimi, then µ has

absolutely continuous conditional measures along unstable manifolds of f .

Remark 1.4. A major step in the proof of the previous result is to establish
that hµ(f,Fu) = hµ(f), where the first quantity denotes the entropy of f with
respect to the unstable foliation. This equality as well as the above result were
previously proved by Ledrappier [10] under the additional assumption that zero
does not appear as a Lyapunov exponent.

In a subsequent work [12], Ledrappier–Young clarified to a great extent the
aforementioned relation among entropy, Lyapunov exponent and the “size” of the
probability measure. To state their result, recall that given a Borel probability
measure µ on a metric space (M,d), the pointwise dimension of µ is defined as

lim
r→0

log µ(B(x, r))

log r

whenever the latter exists and is constant µ-a.s. Here B(x, r) stands for the ball of
radius r around x ∈M . Such a probability measure with a well-defined pointwise
dimension is sometimes called exact dimensional. Finally, given a system (M, f, µ)
as before, for j = 1, . . . , p such that λj > 0, the jth unstable manifold W j of f is

the Pesin submanifold with tangent space at µ a.e. x ∈M given by ⊕j
i=1Ei(x). In

these terms, the result of Ledrappier–Young reads

Theorem 2 (Ledrappier–Young [12]). Let f be a C2 diffeomorphism of a compact
smooth manifold M and let µ be a f -invariant ergodic Borel probability measure
on M . Denoting by δj the pointwise dimension of the conditional measure of µ
along the jth unstable manifold W j, we have

hµ(f) =
u∑

i=1

λi(δi − δi−1),

where u is maximal such that λu > 0 and δ0 := 0.

Remark 1.5. 1. It is part of the statement that the conditional measure of µ
along W j is exact dimensional. The question of whether the probability measure
µ itself is exact dimensional was known as Eckmann–Ruelle conjecture and it was
confirmed later by Barreira–Pesin–Schmeling [1].
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2. Both of the previous theorems are valid more generally for f ∈ C1+α(M) (see
Brown [5]).

3. Note that both Margulis–Ruelle inequality and Pesin’s entropy formula are
directly implied by the previous theorem.

2. An algebraic reformulation

Here, approaching to the setting of the Zimmer’s conjecture and its solution [6],
we present an adaptation of the Ledrappier–Young’s rigidity result (Theorem 1)
for smooth actions of Lie groups on compact manifolds. We mostly borrow from
[3].

2.1. The Lie group action setting. Let G be a unimodular Lie group acting
smoothly and locally freely on a compact smooth manifold M . Let g ∈ G and
H ≤ G be a closed subgroup such that g belongs to the normalizerNG(H). Denote
by f : M → M the diffeomorphism corresponding to g: f(x) = g.x. Let µ be a
f -invariant and ergodic Borel probability measure on M such that H.x ⊆ Wu(x)
for µ a.e. x ∈M , where Wu(x) denotes the unstable manifold of f containing x.

Since g normalizes H , f sends H-orbits to H-orbits and since µ-a.s. H.x ⊆
Wu(x), the partition of M into H-orbits is finer than the partition into unstable
manifolds. We denote by FH the foliation given by H-orbits and as in Remark
1.4, by hµ(f,FH) the entropy of f with respect to the foliation FH

2. Let mi,H

denote the multiplicity of λi relative to H , i.e. the µ-a.s. constant value of mi,H =
dim(Ei(x) ∩ Tx(H.x)).

Before stating the version of Theorem 1 in this setting, to fix ideas, let us pause
to give two examples that fit in the general framework explained above.

Example 2.2. Let M be the d-dimensional torus Td, G = SLd(Z) ⋉ Rd with
its natural affine action on M . Let g ∈ SLd(Z) < G and f the corresponding
diffeomorphism of M . The unstable foliation of f is given by the orbits of Uf < Rd

where Uf is the sum of generalized eigenspaces of g corresponding to eigenvalues
with modulus greater than one. Therefore, as a subgroup H of G whose orbits
refine the unstable foliation of f and normalized by g, we can take any g-invariant
subspace of Uf .

Example 2.3. Let M be the unit tangent bundle of a compact hyperbolic surface
PSL2(R)/Γ, where Γ denotes a surface group. The group G = PSL2(R) acts
smoothly and locally freely on its quotient M by left-multiplication. Let g ∈ G

be given by

(
e1/2

e−1/2

)
and f be the corresponding diffeomorphism. In this

special setting, the action of g corresponds to the time-one action of the geodesic
flow on the unit tangent bundle. Let H < G be the upper-triangular unipotent

2We remind that this is the entropy hµ(f, ξH) of f with respect to a measurable partition ξH
subordinate (for definition, see [3, §7.3]) to FH and increasing with respect to f (i.e. f−1ξH is
finer than ξH ). It does not depend on the choice of an increasing subordinate partition (see [11,
Lemma 3.1.2]). For the existence of such partitions, see Ledrappier-Strelcyn [13]
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subgroup. In this case, the foliation FH given by H-orbits corresponds precisely to
the unstable foliation Fu of f , which also coincides with the orbits of the horocycle
flow on M .

More generally, we can have M given by a quotient G/Γ of a Lie group G
by a cocompact lattice Γ < G and f a diffeomorphism of M given by the left-
multiplication action of any g ∈ G such that Ad(g) has eigenvalues of modulus
greater than one (e.g. a regular element in a semisimple Lie group G). As a
subgroup H as above, one can then take any Lie subgroup of G whose Lie algebra
is stabilized by Ad(g) and is contained in the Ad(g)-expanding subspace in g (e.g.
if g is a regular element as before, then H is the corresponding horospherical
subgroup).

2.2. A Lie group action version of Ledrappier–Young’s rigidity result.
We now state the version of Theorem 1 in the above setting (see [4, Theorem 9.5]
and [3, Theorem 8.5]):

Theorem 3. With the setting of §2.1, the followings are equivalent:

1. hµ(f,FH) =
∑

λi>0 λimi,H ;

2. for any measurable partition ξ subordinate to the partition into H-orbits and µ
almost every x, the conditional measure µξ

x is absolutely continuous with respect
to the Riemannian volume on the H-orbit H.x;

3. for any measurable partition ξ subordinate to the partition into H-orbits and µ
almost every x, the conditional measure µξ

x is equal, up to normalization, to the
Haar measure on the H orbit H.x;

4. µ is H-invariant.

The equivalence of (3) and (4) is a rather standard fact. To avoid repetition,
we will skip the proof of the other implications in this result for which we refer
the reader to [3, §8.2] and [4, §9.1] and the references therein.

We mention in passing that in a particular algebraic setting similar to above, the
entropy rigidity phenomenon expressed by (1) =⇒ (4) in the previous theorem is
proven by Einsiedler–Katok–Lindenstrauss [8] to be of a far-reaching extent. This
also gave striking applications to classical diophantine approximation problems
in number theory. See also the more recent work of Einsiedler–Lindenstrauss [7]
where this algebraic entropy rigidity phenomenon is taken even further.

2.3. An application. We end this note by a simple application of the above the-
orem to obtain a measure rigidity result in the setting of Example 2.3. This is in
the spirit of Margulis–Tomanov’s treatment [15] of Ratner’s measure classification
theorems.

Example 2.3 (continued). Consider a f -invariant Borel probability measure
that is also invariant by H 3. Note that f has a single positive Lyapunov exponent

3In the classification of unipotent invariant measures on homogeneous spaces, typically, start-
ing from a H-invariant probability measure on M that does not live on a closed H-orbit, one uses
Ratner’s polynomial shearing argument to deduce an additional f -invariance as assumed here.
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and it is equal to 1. Clearly, we also have that the dimension m1,H = 1. Now using
(4) =⇒ (1) in Theorem 3, we get that hµ(f,FH) = λ1m1,H = 1.1 = 1. Now using
the facts that Fu = FH and hµ(f) = hµ(f,Fu) (see Remark 1.4), this implies that
hµ(f) = 1. By the general property of metric entropy, this gives 1 = hµ(f

−1) and
again by Ledrappier–Young (Remark 1.4), we get

(2.1) hµ(a
−1,Fu(a

−1)) = 1.

For f−1 the unstable foliation is given by the orbits of the lower triangular unipo-
tent group H ′. Clearly, the Lyapunov exponent and its multiplicity is the same
for a−1 as for a so that by (2.1) and Remark 1.4, we are in a position to apply
(1) =⇒ (4) to deduce that µ is also invariant with respect to H ′. Since the closed
group generated by H and H ′ is PSL2(R) itself, we deduce that µ is the Haar
probability measure on M .
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Higher Rank Dynamics

Minju Lee

This is a summary of the talk given by the author at MFO, October 16th of
2019, as a part of the program “Arbeitsgemeinschaft: Zimmer’s Conjecture”. The
audiences are expected to have learnt backgrounds such as Oseledet’s theorem,
and the theorem of Ledrappier-Young[5], [6], from the previous lectures. The goal
of the lecture is to provide an example of a higher rank abelian actions, introduce
concepts and theorems generalizing those of the rank one actions.

By a Higher rank abelian action, we mean a homomorphism

α : Zd → Diff1(M)

where M is a closed manifold, and Diff1(M) is a C1-diffeomorphism group of
M . The basic example here is when M = Tk and each α(n) is given by a Toral
automorphism for all n ∈ Zd. Equivalently, α(Zd) is a commuting matrices in
SL(k,Z). We briefly explain how such actions can be obtained. Recall the unit
theorem of Dirichlet:

Theorem 1 (Dirichlet). The set of algebraic units UK of a number field K is
isomorphic to Zr1+r2−1 × F , where r1(respectively 2r2) is the number of real
(respectively complex) embeddings of K into Q.

Now the following observation is an exercise in linear algebra: If A ∈ GL(k,Z),
and the characteristic polynomial f ∈ Z[x] is irreducible over Q, then

C(A) := {B ∈ M(k,Q) : BA = AB}
can be identified with a number field K. Moreover, denoting OK to be the ring of
integers in K, and λ to be a root of f , we have

Z[λ] ⊂ C(A) ∩M(k,Z) ⊂ OK ,

C(A) ∩GL(k,Z) ⊂ UK .

By extracting further data(rather than just a number field K), we can say con-
versely, that the action is determined by these data up to a weak equivalence, that
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is α ∼ α′ if they are conjugated by rational matrices. A detailed explanation of
this together with examples can be found in [4].

We now state Oseledet’s theorem for a higher rank abelian actions:

Theorem 2 (Oseledet). Let µ be an α-invariant, ergodic probability measure on
M . Then there exists a co-null set Λ ⊂ M , linear functions λ1, · · · , λp : Zd → R,
and an α-invariant measurable splitting

TxM = E1(x)⊕ · · ·Ep(x)

for all x ∈ Λ such that

(1) lim
n→∞

1
‖n‖ (log ‖Dxα(n)v‖ − λi(n)) = 0 for all v ∈ Ei(x)− {0},

(2) lim
n→∞

1
‖n‖ (log |Jacxα(n)| −

∑p
i=1 λi(n)dimEi) = 0.

λ1, · · · , λp are called Lyapunov functionals. Unlike rank one action, each λi is
a linear function, rather than a number.

The splitting for Zd-action can be obtained by repetitive application of the
theorem for Z-action. For simplicity, let us explain the construction for d = 2,
with Z2 = 〈e1, e2〉. We first apply Oseledet’s theorem with respect to α(e1) to get
a conull set Λ and an invariant splitting

TxM = F1(x) ⊕ · · · ⊕ Fp(x)(x)

with Lyapunov exponents λi(x)(i = 1, · · · , p(x)) for all x ∈ Λ where for all v ∈
Fi(x)− {0},

lim
k→∞

1

k
log‖Dxα(ke1)v‖ = λi(x).

Since α(e1) and α(e2) commute, it follows that ∪xFi(x)(i = 1, · · · , p(x)) are α(e2)-
invariant. Hence, we may apply Oseledet’s theorem on each ∪xFi(x) to get a
splitting

Fi(x) = ⊕pi(x)
j=1 Fij(x).

with Lyapunov exponents λij(x)(j = 1, · · · , pi(x)) such that for all v ∈ Fij(x) −
{0}, we have

lim
k→∞

1

k
log‖Dxα(ke2)v‖ = λij(x).

Define Lyapunov functionals λ̃ij(x) : Z
2 → R by (a, b) 7→ aλi(x) + bλj(x). Since

α(e1) and α(e2) commutes, each ∪xFij(x) are invariant under α(e1) as well. For
the same reason, p(x), pi(x), λ(x), λij (x) are all α-invariant measurable functions.
And by the α-invariance and ergodicity of µ, they are µ-a.e. constant. Now, one
can verify that the α-invariant splitting

TxM = ⊕i,jFij(x)

with the corresponding Lyapunov functional λ̃i,j ’s satisfy the condition (1) of
Theorem 2 at least when the limit n → ∞ is taken along a fixed direction. This
finishes the construction of the splitting, and we refer the reader [2] for the complete
proof of Theorem 2.
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Let us define an equivalence relation on the set of Lyapunov functionals by λi ∼
λj if λi = cλj for some c > 0. The equivalence class will be called a coarse
Lyapunov functionals. Given Lyapunov functionals, we consider the complement
of its kernels in Rd, and will call each connected component a Weyl chamber. For
n ∈ Zd, assume that

λ1(n) > λ2(n) > · · · > λp(n).

Note that this order will be preserved for a different choice of m ∈ Zd, only when
m and n belong to the same Weyl chamber. Since α(n) generates a Z-action, when
λi(n) > 0, one can define the i-th unstable manifold through almost every point
x in M :

W i
n(x) := {y ∈M : lim sup

k→∞

1

k
log d(α(−kn)x, α(−kn)y) ≤ λi(n)}.

Recall that this is a manifold, which is tangent to

TxW
i
n(x) = ⊕j≤iEλj

(x),

and that the largest one will be called the unstable manifold with respect to α(n),
denoted by Wu

n . Next, for each coarse Lyapunov functionals χ, we define

Wχ(x) =
⋂

χ(n)>0

{y ∈M : lim sup
k→∞

1

k
log d(α(−kn)x, α(−kn)y) < 0} =

⋂

χ(n)>0

Wu
n .

This will be called a coarse Lyapunov manifold, and its tangent space is given by

TxW
χ(x) = ⊕λ∈χEλ(x).

Entropy product formula. We now explain the product formula. The primary
reference is [1], [2], and [3]. The product formula says the following:

Theorem 3 (Brown, Rodriguez Hertz, Wang). Let µ be an α-invariant, ergodic
measure on M . Then for each n ∈ Zd, we have

hµ(n) =
∑

χ(n)>0

hµ(n |Wχ).

If (f,M, µ) and (g,N, ν) are measure preserving and ergodic system, they gen-
erate Z2 action on the product space (M × N,µ × ν), and the formula can be
easily verified, because the space itself has a product structure. The theorem says,
although when this is not the case, we have a product structure at the level of
entropy.

We will only explain the proof for the easy case, using the Ledrappier-Young
theorem from the previous lecture. There are two more inputs that we will take
for granted, which will be explained along the proof. Let us consider the case
d = 2, and further assume there are 3 Lyapunov functionals, where none of them
are proportional to each other. Choose n ∈ Z2, and assume

λ1(n) > λ2(n) > 0 ≥ λ3(n).
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Then the first unstable manifold W 1
n(x) is tangent to Eλ1 (x), while the second

unstable manifold W 2
n(x) is tangent to Eλ1 (x) ⊕ Eλ2(x). Ledrappier-Young says

that hµ(n) is determined by the geometic data. Namely,

hµ(n) = δ1(n)λ1(n) + (δ2(n)− δ1(n))λ2(n)

where δ1(n) stands for the dimension of µ along the first unstable manifold, and
δ2(n)− δ1(n) can be interpreted as a transversal dimension of µ inside the second
unstable manifold.

Now we choose a different m ∈ Z2, but that belongs to the same Weyl chamber
as n, satisfying

λ2(m) > λ1(m) > 0 ≥ λ3(m).

Note that this time, W 1
m(x) is tangent to Eλ2(x) and W 2

m(x) is tangent to Eλ1(x)⊕
Eλ2(x). Applying Ledrappier-Young theorem again, we obtain

hµ(m) = δ1(m)λ2(m) + (δ2(m)− δ1(m))λ1(m).

Let us write the dimension of µ along the manifold tangent to Eλ1(x), Eλ2 (x),
and Eλ1(x) ⊕ Eλ2 (x) by d1, d2 and d respectively. Then the above two relations
can be rewritten as

(0.1) hµ(n) = d1λ1(n) + (d− d1)λ2(n)

(0.2) hµ(m) = d2λ2(m) + (d− d2)λ1(m).

Here comes one input that we use without proof; the linearity of hµ(·) : Z2 → R

on each Weyl chamber. Note that all we needed to obtain (0.1) and (0.2) was the
specific order of λ1(·), λ2(·), and λ3(·). Since there are plenty of such elements
m,n in the given Weyl chamber, combined with the linearity, we conclude the
coefficients of λ1 and λ2 in each equation should match. That is, d1 = d− d2.

The second and final input we use without proof is the following fact:

d1 = hµ(n |W [λ1]) and d2 = hµ(n |W [λ2]),

where [λ1], [λ2] denotes the coarse Lyapunov functionals. Note that this gives

hµ(n) = d1λ1(n) + d2λ2(n)

= hµ(n |W [λ1])λ1(n) + hµ(n |W [λ2])λ2(n),

as desired. We finish the note by commenting on two inputs. The linearity of
entropy function on Weyl Chamber can be proved once we have a special type of
partition subordinate to the Coarse Lyapunov manifold. The second input is called
generalized Ledrappier-Young theorem, which is also due to Brown, Rodriguez
Hertz, and Wang. The complete proof can be found in [3].
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Invariance principles

Rene Rühr

1. Additional invariance using Ledrappier-Young

The purpose of this first section is to state and proof the following theorem.

Theorem 1 (see Theorem 11.1 [2]). Let Γ < G = SLn(R) be a lattice and let A

denote the subgroup of diagonal matrices in G. Let α : Γ → Diff1+β(M) be an
action and let Mα = G×M/Γ denote the suspension space with induced G-action.
Let µ be an ergodic, A-invariant Borel probability measure on Mα whose projection
to SLn(R)/Γ is Haar measure.

Then, if dim(M) ≤ n− 2 the measure is G-invariant. Moreover, if α preserves
a volume form vol and if dim(M) ≤ n− 1 then the measure µ is G-invariant.

As we have seen earlier, G-invariant measures on Mα correspond to Γ-invariant
measures on M . Since A-invariant measures projecting to Haar on the base G/Γ
always exist, we deduce the existence of a Γ-invariant Borel probability measure
on M with the above dimension restrictions.).

We will have to recall some notation. The suspension space Mα fiber bundle
over G/Γ (with projection measurable π) with fibers modeled over M ,

Mα = G×M/Γ (g, x) · γ = (gγ, α(γ−1)x)

Denote the action by G on Mα, α̂(g)([h], x) = ([gh], x).L et us assume now that µ
A-ergodic on Mα. We shall denote by F = ker(Dπ) the subbundle of TMα when
restricting to the tangent space over M . Further, introduce

• fiberwise Lyapunov functionals λF
i : Lie(A)→ R, 1 ≤ i ≤ k

• maximal fiberwise Lyapunov exponent for a ∈ A is

λF
+(a, µ) = inf

n→∞
log ‖Dα̂(an)

∣∣∣EF (x)‖dµ(x)

• G+
a = {g : limn→−∞ anga−n = e}, G−

a = {g : limn→∞ anga−n = e} with
Lie algebras g±a

The main point (besides Ledrappier-Young [7] of course) of the following proof
is to find an element for which all fiberwise exponents vanish. This observation is
due to Hurtado and used in the Bourbaki notes of Cantat.
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Proof. Let us assume now that µ A-ergodic on Mα. The proof of the theorem
breaks down in the following steps.

• Since A ≃ Rn−1 and #{fiberwise Lyapunov exponents λF
i,µ} ≤ dimM ≤

n− 2

dim
(⋂

ker(λF
i,µ)
)
≥ 1

• Hence ∃ a ∈ A such that λF
i,µ(a) = 0 for all i and F (x) < Ec

a(x) for µ-a.e.
x

• Hence the (un)-stable manifolds of a are E±
a (x) correspond to g±a over

G±
a .x

• We deduce that, writing β for the roots of G,

hµ(a | G+
a ) =

∑

β(a)>0

β(a)

since

RHS =Pesin hHaar(a) ≤factor hµ(a) =Led-You LHS = hµ(a) ≤Mar-Rue RHS

• By Ledrappier-Young, µ is G+
a -invariant. Similarly G−

a -invariant.
• The generated algebra f = 〈g+a , g−a 〉 is the Auslander ideal associated to a

and equal to g since g is simple. Hence µ is G-invariant.

�

2. Higher-rank invariance principle: Non-resonance implies
invariance

We now give a stronger invariance principle using the concept of resonant roots
that has been used in [3].

Definition 1. A root β is resonant with a fiberwise Lyapunov exponent

λF
µ if

β ∈ R∗
+λ

F
µ ,

that is, they are coarsely equivalent. A root β is non-resonant if it is not resonant
with any fiberwise Lyapunov exponent λF

µ of µ.

Let Uβ denote the image the root subspace associated to a root β under the
exponential map.

We have the following theorem from [5].

Theorem 2 (see Proposition 11.5 [2]). Suppose µ is an ergodic, A-invariant mea-
sure on Mα projecting to the Haar measure on G/Γ. Then, for every non-resonant
root β, the measure µ is Uβ-invariant.

We again have to recall some notation.

• Let β = β root of G = SLn(R). Let χβ denote the coarse Lyapunov
exponent for the A-action on (Mα, µ) coarsely equivalent to β and let

Wχβ

(x) be the associated coarse Lyapunov manifold through x
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• χβ = {β} if β is not resonant with any λF
µ (equivalence class now written

as set) and Wχβ

(x) = Uβ(x) (otherwise intersects fibers non-trivially)

• Fχβ

partition into Wχβ

(x) orbits with C1+β-leaves
• If β resonant with some fiberwise Lyapunov exponent, let χβ,F be the
coarse fiberwise Lyapunov exponent. For β non-resonant, χβ,F = 0.

• Wχβ,F

(x) coarse fiberwise Lyapunov manifold contained in fiber of x. Wχβ

is Uβ-orbit of Wχβ,F

(x)
• For χβ and a ∈ A with β(a) > 0 define conditional entropy of a conditioned
on χβ-manifolds

hµ(a | χβ) = hµ(a | Fχβ

) = hµ(a | ξ)
where ξ measurable a-increasing partition subordinate to Fχβ

and analo-
gously define hµ(a | χβ,F ) for χβ,F .

We shall also make fact of the following refinement of the Abramov-Rokhlin
formula using the product formula of coarse Lyapunov exponents provided in a
previous talk.

Theorem 3. Let µ be an ergodic A-invariant measure on Mβ that projects to the
Haar measure on SLn(R)/Γ. For any a ∈ A with β(a) > 0

hµ(a | χβ) = hHaar(a | β) + hµ(a | χβ,F )

where hHaar(a | β) = hHaar(a | Uβ) the conditional entropy of a in SLn(R)/Γ
conditioned along U -orbits.

Using this formula, Theorem 2 follows by the same type of argument as above.

Proof of Theorem 2. Let β be a root and a ∈ A such that β(a) > 0. Let hµ(a|β)
be the conditional entropy along Uβ-orbits. By Margulis-Ruelle,

hµ(a|β) ≤ β(a).

If β is non-resonant, χβ,F vanishes identically, so that Wχβ

(x) is Uβ-orbit of x.
Hence, in the refined Abramov-Rohlin formula, hµ(a|χβ,F ) vanishes. So

hµ(a|β) = hHaar(a|β) = β(a)

and hµ(a|β) attains its maximal possible value. By the invariance principle of
Ledrappier-Young, µ is Uβ-invariant. �

3. A Measurability Criterion for Invariance

In [4], the proof of Zimmer’s conjecture is extended to C1-actions, using the fol-
lowing theorem.

Theorem 4. Let a ∈ A be R-semisimple. Suppose µ is an a-invariant a-ergodic
probability measure on Mα such that

(1) π∗µ is Haar
(2) all fiberwise Lyapunov exponents of Da are non-positive.

The µ is G+
a -invariant.
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We start by taking a measurable a-increasing partition ξ on G/Γ subordinate to
foliation ofG+

a . The first step is to construct a Borel trivialization which is adapted
to ξ, in the sense of the following proposition.

Proposition 1. The following holds

• There exists a Borel isomorphism Ψ : Mα → G/Γ×M and a map F on
G/Γ×M such that F ◦Ψ = Ψ ◦ α̂(a−1). Push µ by Ψ, call it µ∗.

• x 7→ Fx is ξ-measurable
• The fiberwise Lyapunov exponents for Da w.r.t. µ are all non-positive if

and only if all fiberwise Lyapunov exponents of F are are non-negative
• µ is G+

a -invariant if and only if x 7→ µ∗
x is ξ-measurable

The theorem will then follow by applying the following theorem of [1], general-
izing a result of Ledrappier [6] from linear to smooth cocycles.

Theorem 5. Let F̂ : Ê → Ê be a smooth cocycle over f̂ : (Ω̂, m̂) → (Ω̂, m̂) with

fibers modeled over a Riemannian manifold M and fiberwise maps F̂x̂ : M → M .

Let B0 ⊂ B̂Ω̂ be a generating σ-algebra such that both f̂ and x 7→ F̂x are B0-
measurable. Let µ̂ be an F̂ -invariant probability measure projecting down to m̂. If

λ−(F̂ , x̂, ξ̂) ≥ 0 for µ̂-almost every (x̂, ξ̂) ∈ Ê then the disintegration x̂ 7→ µ̂x̂ of µ̂
is B0-measurable.

Here λ−(F̂ , x̂, ξ̂) = limn→∞
1
n log ‖DF̂n

x̂ (ξ̂)
−1‖−1 denotes the bottom extremal

Lyapunov exponent. For precise assumptions on the fiber bundle and the cocycle,
we have to defer to [1],

We note that for the application at hand B0 is generated by Ψξ, and it suffices to

assume that B0 is f̂ = a−1-decreasing (i.e. B0 refines f̂−1B0) to get a well defined
map f : Ω→ Ω, where (Ω,A,m) is a Borel space for which there is a measurable

projection P : (Ω̂, m̂)→ (Ω,m) such that P−1A = B0, P∗m̂ = m and f = P ◦ f̂ .

4. Ledrappier/Avila-Viana invariance principle

To digest Theorem 5, we shall elaborate on the disintegration part and state
the key entropy estimate, following essentially Ledrappier’s original argument [6].

Hence assume notation as in the Theorem 5 and the construction P : Ω̂→ Ω and
f = P ◦ f̂ given right after it.

We have to introduce some further notation. To the cocycle F̂ : Ê → Ê with

fiberwise maps F̂x̂ : M →M we can associate a new cocycle F over f on E = Ω×M
with fiberwise maps Fx : M →M that agree with F̂x̂ which by assumption is B0-
measurable, hence descends from Ω̂ to Ω. We let µ = (P×id)∗µ̂ be the F -invariant
measure projecting to m under the projection π : E → Ω. We also introduce

π̂ : Ê → Ω̂. Let µ̂x̂ and µx be the corresponding disintegrations of µ̂ and µ. The
following lemma relates these conditional measures.

Lemma 1. Write x(n) = P (f̂−n)(x̂) and Fn
x = Ffn(x) ◦ · · · ◦Fx. Then for m̂-a.e.

x̂ we have
µ̂x̂ = lim

n→∞
(Fn

x(n))∗µx(n)
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Proof. Let Ψ be a test function on Ê , in fact we may assume it to only depend in
the M -variable and let

Em̂(µ̂x̂(Ψ)|f̂nB0)
denote the conditional expectation of the function x̂→ µ̂x̂(Ψ) with respect to the

σ-algebra f̂nB0 on Ω̂ with respect to m̂. Since f̂nB0 is an increasing sequence
of σ-algebras by assumption, the conditional expectations define an increasing

martingale and hence converge to Em̂(µ̂ŷ(Ψ)|B̂Ω̂)(x̂) = µ̂x̂(Ψ) for m̂-a.e. x̂.

Thus it suffices to show that Em̂(µ̂ŷ(Ψ)|f̂nB0)(x̂) agrees with

(Fn
x(n))∗µx(n)(Ψ) = Em̂((F̂n

ŷ(n))∗µ̂ŷ(n)(Ψ)|B0)(x̂)

where the last identity follows from the definitions, and we have put x̂(n) = f̂−n(x̂)

and F̂n
x̂ analogously defined as Fn

x . We also identified (by choice of Ψ), Ψ◦(P× id)
with Ψ).

This claim in turn will follow from F̂ -invariance of µ̂ and uniqueness of condi-
tional measures, for example following along the lines

∫

A

Em̂(µ̂ŷ(Ψ)|f̂B0)(f̂(x̂))dm̂(x̂) =

∫

f̂A

Em̂(µ̂ŷ(Ψ)|f̂B0)(x̂)dm̂(x̂) =

∫

f̂A

µ̂x̂(Ψ)dm̂(x̂)

=

∫

A

µ̂f̂(x̂)(Ψ)dm̂(x̂) =

∫

A

(F̂x̂)∗µ̂x̂(Ψ)dm̂(x̂) =

∫

A

Em̂((F̂ŷ)∗µ̂ŷ(Ψ)|B0)(x̂)dm̂(x̂)

for A ∈ B0, where the second to last equality follows from F̂ -invariance of µ̂. �

The conclusion of the theorem will follow if we can show that (Fn
x(n))∗µx(n)

is independent on n, i.e. equal to µP (x̂), since this expression is B0-measurable.
Equivalently, we wish to show that (Fx)∗µx = µf(x). To capture this property,
Ledrappier introduced

h =

∫
− log

(F−1
x )∗µf(x)

dµx
(ξ)dµ(x, ξ).

Lemma 2. h = 0 iff (Fx)∗µx = µf(x) for m-a.e. x.

Proof. This follows from the equality case of Jensen inequality. �

Finally, the principle estimate is the following theorem of Ledrappier in the
case of a linear cocycle Fx ∈ GLd(R) with M = P(Rd) and extremal Lyapunov
exponents λ±:

Theorem 6.

h ≤ (d− 1)(λ+ − λ−)

In his version of Theorem 5, he assumes λ+ = λ− (instead of λ− ≥ 0) to
conclude B0-measurability. We close this report in noting that the proof relies on
geometric considerations using Besicovitch’s covering lemma.
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[4] A.Brown, D.Damjanović, and Z.Zhang, C1 Actions on Manifolds by Lattices in Lie Groups,
2019. Preprint arXiv:1801.04009v2.

[5] A.Brown, F.Rodriguez Hertz, and Z.Whang, Invariant measures and measurable projective
factors for actions of higher-rank lattices on manifolds. 2016. Preprint arXiv:1609.05565.

[6] F. Ledrappier, Positivity of the Exponent for Stationary sequences of matrices, Lyapunov
exponents (Bremen, 1984), (1986).

[7] F.Ledrappier, and L.-S.Young, The Metric Entropy of Diffeomorphisms: Part I: Character-
ization of Measures Satisfying Pesin’s Entropy Formula. 1985. Annals of Mathematics.

Margulis super rigidity theorem

Elyasheev Leibtag

In this talk we state the Margulis super rigidity theorem (MSR), we give a brief
introduction to the theory of linear algebraic groups which play a role in the
statement of the theorem, and show how to use super rigidity in order to obtain
dimension bounds for isometric actions.

The Margulis super rigidity theorem assures us that indeed in many cases lattices
resemble their ambient group in the sense that any representation of the lattice
extends to a group representation. i.e. let Γ ≤ G be a lattice, and let π : Γ →
GLn(V ) be a homomorphism, then π extends to G.

Γ GLn(V )

G

π

π̂

The MSR is stated for Lie groups G that are connected components of real points
of a linear algebraic group. We will provide a brief introduction of these groups.

Definition 1. Let K be a algebraically closed field, a subgroup H ≤ GLn(K) is
called a K-linear algebraic group if H is defined by polynomials in K[x11, ..., xij , ...,
xnn]. We think of xij as a matrix entry and the elements of the groups are matrices
where these polynomials are satisfied.

Example 1. SLn := SLn(C) = {A ∈ GLn(C) : Det(A) = 1} .
Convention 1. We add an under line notation for the algebraic group, this make
it easy to take point in a sub-ring of the field as follows.

Definition 2. Let H ≤ GLn(K) be a K-linear algebraic group, let R ≤ K be a
sub-ring, then we define the R-points of H to be H(R) := H ∩GLn(R).
Notice that H = H(K).
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Plugging in points of a sub-ring R ≤ K gives us a topology on H(R) as a subset
topology of GLn(R). we call it the Hausdorff topology of the R-points.

Example 2. SLn(Z), SLn(R).

It will be helpful to look at the R-point of a C-linear algebraic group. In order
for H(R) to be useful we will need the group to be defined over R.

Definition 3. Let H be a K algebraic group, if the coefficients of the defining
polynomials are in a field k ⊂ K we say the group H is defined over k.

The Lie groups we will consider will actually be real points of C algebraic groups
defined over R. Many classes of real Lie groups have an algebraic group structure,
for example:

Example 3. • If G is connected semi-simple with trivial center, then there
is a connected C algebraic group G defined over R (actually over Q) such
that G ∼= G(R)0.

• (Chevalley,46) Every compact subgroup of GLn(C) is the group of real
points of an algebraic group defined over R.

Regarding lattices in Lie groups there are a few famous results which are good to
know and will be useful for our talk:

• (Borel-Harish Chandra) If G is a semi-simple algebraic group defined over
Q then G(Z) is a lattice in G(R).
• (Borel density) Lattices in semi-simple Lie groups are Zariski dense.
• (Kashdan) Lattices are finitely generated.

The theory of linear algebraic groups lets us use maps between fields in order to
obtain maps between groups in the following way.
Let H be a K linear algebraic group defined over k and let ϕ : k → k′ be a field
morphism, then we may assume ϕ maps into k′ the algebraic closure, and we get
a map

ϕ∗ : H(k)→ GLn(k′)

Definition 4. With the data above denote by Hϕ the Zariski closure of ϕ∗H(k)

in GLn(k′) and denote by Hϕ(k
′) its k′ points.

Remark 1. The polynomials defining the group Hϕ(k
′) are obtained from the ones

defining H by action of ϕ on the coefficients.

A useful lemma regarding maps between fields is the following:

Lemma 1. [2] Let S be a finitely generated integral domain, and I ⊂ S an infinite
set. Then there exist a local field k and a map ϕ : S−1S →֒ k such that the image
of I is unbounded

Now that we have the language of algebraic groups we may ask questions about
algebraic properties of lattices.

Theorem 1. [1, 3.1.8] Let H ≤ GLn(K) be an algebraic group, such that H(k) is
Zariski-dense, then H is defined over k.
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A useful corollary of this theorem is one that lets us use the fact that lattices are
Zariski dense and finitely generated to get that a semi-simple algebraic group is
“defined over its lattice”.

Corollary 1. If Λ ≤ G is finitely generated and Zariski-dense, then the matrix
elements of Λ span a finitely generated ring RΛ such that the algebraic group is
defined over its field of fractions FΛ.

We are now ready to state the Margulis super rigidity theorem.

Theorem 2. [1, 5.1.2] Let G a algebraic group defined over R with RankR(G) > 1.
Assume G is connected semi-simple and G = G(R) has no compact factors. Let
Γ ≤ G0(R) be an irreducible lattice. Let k be a local field of characteristic 0 and
let H be a connected simple algebraic group defined over k.
Assume π : Γ→ H(k) is a homomorphism with π(Γ) Zariski-dense.
Then either π(Γ) is bounded in H(k) (for the Hausdorff topology) or there exist
an extension π̂ : G→ H defined over k.

Γ π(Γ)

G H(k)

π

π̂

Remark 2. If k is totally disconnected, this extension can not exist and thus the
theorem implies that the image is always bounded.

A straightforward corollary is a special case of the Mostow rigidity theorem for
higher rank Lie groups.

Theorem 3 (Higher rank Mostow). [1, 5.1.1] Let G and G′ be semi-simple Lie
groups with trivial center and no compact factors, suppose Γ, Γ′ are lattices in
G, G′ respectively.
Assume RankR(G) > 1 and that Γ is an irreducible lattice, then any isomorphism
π : γ → γ′ extends to an isomorphism G→ G′.

Let M be a compact manifold. It is well known that non-compact simple groups
can not act on M by isometries since Iso(M) is compact.
This following corollary of MSR which is used in the proof the the Zimmer con-
jecture sates that for actions of lattices in simple lie groups there exist dimension
bounds for isometric actions on M . For example we get that if we have a homo-
morphism Φ: SLn(Z) → Iso(M) and dim(M) < n then |Φ(SLn(Z))| < ∞ (for
n > 2).

Theorem 4. Let G be a connected simple non compact group with higher rank, if
Γ is a lattice action on a compact n dimensional manifold M , with Γ → Iso(M)

infinite image then dim(G) ≤ n(n+1)
2

Proof. By fact stated above since G is connected and simple there exist a C-linear
algebraic group G with G = G(R)0, let π : Γ → Iso(M) be the homomorphism
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induced by the action map. By Chevalley [3] Iso(M) is real points of an algebraic
group so we may denote H(R) := Iso(M) and Λ := π(Γ). As there can not exist an
extension of π to G the set Λ it is bounded, also note that it is a finitely generated
Zariski-dense subgroup. By 1 H is defined over FΛ which is the field generated by
IΛ := {λij | λ ∈ Λ}. Following 1 there exist a field morphism ϕ : FΛ → k into a
local field k such that the image of IΛ is not bounded.
Hence we get a map ϕ∗ : H(FΛ)→ Hϕ(k) such that ϕ∗(Λ) is unbounded. Assume
w.l.o.g that Hϕ(k) is simple (we can project to a simple factor), hence by MSR 2
we get a map from G to Hϕ(k) i.e.

Γ H(FΛ)

G Hϕ(k)

π

ρ
ϕ∗

ρ̂

By simplicity of G the map ρ̂ is injective, and so by theory of dimensions of linear
algebraic groups we get that

dimR(G) = dimalg(G) ≤ dimalg(Hϕ) = dimalg(H) = dimR Iso(M)

It is well known that for a n dimensional manifold dim (Iso(M)) ≤ n(n+1)
2 thus

we get that dimR(G) ≤ n(n+1)
2 . �
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Super-rigidity for cocycles

Vincent Pecastaing

The aim of this lecture is to state Zimmer’s generalization of Margulis’ super-
rigidity theorem and to explain how it can be used to understand the dynamics of
probability measure preserving differentiable actions of higher-rank lattices.

Even though super-rigidity results work in greater generality, we will only con-
sider real Lie groups and real algebraic groups, which is what we need in the proof
of Zimmer’s conjecture.

1. Cocycles over a measurable group action

Let G be a real semi-simple Lie group all of whose simple factors are of real-rank
at least 2. Let H be a real algebraic group. Let (X,µ) be a Borel probability
space on which G acts measurably. An H-valued cocyle over the action G y X is
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a measurable map c : G × X → H such that for all g1, g2 ∈ G and for µ-almost
every x ∈ X ,

(1.1) c(g1g2, x) = c(g1, g2.x)c(g2, x).

For instance, if X is a smooth manifold, µ is the Lebesgue measure and G y X is
differentiable, then, given a measurable trivialization TX ≃ X ×Rn, n = dimX ,
the derivative Dxg of an element g ∈ G is identified with a linear map c(g, x) ∈
GL(n,R). Thus, c : G ×X → GL(n,R) is a cocycle - (1.1) being the translation
of the chain rule -, called the derivative cocyle. More generally, if G acts linearly
on a vector bundle E → X of rank n, any measurable trivialization of E yields a
measurable cocycle G×X → GL(n,R).

If c is anH-valued cocycle over a G-action on (X,µ), then we build from c an ac-
tion ofG on the trivialH-principal bundle B = X×H via g.(x, h) = (g.x, c(g, x)h).
This action is by bundle automorphisms in the sense that it commutes with the
right-action of H on B. Conversely, any action of G on B by automorphisms arises
in this way, showing that cocycles are the same as G-actions on the principal bun-
dle B. Given a fixed G-action on B, another trivialization B ≃ X ×H gives rise
to a new cocycle c′ related to c via

(1.2) c′(g, x) = ϕ(g.x)−1c(g, x)ϕ(x) µ− a.e,

where ϕ : X → H . Two cocyles satisfying (1.2) for some ϕ are said to be coho-
mologous.

2. Statements of super-rigidity for cocycles

A cocycle c is said to be ρ-constant if there exists a Lie group homomorphism
ρ : G → H such that µ-almost everywhere, c(g, x) = ρ(g). A cocyle c : G ×
X → H is said to be G-integrable if for all compact subset K ⊂ G, the map
x 7→ supg∈K log+ ‖c(g, x)‖ is in L1(X,µ). We can now state the following form of
cocycle super-rigidity theorem ([3], Theorem 1.4).

Theorem 1. Let G be a simply-connected semi-simple Lie group all of whose
simple factors are of real-rank at least 2. Let H be a real algebraic group. Let
G y (X,µ) be a measure preserving, ergodic action of G on a probability space
(X,µ). Let c : G×X → H be a G-integrable cocycle.

Then, there exists ρ : G → H a Lie group homomorphism, K < H a compact
Lie subgroup centralizing ρ(G) and cK : G×X → K a K-valued cocycle such that
c is cohomologous to ρcK , i.e. there exists ϕ : X → H mesurable such that for all
g ∈ G and for µ-almost every x ∈ X,

c(g, x) = ϕ(g.x)−1ρ(g)cK(g, x)ϕ(x).

The super-rigidity theorem for cocycles says that if G acts on X by preserving a
finite measure µ, then c is cohomologous to a ρ-constant cocycle, up to a “compact
noise”. We stress that the important hypothesis here is the existence of a G-
invariant measure µ. This is not guaranteed in general. For instance, X = G/P
with P a non-trivial parabolic subgroup has no finite G-invariant measure.
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Remark 1. We note that this version, which applies naturally to any cocycle over
a probability measure preserving action of G, is not the same as the initial formu-
lation of Zimmer. Analogously to Margulis’ super-rigidity theorem (for instance
Theorem 5.1.2 in [6]), for which the image of a homomorphism ρ : Γ → H is as-
sumed to be Zariski-dense in a non-compact simple algebraic group H, a standard
version of cocycle super-rigidity - Theorem 5.2.5 in [6] - makes the assumption
that H is simple and that the algebraic hull of the G action on B = X ×H equals
H. This means that there is no proper algebraic subgroup H ′ < H such that G
preserves a measurable H ′-reduction of B. With this additional assumption, there
is no compact perturbation cK in the conclusion. However, it is a priori difficult
to prove that a given action satisfies this assumption.

An analogous version of Margulis’ super-rigidity theorem follows from this re-
sult, without the Zariski density assumption. Indeed, if Γ < G is a lattice and
ρ : Γ → H is a homomorphism into H = GL(d,R), then we can form the associ-
ated principal H-bundle P ρ → X := G/Γ defined by P ρ = (G × H)/Γ where Γ
acts via (g, h).γ = (gγ, ρ(γ−1)h). The natural (left) action of G on P ρ is by bundle
automorphisms, and projects to the action G y G/Γ which is volume-preserving.
By Theorem 1, there exists σ : G/Γ → P ρ a measurable section such that for all
g ∈ G and for µ-almost every x ∈ G/Γ

g.σ(x) = σ(g.x).ρ̄(g)cK(g, x).

If x0 = g0Γ is in the set of full measure where the above relation holds, we can
consider the “isotropy representation” of g0Γg

−1
0 → H . First, the cocycle iden-

tity says that ρK : γ 7→ cK(g0γg
−1
0 , x0) is a K-valued homomorphism. Then,

if σ(x0) is of the form [(g0, h0)], on the one hand g0γg
−1
0 σ(x0) = [(g0γ, h0)] =

[(g0, ρ(γ)h0)], and on the other hand g0γg
−1
0 σ(x0) = σ(x0)ρ̄(g0γg

−1
0 )ρK(γ) =

[(g0, h0ρ̄(g0γg
−1
0 )ρK(γ))]. If we note ρ̄0(g) = h0ρ̄(g0gg

−1
0 )h−1

0 and ρC = h0ρKh−1
0 ,

we obtain that ρ(γ) = ρ̄0(γ)ρC(γ) for all γ ∈ Γ, with ρC compact-valued, central-
ized by ρ̄0(G).

We also have a similar version of cocycle super-rigidity for lattices (Theorem 1.5
of [3]).

Theorem 2. Let Γ be a lattice in a simply-connected semi-simple Lie group G all
of whose simple factors are of real-rank at least 2. Let H be a real algebraic group.
Let Γ y (X,µ) be a measure preserving, ergodic action of Γ on a probability space
(X,µ). Let c : Γ×X → H be a Γ-integrable cocycle.

Then, there exists ρ : G → H a Lie group homomorphism, K < H a compact
Lie subgroup centralizing ρ(G) and cK : Γ×X → K a K-valued cocycle such that
c is cohomologous to ρ|ΓcK .

3. Some applications

3.1. Measurable invariant Riemannian metrics. From Theorem 2, we can
deduce an interesting observation which was one of the main motivations for Zim-
mer’s conjectures (see Section 4 of [5]). Let Γ be as in this last result, let Mn be
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a compact manifold, endowed with a volume form ω and let Γ → Diff(M,ω) be
a volume-preserving action. Let F1(M) → M denote the linear frame bundle of
M . As M is compact, ω defines a finite Γ-invariant measure on M . Considering
an ergodic component, we can apply super-rigidity.

Assume moreover that the Lie algebra g does not embed into h = gl(n,R), for

instance G = S̃L(m,R) with m > n. Then, the homomorphism ρ in the conclusion
of Theorem 2 has to be trivial. Thus, super-rigidity says that the derivative cocycle
of the action of Γ is cohomologous to a compact valued cocycle. It means that
there exist a compact subgroup K < GL(n,R) and a measurable section σ :
M → F1(M) such that Γ preserves the measurable reduction σ(M).K ⊂ F1(M).
In general, an O(n)-reduction of F1(M) is the same as a Riemannian metric g
on M (an O(n)-reduction is the same as a GL(n,R)-equivariant map F1(M) →
GL(n,R)/O(n), and the latter is the space of positive-definite inner products on
Rn). As Γ preserves the reduction σ(M).Kmax where Kmax is maximal compact
containingK, we deduce that Γ acts on M by preserving a measurable Riemannian
metric g.

If g is regular enough, say smooth, then Myers-Steenrod theorem implies that
its isometry group is a compact Lie group. In this situation, we get that the action
factorizes through Γ→ Is(M, g)→ Diff(M,ω), with dim Is(M, g) ≤ n(n+1)/2. It
follows that the action factorizes through a finite group.

So, Zimmer’s conjecture for volume-preserving actions reduces to proving that
this metric is regular enough. It turned out that improving directly the regularity
of g is very difficult.

3.2. Lyapunov spectrum. In the last example, we have applied super-rigidity
to deduce that the derivative cocycle is contained in a compact group when there
is no homomorphism g → sl(n,R). We finish by giving another nice illustration
of cocycle super-rigidity (see Section 10.7 of [2]).

Let Γ act linearly on a vector bundle E →M of rank d, for instance E = TM ,
by preserving an ergodic probability measure µ on M . Then, there is ρ : G →
GL(d,R) such that for any γ, µ-almost everywhere, the Lyapunov spectrum of γ
with respect to µ coincides with the logarithm of the (matrix) spectrum of the
R-split component ρ(γ)h in the Jordan decomposition of ρ(γ).

To see it, we apply cocycle super-rigidity to the Γ-action on the (GL(d,R)-
principal) frame bundle F(E) → M . We get σ : M → F(E) a measurable
frame field, ρ : G → GL(d,R), K < GL(d,R) compact centralizing ρ(G) and
cK : Γ×M → K such that for all γ ∈ Γ and for µ-almost every x ∈M ,

γ.σ(x) = σ(g.x).ρ(γ)cK (γ, x).

For all x, σ(x) : Rn → E(x). Fixing an arbitrary Riemannian metric on E, if
ρ(γ)hv = λv, then we have ‖γkσ(x)v‖ = |λ|k‖σ(γk.x)ρ(γ)kuvk‖ where ρ(γ)u is
the unipotent Jordan component and vk lies in a compact subset of Rn \ {0}. If
we had that ‖σ(x)‖ and ‖σ(x)−1‖ are bounded over M , then we would conclude
because 1

k log |ρ(γ)kuvk| → 0. If the frame field has no reason to be bounded in
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general, we can nonetheless conclude by using the fact that µ{x : ‖σ(x)‖ ≤
n and ‖σ(x)−1‖ ≤ n} goes to 1 and using Poincaré’s recurrence theorem.

In particular, if d is such that there is no non-trivial ρ : G → GL(d,R), then all
Lyapunov exponents of any element γ with respect to any Γ-invariant measure on
M are 0. This is used in [1] to prove by contradiction that in low dimension, a
differentiable action of Γ always has uniform subexponential growth of derivatives.
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Proof of Zimmer’s Cocycle Superrigidity: ergodicity and Lyapunov
exponents

Thang Nguyen

Zimmer’s cocycle superrigidity is a generalization of Margulis superrigidity. In the
proof of Zimmer’s conjecture, it is used to deduce the property uniform subex-
ponential growth derivatives for action of lattices on manifolds. The proof of
Zimmer’s conjecture also use Margulis superrigidity to obtain the finiteness of the
action once we know the lattices act by isometry. The purpose of this talk and
the next one is prove the Zimmer’s cocycle superrigidity theorem.

We have the Zimmer’s cocycle superrigidity theorem as follows.

Theorem 1. [Zim84, FM03] Let G be a connected semisimple Lie group with no
compact factors and all simple factors of real rank at least two. Further, assume G
is simply connected as a Lie group or simply connected as an algebraic group. Let
V be a vector space over a local field k. Let (X,µ) be a standard probability measure
space. Assume that G acts ergodically on X preserving µ. Let α : G×X → GL(V )
be a G-integrable Borel cocycle. Then α is cohomologous to a cocycle β where
β(g, x) = π(g)c(g, x). Here π : G → GL(V ) is a continuous homomorphism and
c : G × X → GL(V ) is a cocycle taking values in a compact group centralizing
π(G).

The strategy to prove Theorem 1 is as follows. We consider the space of
measurable section F (S,End(V )). There is a natural induced action of G on
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F (S,End(V )). Theorem 1 will follows if there is a proper finite dimensional G-
invariant sections. Thus, the proof is divided into two main steps. The first one
is showing the existence of a proper finite dimensional A-invariant sections, where
A is the Cartan subgroup of G. The second main step is constructing G-invariant
sections from A-invariant sections. In this talk, we present the proof of the first
main step. On the other hand, in the proof second step, the ergodicity of subgroup
actions is needed. Hence we also present the Howe-Moore’s ergodicity Theorem in
this talk.

The organization of this talk is as follows. First, we state and prove the Howe-
Moore’s ergodicity Theorem. We prove in full details in some special cases and
sketch ideas in more general cases. After that, we prove the first main step in
proof of cocycle superrigidity.

1. Ergodicity Theorem

Now, we have the statement the Howe-Moore’s ergodicity Theorem.

Theorem 2 (Howe-Moore’s ergodicity Theorem). [HM79] Let G be a connected
semisimple Lie group with no compact factors and all simple factors have finite
centers. Let (X,µ) be a standard probability measure space that G acts on preserv-
ing µ. Assume that G-action is irreducibly ergodic. If H is a closed non-compact
subgroup of G then H acts ergodically on S.

Remark 1. We note that the ergodicity of an action of a group H on (X,µ) is
equivalent with the only invariant vectors in the unitary representation of H on
L2(X,µ) are constant functions.

We consider some special cases first.

Proof of Theorem 2 for G = SL(2,R) and H = A =

{(
eλ 0
0 e−λ

)
: λ ∈ R

}
. For

every t, λ ∈ R , we have the following relation
(
eλ 0
0 e−λ

)(
1 t
0 1

)(
eλ 0
0 e−λ

)
=

(
1 ue2λ

0 1

)
.

We write aλ =

(
eλ 0
0 e−λ

)
, and ut =

(
1 t
0 1

)
. The the above relation can be

rewritten as aλuta−λ = ute2λ . Thus aλuta−λ → 1 as λ → −∞. Suppose v ∈ H
is an A-invariant vector. Let U = {ut : t ∈ R} be the upper triangular unipotent
group. Then the fact that v is U -invariant follows from the following lemma.

Lemma 1 (Mautner phenomenon). Let (ρ,H) is a continuous unitary repre-
sentation of a topological group G. Suppose x, y ∈ G be the elements such that
xnyx−n → 1 as n→∞. If v ∈ H such that ρ(x)v = v, then ρ(y)v = v.

Proof. Since ρ is continuous and unitary,

‖ρ(y)v − v‖ = ‖ρ(yx−nv − ρ(x−n)v‖ = ‖ρ(xnyx−nv − v‖ → 0,

as n→∞. It follows that ρ(y)v = v. �
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By using a similar relation for lower triangular unipotent subgroup, we deduce
that v is also invariant under lower triangular unipotent subgroup. Since A, U
and the lower triangular unipotent subgroup generate SL(2,R), the vector v must
be G-invariant. The ergodicity now follows from Remark 1. �

Proof of Theorem 2 for G = SL(2,R) and H = U =

{(
1 t
0 1

)
: t ∈ R

}
.

For every

(
a 0
b a−1

)
∈ SL(2,R) with b 6= 0, we have the following relation

(
1 b−1(1 − a)
0 1

)(
a 0
b a−1

)(
1 b−1(1− a−1)
0 1

)
=

(
1 0
b 1

)
.

Let (ρ,H) is a continuous unitary representation of G. Suppose v ∈ H is an
U -invariant vector. It follows that 33

〈ρ
((

a 0
b a−1

))
v, v〉 = 〈ρ

((
1 0
b 1

))
v, v〉.

Letting b→ 0, we get that v is A-invariant. Hence, from Mautner phenomenon, v
is G-invariant. By Remark 1, H-action is ergodic. �

In general, Theorem 2 follows from the following vanishing matrix coefficient
theorem.

Theorem 3. Let G be as is Theorem 2. Let (ρ,H) be a continuous unitary
representation of G such that all factors of G have no invariant vector. Then
for every non-zero vectors v, w ∈ H, the matrix coefficients vanish at infinity,
i.e. 〈ρ(g)v, w〉 → 0 as g leaves compact subsets of G.

The idea to prove Theorem 3 is using Cartan decomposition to reduce the
problem to proving vanishing of matrix coefficient along Cartan subgroups.

2. Non-vanishing top Lyapunov exponent and A-invariant section

Now we move to the first main step in the proof of Theorem 1. The idea of this
main step, after a reduction making cocycle taking value in SL(V ), is showing that
the top Lyapunov exponent of a element in the Cartan subgroup is non-zero. From
there, we can construct a section that are invariant under action of the Cartan
subgroup from projections onto the top Lyapunov spaces.

For simplicity, we can assume the cocycle takes values in SL(V ) instead of in
GL(V ).

Definition 1. Let G act on (S, µ) preserving µ. Suppose α : G×X → SL(V ) is a
cocycle. An algebraic k-group H < SL(V ) is called the algebraic hull of the cocycle
α if α is cohomologous to a cocycle taking values in H but not cohomologous to
any cocycle taking values in proper algebraic subgroup of H.

We remark that algebraic hull of a cocycle is unique up to conjugate.
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If the cocycle α takes values in H , then there is an induced representation
(ρ, L2(X,L2(H))), defined as follows,

ρ(g)v(x)(h) = v(g−1 · x)(α(g−1, x)h).

This is a unitary representation of G.
We have the following key lemma regarding this induced representation.

Lemma 2. [Zim78, FM03] Assume G acts on S preserving probability measure
µ. Let c : G × X → SL(V ) be an integrable cocycle that is not cohomologous to
a compact valued cocycle. Let H be the algebraic hull of the cocycle c. If H is
semisimple then the unitary representation of G on L2(S,L2(H)) does not almost
have invariant vectors.

From now on, for the sake of expository, we always assume that the algebraic
hull of the cocycle is seimisimple. We have the following key proposition.

Proposition 1. Let G,X, V and α be as in Theorem 1. Assume that the cocycle
is not cohomologous to one taking compact values. Then there is an element a ∈ A
such that 〈a〉 acts ergodically on X and the top Lyapunov exponent λ1(a, µ) > 0.

We recall that the top Lyapunov exponent is defined as follows

λ1(a, µ) = lim
n→∞

1

n

∫

X

log ‖α(an, x)‖dµ(x).

Proof. The ergodicity conclusion follows immediately from Howe-Moore’s ergod-
icity Theorem. So we only need to prove the claim about non-zero top Lyapunov
exponents.

First we show that there is a sequence gn ∈ G with |gn| = O(n) such that

lim sup
n→∞

1

n

∫

X

log ‖α(gn, x)‖dµ(x) > 0.

Indeed, by Lemma 2, there is a compact support probability measure f on G
with supp(f) generates G and there exists 0 < δ < 1 such that for every v ∈
L2(S,L2(H)), we have

〈ρ(f)v, v〉 < δ〈v, v〉.
It follows that

〈ρ(f∗n)v, v〉 < δn‖v‖2,
for every n ∈ N. Since ρ(f∗n) is an averaging, we deduce that

inf
g∈supp(f∗n)

〈ρ(g)v, v〉 < δn‖v‖2,

for every n ∈ N. Hence,

lim sup
n→∞

1

n
inf

g∈supp(f∗n)
log〈ρ(g)v, v〉 ≤ log δ < 0.

By [Mar91, Lemma V.1.3], there is d ∈ N such that the function b(h) = ‖h‖−d,
h ∈ H , belongs to L2(H), where the norm here is a word norm associated to a
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compact generating set of H . We consider v ∈ L2(X,L2(H)) defined by v(x) = b
for a.e. x ∈ X . We have the following estimate

〈ρ(g)v, v〉 =
∫

X

〈(ρ(g)v)(x), v(x)〉L2(H)dµ(x)

=

∫

X

∫

H

(ρ(g)v)(x)(h) · v(x)(h)dhdµ(x)

=

∫

X

∫

H

‖α(g−1, x)h‖−d · ‖h‖−ddhdµ(x)

≥
∫

X

∫

H

‖α(g−1, x)‖−d‖h‖−d · ‖h‖−ddhdµ(x)

=

∫

X

‖α(g−1, x)‖−d‖b‖2L2(H)dµ(x).

Thus, taking logarithm on both sides, we get

log〈ρ(g)v, v〉 ≥ log

(∫

X

‖α(g−1, x)‖−d‖b‖2L2(H)dµ(x)

)

≥ −d
∫

X

log ‖α(g−1, x)‖dµ(x) + log ‖b‖2L2(H).

Therefore,

lim sup
n→∞

1

n
inf

g∈supp(f∗n)

(
−d
∫

X

log ‖α(g−1, x)‖dµ(x) + log ‖b‖2L2(H)

)
≤ log δ < 0.

It follows that

lim sup
n→∞

1

n
inf

g∈supp(f∗n)
−
∫

X

log ‖α(g−1, x)‖dµ(x) ≤ 1

d
log δ < 0.

Hence there is a sequence of gn ∈ supp(f∗n) such that

lim sup
n→∞

−1
n

∫

X

log ‖α(g−1
n , x)‖dµ(x) ≤ 1

2d
log δ < 0.

We can assume that supp(f∗n) is symmetric, and thus can interchange between
gn and g−1

n . As a result, we get

lim sup
n→∞

1

n

∫

X

log ‖α(gn, x)‖dµ(x) > 0.

Now we refine this claim using Cartan decomposition G = KAK. We write
gn = knank

′
n for every n ∈ N. Thus,

1

n

∫

X

log ‖α(gn, x)‖dµ(x) <
1

n

(∫

X

log ‖α(gn, x)‖dµ(x)

+

∫

X

log ‖α(kn, x)‖dµ(x) +
∫

X

log ‖α(k′n, x)‖dµ(x)
)
.
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Because 1
n

(∫
X log ‖α(kn, x)‖dµ(x) +

∫
X log ‖α(k′n, x)‖dµ(x)

)
→ 0 as n→∞, we

have that

lim sup
n→∞

1

n

∫

X

log ‖α(an, x)‖dµ(x) > 0,

where an ∈ A and ‖an‖ = O(n).
Since A is isomorphic to Rm for some m, we can pick a basis {b1, . . . , bm}for A.

Any element in A now can be written as a linear combination of vectors b1, . . . , bm
with integer coefficients, up to compact errors. Hence, it follows that there exists
1 ≤ i ≤ m and ni = O(n) such that

lim
n→∞

1

n

∫

X

log ‖α(bni

i , x)‖dµ(x) > 0.

Therefore, letting a = bi, the proof is complete. �

As a consequence of the proposition, we can deduce the main goal of the first
half of proof of Theorem 1 as follows.

Corollary 1. Let G,X, V and α be as in Theorem 1. Assume that the cocycle
is not cohomologous to one taking compact values. Then there is a measurable
A-invariant of the End(V )-bundle over X.

Proof. Let a ∈ A is the element in the conclusion of Proposition 1. We note that
since α takes values in SL(V ), the fact that λ1(a, µ) > 0 implies the top Lyapunov
space of a is a proper subspace V1(x) of V for a.e. x ∈ X .

We recall that given a cocycle α : G ×X → SL(V ), we can associate a bundle
X × End(V ). The group G acts the space of sections of this bundle as follows

(g · f)(x) = α(g−1, x)f(g−1x),

for every measurable section f of bundle X × End(V ).
Now we consider the section f defined as f(x) = projV1(x) : V → V1(x) for

a.e. x ∈ X . This section is invariant under 〈a〉-action. Since A is abelian, this
section is also A-invariant. �

This complete the first half of the proof of Theorem 1. In the next talk by
Michele Triestino, we will show the invariant subspace of sections is of finite-
dimensional, and construct a finite-dimensional subspace that is G-invariant from
A-invariant one.
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Proof of Zimmer’s Cocycle Superrigidity: centralizers and finite
dimensional invariant subspaces

Michele Triestino

Following the strategy of [3], a key step in the proof of Zimmer’s Cocycle Super-
rigidity is to produce a finite dimensional representation of the Lie group G, from
which the desired morphism G→ H is obtained.

1. Finite-dimensional invariant subspaces

1.1. Dimension bound from ergodicity. Let k be a local field and let W be
a vector space over k. Let H be a group acting on a W -vector bundle over a
standard Borel space (X,µ), such that the induced action on the base (X,µ) is
ergodic. Taking a measurable trivialization of the bundle, we can assume it is
defined by the projection X ×W → X , and the action of the group H is given by
a measurable cocycle α : H ×X → GL(W ), so that

h.(x,w) = (hx, α(h, x)w).

Recall that α is a cocycle if it satisfies the relation α(gh, x) = α(g, hx)α(h, x), and
α(e, x) = id, where e denotes the trivial element of the group H .

We let F(X,W ) = {f : (X,µ) → W}/=a.e.
denote the k-vector space of mea-

surable sections of the W -vector bundle, modulo the relation of being the same
µ-almost everywhere. (In the following we will not distinguish a measurable func-
tion from its image in F(X,W ).) The action of G on the vector bundle induces a
linear representation ρα : H → GL(V ) on the space of sections F(X,W ) =: V , by

(1.1) (ρα(h)f) (x) = α(h, h−1x)f(h−1x).

Therefore a section f ∈ F(X,W ) is h-invariant if

(1.2) f(hx) = α(h, x)f(x) for µ-a.e. x ∈ X.

In the following, we say that a section is α-invariant if it is h-invariant for every
h ∈ H .

Lemma 1. Assume H is a group acting ergodically on a standard Borel space
(X,µ) and let α : H×X → GLn(k) be a measurable cocycle over the action. Then
the dimension of the subspace Zα ⊂ F(X, kn) of α-invariant sections is finite (at
most n).
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Proof. Given a finite collection of α-invariant sections f1, . . . , fi ∈ Zα, consider the
measurable functionm : X → {0, . . . , n} defined bym(x) = dim〈f1(x), . . . , fi(x)〉k.
Given h ∈ H , we get from (1.2) the equality for µ-a.e. x ∈ X :

m(hx) = dim〈α(h, x)f1(x), . . . , α(h, x)fi(x)〉k
= dimα(h, x)〈f1(x), . . . , fi(x)〉k = m(x).

Ergodicity implies that m ≡ m0 ∈ {0, . . . , n} is constant µ-almost everywhere.
Consider a family f1, . . . , fi ∈ Zα maximizing this constantm0, and we can assume
i = m0. Given any α-invariant section f ∈ Zα, there exist measurable functions
cj : X → k (j = 1, . . . ,m0) such that for µ-a.e. x ∈ X one has

f(x) =

m0∑

j=1

cj(x)fj(x).

Using α-invariance again, for every h ∈ H and µ-a.e. x ∈ X we have

f(hx) = α(h, x)f(x) =

m0∑

j=1

cj(x)α(h, x)fj(x) =

m0∑

j=1

cj(x)fj(hx).

Thus all functions cj are H-invariant and, by ergodicity, µ-a.e. constant. This
implies that the dimension of Zα is m0 ≤ n. �

1.2. Intertwining operators. Let k be a local field, V1 and V2 vector spaces
over k, and let H be a group admitting linear representations

ρν : H → GL(Vν), ν = 1, 2.

A linear map φ ∈ Hom(V1, V2) is an intertwining operator if it semiconjugates ρ1
to ρ2:

(1.3) φρ1(h) = ρ2(h)φ for every h ∈ H.

We denote by L(ρ1, ρ2) ⊂ Hom(V1, V2) the collection of intertwining operators,
which defines a k-linear subspace of Hom(V1, V2). We record the following basic
fact.

Remark 1. Assume that the vector spaces V1 and L = L(ρ1, ρ2) are finite dimen-
sional. Then the subspace 〈LV1〉k ⊂ V2 is also finite dimensional (the dimension
is at most dimL dim V1).

We will work in the following setting. We assumeH is a subgroup of some larger
group G. We let V be a k-vector space and ρ : G→ GL(V ) a linear representation.
We assume B ⊂ V is an H-invariant subspace and we let ρ1 : H → GL(B) denote
the induced representation. We also write ρ2 : H → GL(V ) for the restriction of
ρ to H .

Remark 1. For any z in the centralizer ZG(H), the restriction ρ(z)|B ∈ Hom(B, V )
intertwines ρ1 and ρ2:

ρ(ZG(H)) ⊂ {φ ∈ GL(V ) | φ|B ∈ L(ρ1, ρ2)}.
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Given a measurable cocycle α : G × X → GL(W ), we have a representation
ρα : G → GL(V ) where V := F(X,W ) is defined as in (1.1). If B ⊂ V is
a subspace which is H-invariant, then there is an induced action of H on the
measurable Hom(B,W )-vector bundle, defined by the measurable cocycle β : H×
X → GL(Hom(B,W )),

(1.4) β(h, x) : ϕ 7→ α(h, x)ϕρα(h)−1.

We have a natural identification of k-vector spaces

(1.5) F(X,Hom(B,W )) ∼= Hom(B,F(X,W )),

and we denote by Φ : (x, f) ∈ X × B 7→ Φ(x, f) ∈ W a generic element of one of
these spaces.

Considering the representations ρ1 : H → GL(B) and ρ2 : H → GL(V ) defined
by the restriction of ρα to H ≤ G, we have the following identification:

Lemma 2. The isomorphism (1.5) identifies the subspace of β-invariant sections

Zβ ⊂ F(X,Hom(B,W ))

with the space of intertwining operators L(ρ1, ρ2) ⊂ Hom(B,F(X,W )).

Proof. We claim that a measurable function Φ : X × B → W , which is linear in
the second variable, defines an element of Zβ or L(ρ1, ρ2) if and only if it verifies

Φ (hx, ρα(h)f) = α(h, x)Φ(x, f)

for µ-a.e. point x ∈ X , section f ∈ B and element h ∈ H .
Indeed, assume first that Φ ∈ F(X,Hom(B,W )) is a β-invariant section, then

by (1.2) and (1.4) we have

Φ(hx, f) = β(h, x)Φ(x, f) = α(h, x)Φ(x, ρα(h)−1f).

Next, assume Φ ∈ Hom(B,F(X,W )) is an intertwining operator, then by (1.3)
and the definition of ρ1 and ρ2, we have

Φ(x, ρα(h)f) = (ρα(h)(Φf))(x) = α(h, h−1x)Φ(h−1x, f). �

1.3. Extension of a finite-dimensional invariant subspace.

Proposition 1. With the notations as above, assume that W is finite dimensional,
and H ≤ G is a subgroup whose action on (X,µ) is ergodic and admits a finite-
dimensional invariant subspace B ⊂ F(X,W ) of measurable sections. Let K be a
subgroup of the centralizer ZG(H). Then the vector space B′ ⊂ F(X,W ) spanned
by ρα(K)B is K-invariant and finite dimensional.

Proof. It is clear from the definition B′ = 〈ρα(K)B〉k that B′ is K-invariant. By
Remark 1, the image ρα(K)B is contained in the image LB, where L = L(ρ1, ρ2)
is the space of intertwining operators as in the previous section. By Lemma 2, the
space L identifies with the subspace Zβ of β-invariant sections of the Hom(B,W )-
vector bundle. As B and W are finite dimensional, we can identify Hom(B,W )
with kn for some appropriate n ∈ N. Then Lemma 1 implies that Zβ is finite-
dimensional and therefore so is L. After Remark 1, LB spans a finite dimensional
subspace of F(X,W ), and so does ρα(K)B ⊂ LB. �
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By a repeated application of Proposition 1 we get the following:

Corollary 1. Let k be a local field and W a finite dimensional k-vector space. Let
G be a group acting on a measurable W -vector bundle over (X,µ).

Assume there exist subgroups H1, . . . , Hn ≤ G such that:

(1) G = Hn · · ·H1,
(2) Hi+1 ≤ ZG(Hi) for every i = 1, . . . , n− 1,
(3) the action of Hi on (X,µ) is ergodic for every i = 1, . . . , n,
(4) there exists an H1-invariant measurable section s ∈ F(X,W ).

Then the subspace 〈ρα(G)s〉k ⊂ F(X,W ) is G-invariant.

Remark 2. Under the assumptions of Corollary 1, if moreover G is a locally com-
pact second countable group, and the section s is not G-invariant, we obtain a
non-trivial representation ρα : G → GL(E), where E = 〈ρα(G)s〉k is a finite-
dimensional topological space (recall that k is a local field). Therefore ρα is a
measurable homomorphism of locally compact second countable groups, and hence
automatically continuous. In the case G is a connected (real) Lie group, continuity
of ρα implies that the local field k is necessarily R or C.

2. Cocycle superrigidity

2.1. Higher-rank Lie groups. The first two assumptions in Corollary 1 are
satisfied in the case of semisimple connected Lie groups of real rank at least 2.

Lemma 3. Let G be a semisimple connected real Lie group of higher rank (rkR G ≥
2) and A ≤ G a Cartan subgroup. Then there exist finitely many non-trivial closed
subgroups H1, . . . , Hn ≤ G such that

(1) G = Hn · · ·H1,
(2) H1 ≤ A and Hi+1 ≤ ZG(Hi) for every i = 1, . . . , n− 1.

Example 1. In the case G = SLd(R) (d ≥ 3), we have that Cartan subgroups are
conjugate to the group A of diagonal matrices with positive entries. The groups
H1, . . . , Hn can be obtained as follows:

H1 =




es

es

∗
∗
∗




(s ∈ R), H2 =




∗ ∗
∗ ∗

∗
∗
∗




, H3 = H1,

H4 =




∗
es

es

∗
∗




(s ∈ R), H5 =




∗
∗ ∗
∗ ∗

∗
∗




, H6 = H4, . . .

The ergodicity assumption in Corollary 1 reduces to the ergodicity of the action
of G [4].
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Theorem 1 (Howe–Moore). Let G be a connected, non-compact, simple Lie group
with finite center, acting ergodically on a standard Borel space (X,µ). Then every
closed non-compact subgroup H ≤ G acts ergodically on (X,µ).

The fourth assumption requires a longer discussion, and was the object of the
talk by Thang Nguyen. The fundamental hypothesis is that the cocyle α : G×X →
GL(W ) comes from a cocycle c : G×X → H , where

(1) G has no rank 1 factors,
(2) H is a simple algebraic group,
(3) c is G-integrable,
(4) c is not cohomologous to a compact-valued cocycle,
(5) W is an irreducible representation of H .

2.2. Conclusion. Assuming the cocycle α : G × X → GL(W ) comes from a
cocycle c : G × X → H as above, we can then apply Corollary 1 and get a
finite-dimensional invariant subspace E ⊂ F(X,W ). Then one can argue (but this
requires a careful verification), that the evaluation map from E ⊂ F(X,W ) to W

at a density point x0 ∈ (X,µ) provides a linear isomorphism ev : E
∼−→ W , and

this does not depend on the point x0 (ergodicity is used again). Then from the
representation ρα : G → GL(E), we can consider the conjugate representation
ρ : G→ GL(W ). At this point one argues that ρ(G) is contained in the image of
H (remember that W is an irreducible representation of H), and simplicity of H
allows to lift the morphism ρ : G → GL(W ) to a morphism ρ̄ : G → H . This is
essentially the desired conclusion for Zimmer’s Cocycle Superrigidity [2].

3. Margulis Superrigidity as particular case

The main reference for this part is [1]

3.1. Suspension bundle. Here we explain how the argument sketched in the
previous paragraph can be slightly simplified in the case of measurable bundles,
obtained from the suspension of a representation π : Γ → H of an irreducible
lattice Γ in a semisimple connected Lie group G of higher rank (rkR G ≥ 2). Let
us denote by µ the probability Haar measure on the quotient X = G/Γ. The
group G acts on X by right multiplication, and the Howe–Moore Theorem ensures
that this action is ergodic. Choosing an irreducible representation H → GL(W ),
we have an induced representation Γ→ GL(W ).

We consider the W -vector bundle over (X,µ) whose total space is (G×W )/Γ,
where the Γ action is given by (x, v).γ = (xγ, π(γ−1)v). The right multiplication
by elements of G defines a G-action on this bundle, with trivial cocycle α ≡ id.
Thus by (1.1), the Lie group G acts on the space of sections F(X,W ) by the left
regular representation

(ρid(g)f)(x) = f(g−1x).

We remark that there is a natural identification of sections f ∈ F(X,W ) with
Γ-equivariant measurable functions from G to W . We write FΓ(G,W ) for the
collection of such functions.
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3.2. Continuity. As a consequence of the results discussed in the previous sec-
tions, we have a continuous finite-dimensional representation ρid : G → GL(E),
where E ⊂ FΓ(G,W ). As a consequence of continuity of ρid, every function f ∈ E
has actually a continuous representative. To see this, let us fix f1, . . . , fm measur-
able representatives of a basis of E, and for a fixed f , measurable representative of
a section in E, let cj : G→ k be such that ρid(g)f =

∑m
j=1 cj(g)fj . By continuity

of ρid, the functions cj are also continuous. Using Fubini’s Theorem (applied to
the convolution), we have that for µ-a.e. every x0 ∈ X and a.e. g ∈ G, one has

f(g−1x0) =
m∑

j=1

cj(g)f(x0).

The right hand side being continuous with respect to g, then also the left hand
side is. By making a change of variables, we see that f is continuous.

3.3. Evaluation map. From now on, we can identify E with a finite-dimensional
subspace of the space of continuous Γ-equivariant sections CΓ(G,W ). We can then
consider the map ev : E → W defined by ev(f) = f(e) (that is, evaluation at the
trivial element e ∈ G). By Γ-equivariance, the image ev(E) is a π(Γ)-invariant
subspace of W . If π is irreducible, then we must have ev(E) = W . Similarly, also
ker(ev) ⊂ E is Γ-invariant. As Γ < G is Zariski-dense, we deduce that ker(ev)
is G-invariant. But the action of G on E is the left regular representation, and
this implies that if f ∈ ker(ev), that is, f(e) = 0, then f(x) = ev(ρid(x−1)f) = 0
at every point x ∈ G. Using the isomorphism ev, we thus obtain a morphism
π̂ : G→ GL(W ), which extends π : Γ→ GL(W ), as wanted.
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[1] Y.Benoist, Réseaux des groupes de Lie (Cours de M2, 2008). Lecture notes available at
http://www.math.u-psud.fr/ benoist/prepubli/08m2p6ch1a13.pdf

[2] D. Fisher and G. A. Margulis, Local rigidity for cocycles. Surveys in differential geometry,
vol. VIII. International Press, Somerville, MA, 2003, pp. 191–234.

[3] G. A. Margulis, Discrete subgroups of semisimple Lie groups. Ergebnisse der Mathematik
und ihrer Grenzgebiete (3), vol. 17. Springer-Verlag, Berlin, 1991

[4] R. J. Zimmer, Ergodic Theory and Semisimple Groups. Monographs in Mathematics, vol.
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Ratner’s measure classification theorem and equidistribution

Pengyu Yang

In this lecture, we present Ratner’s measure classification theorem and Dani-
Margulis equidistribution theorem for unipotent flows on homogeneous spaces.
We also sketch a proof of the equidistribution theorem in the cocompact case.

Let G be a connected real Lie group, and Γ a discrete subgroup of G. We say that
Γ is a lattice in G if G/Γ has a G-invariant Borel probability measure. For g ∈ G,
let Adg denote the adjoint action of g on the Lie algebra g of G. An element
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u ∈ G is unipotent if Adu − Id is nilpotent in GL(g). A group U is unipotent if
each u ∈ U is unipotent.

A Borel probability measure µ on G/Γ is algebraic if there exists x ∈ G/Γ
and a subgroup H of G such that Hx is closed and is the support of µ, and µ is
H-invariant.

We now state Ratner’s measure classification theorem, which was conjectured
by Dani in the 1980s. The topological version was conjectured earlier in the 1970s
by Raghunathan, and was also proved by Ratner. It will be presented in the next
lecture.

Theorem 1 (Ratner). Let G be a connected Lie group and U a unipotent subgroup
of G. Then given any discrete subgroup Γ of G, every ergodic U -invariant Borel
probability measure on G/Γ is algebraic.

Now and below we assume that Γ is a lattice in G. For any subgroup S of G,
we define the associated set of singular points:

S(S) = {x ∈ G/Γ | ∃H ⊂ G proper closed subgroup containing S such that

Hx is closed and has an H-invariant probability measure},
and the set of generic points

G(S) = G/Γ− S(S).
The following theorem due to Dani and Margulis shows that unipotent trajec-

tories do not spent much time near singular subsets.

Theorem 2. Let S be any subgroup of G which is generated by the one-parameter
unipotent subgroups contained in it. Let F be a compact subset contained in G(S).
Then for any ǫ > 0, there exists a neighborhood Ω of S(S) such that for any
unipotent one-parameter subgroup {ut}, any x ∈ F and any T ≥ 0, one has

l({t ∈ [0, T ] | utx ∈ Ω}) ≤ ǫT,

where l denotes the Lebesgue measure.

The following equidistribution theorem is also due to Dani and Margulis. We
only state the theorem for one single unipotent flow, and one single base point.
For their original statement, see [1].

Theorem 3. Let {ut} be a unipotent one-parameter subgroup, and x ∈ G({ut}).
For any Ti →∞, and any ϕ ∈ Cc(G/Γ),

lim
i→∞

1

Ti

∫ Ti

0

ϕ(utx) dt =

∫

G/Γ

ϕdµ,

where µ is the Haar measure on G/Γ.

We remark that in the case that Γ is cocompact, Theorem 3 follows from Theo-
rem 1 and Theorem 2 via a routine argument. For the general case, one needs the
non-escape-of-mass property of unipotent flows, which was established by Dani.
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Proof of Theorem 3 in the cocompact case. Let µi denote the probability measure
on G/Γ such that

∫

G/Γ

ϕdµi =
1

Ti

∫ Ti

0

ϕ(utx) dt, ∀ϕ ∈ Cc(G/Γ).

Since G/Γ is compact, by passing to a subsequence we may assume that

µi → λ, i→∞,

where λ is a probability measure on G/Γ, and the convergence is with respect to
the weak-* topology. Now it suffices to show that the limit measure λ is the Haar
measure on G/Γ.

We claim that λ is {ut} invariant. Indeed, fix any t0 ∈ R, and for any ǫ > 0,
any ϕ ∈ Cc(G/Γ), one has

∣∣∣∣∣
1

Ti

∫ Ti

0

ϕ(utx) dt−
1

Ti

∫ Ti

0

ϕ(ut+t0x) dt

∣∣∣∣∣ < ǫ,

for i large enough. It follows that for i large enough, one has

∣∣∣∣∣

∫

G/Γ

ϕdλ −
∫

G/Γ

ϕd(ut0∗λ)

∣∣∣∣∣ < 3ǫ.

Since ǫ and t0 are arbitary, we conclude that λ is {ut}-invariant.
Hence it follows from Theorem 1 that each ergodic component of λ is algebraic.

Suppose that λ is not G-invariant, then λ(S({ut})) = c > 0. Since λ is the limit
of µi, for any neighborhood Ω of S({ut}) we have

l({t ∈ [0, Ti] | utx ∈ Ω}) > c

2
Ti,

for all i large enough. But this contradicts Theorem 2, taking ǫ = c
2 .

Therefore, we conclude that λ is the Haar measure on G/Γ. �
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Ratner’s orbit closure theorem and generalized equidistribution

Keivan Mallahi-Karai

In this extended abstract, we will discuss the connection between Ratner’s measure
classification/equidistribution and orbit closure theorems, and give a proof for the
latter based on the former. The proof we present is based on a number of pertinent
results in Dani and Margulis’s work [1]. We will also discuss a generalization of
Ratner’s equidistribution theorem due to Shah. First we will set up some notation
and formulate the standing assumptions of this note.

Assumptions: Let G be a real Lie group and Γ be a discrete subgroup of G. The
projection map π : G → G/Γ is defined by π(g) = gΓ. The Lie group G acts on
G/Γ by left translation. The (left) Haar measure on G will be denoted by µG. If
there exists a G-invariant probability measure νG/Γ on G/Γ, then we say that Γ
is a lattice in G. Much work in homogenous dynamics is inspired by the following
three questions:

(1) If U is a connected subgroup of G, then classify the (ergodic) U -invariant
probability measures on G/Γ.

(2) If U is a connected subgroup of G, classify the orbit closures Ux for x ∈
G/Γ. In particular, are these orbit closures submanifolds? Are they orbits
of possibly larger subgroups?

(3) How is the U -orbit of a point x ∈ G/Γ distributed inside Ux?

Two remarks are in order. First note that if U is a non-compact subgroup of
G and, say, G is simple, then it follows from Howe-Moore theorem that for νG/Γ-
almost every x ∈ G/Γ the orbit Ux is dense in G. In view of this fact, Question (1)
above is at its core about understanding non-generic behavior. Second, as every
invariant measure can be decomposed into ergodic invariant measures, an answer
to Question (1) above completely classifies all U -invariant measure on G/Γ.

Definition 1. A subset A ⊆ G/Γ is called homogenous if there exists a closed
subgroup H ≤ G and a point x ∈ G/Γ such that A = Hx and Hx is the support
of an H-invariant Borel probability measure νH . Similarly, a Borel probability
measure µ is called algebraic if there exists x ∈ G/Γ and a closed subgroup H
such that Hx is homogenous and µ = νH .

When U is an arbitrary closed subgroup, the orbit closure Ux can have a rather
complicated structure. In her groundbreaking work [2, 3, 4, 5], Ratner provided
complete answers to Questions (1)-(3) above when U is a connected unipotent
subgroup of G. In order to formulate these results precisely, we will need a few
more definitions. Denote by g the Lie algebra of G. The adjoint representation of
G is the group homomorphism Ad : G→ GL(g) defined for g ∈ G and v ∈ g via

Ad(g)(v) =
d

dt
(g−1 exp(tv)g)

∣∣∣∣
t=0

Here and below exp : g→ G denotes the exponential map. A subgroup U is called
Ad-unipotent, if for all g ∈ U , all the eigenvalues of Ad(g) are equal to 1.
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Ratner’s measure classification theorem provides a complete answer to the first
question.

Theorem 1 (Ratner’s measure classification theorem for U -actions). Let G and
Γ be as above and U be a closed subgroup of G which is generated by unipotent
elements. Then every ergodic U -invariant measure on G/Γ is algebraic.

Remark 1. For Ratner’s theorem to hold, it suffices that Γ is a discrete subgroup
of G.

Using this theorem, Ratner proved her orbit closure theorem:

Theorem 2 (Ratner’s orbit closure theorem for U -actions). Let G be a connected
Lie group and U be an Ad-unipotent subgroup of G. Then for every lattice Γ in G
and every x ∈ G/Γ, the orbit closure Ux is homogenous.

This theorem affirmatively answers Raghunathan’s topological conjecture. Rat-
ner’s proof of Theorem 2 is based on her measure classification theorem–Theorem
1 above. This approach is in stark contrast to previous attempts toward the proof
of Raghunathan’s topological conjecture. For instance, prior to [3], Dani and Mar-
gulis [6] had given a complete classification of all possible SO(2, 1)-orbit closures
in SL3(R)/ SL3(Z) using purely topological methods. The classification of orbit
closures of SO(2, 1) is closely related to the Oppenheim conjecture about values
of indefinite quadratic forms that was solved by Margulis [7].

Ratner also proved a theorem regarding the distribution of U -orbits in their
closure:

Theorem 3 (Ratner’s uniform distribution of unipotent orbits). Let G be a con-
nected Lie group and U = {ut}t∈R a one-parameter unipotent subgroup of G. Then
for every x ∈ G/Γ there exists a closed subgroup H such that Hx is homogeneous,
Ux = Hx, and for every bounded continuous function f on G/Γ, as t → ∞ we
have

1

T

∫ T

0

f(utx) dt =

∫

Hx

f(y)dνH(y).

We will give a proof of Theorem 2 for one-parameter unipotent subgroups which
is based on the classification of invariant measures. The proof provided here is not
the original proof of Ratner and uses a number of other ingredients from [1].

1. Structure of singular sets

In this section we will gather a number of facts about the behavior of the unipotent
orbits that will be needed in the proof of Theorem 2. As a motivation, let us
discuss the rough sketch of the proof of Theorem 2. Fix a point x ∈ G/Γ, and
a one-dimensional unipotent subgroup U for which the structure of Ux is to be
understood. In order to exploit Theorem 1, one needs to find a U -invariant measure
whose support carries information about Ux. Such a measure can be constructed
as a weak limit of integration along a long portion [0, T ] of the U -orbit as T →∞.
However, in order to guarantee the existence of a limit (along some subsequence)
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one needs to show that there is no escape of mass, that is, the U -orbit cannot
spend too much time in the cusp. This is obvious when G/Γ is compact, but
requires a proof for general Γ. We will assume that Ux is not included inside any
orbit Hx for a proper closed subgroup H and aim to show that Ux = G/Γ. To
prove this using a measure classification theorem, we will need to show that the
orbit Ux cannot be close to the union of proper closed orbits. Theorems discussed
in this section can be used to deal with these two obstacles.

Theorem 4 ([1]). Let G and Γ be as above, F ⊆ G/Γ be compact, and ǫ > 0 be
given. Then there exists a compact set K ⊆ G/Γ such that for every Ad-unipotent
one-parameter subgroup {ut} of G and every x ∈ F and T ≥ 0 we have

Leb{t ∈ [0, T ] : utx ∈ K} ≥ (1 − ǫ)T.

Here Leb denotes the Lebesgue measure on the line. In [1], Dani and Margulis
define the singular set in the following way

Definition 2. Let G and Γ be as above. For a proper closed subgroup H ≤ G,
we denote by S(H) the set of all x ∈ G/Γ for which there exists a proper subgroup
H ≤ L < G such that Lx carries a finite L-invariant measure. The set S(H) is
called the singular set relative to H. The complement of S(H) is the set of generic
points and will be denoted by G(H).

Remark 2. Let L be the subgroup in the definition of the singular set. Then
one can show that the orbit Lx ⊆ G/Γ is a closed set. This can be seen using the
following divergence criterion: for a sequence gn ∈ G, the images π(gn) is divergent
(that it, it does not have a convergent subsequence) iff there exists γn ∈ Γ \ {e}
such that gnγng

−1
n → e as n→∞. For details see Proposition 1.13 in [8].

One of the results in [1] provides the fine structure of the singular set. In order
to discuss this, we will need to define a class of subgroups.

Definition 3. Denote by H the class of all proper closed subgroups L of G such
that L ∩ Γ is a lattice in L and Ad(L ∩ Γ) < AdL is Zariski dense.

Proposition 1. The class H defined above is countable.

For closed subgroups H,L of a Lie group G define

X(L,H) = {g ∈ G : Hg ⊆ gL}.
The set X(L,H) is sometimes called the transporter since its defining condition
is equivalent to g−1Hg ⊆ L. We make a number of simple observations about
transporters:

(1) If L ∩ Γ is a lattice in L, then the set X(L,H)Γ/Γ is included in the
singular S(H).

(2) If L1 ⊆ L2 then X(L1, H) ⊆ X(L2, H).
(3) If g1 ∈ NG(L) and g2 ∈ NG(L) then g1X(L,H)g2 = X(L,H).

The following results ([1], Proposition 2.3) provides the structure of the singular
set in terms of transporters:
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Proposition 2. Assume that H is generated by Ad-unipotent elements. With H
as in Definition 3, we have

S(H) =
⋃

L∈H
X(L,H)Γ/Γ.

The following theorem asserts that the U -orbit of a generic point for H does
not “cling” too much to the singular set of H .

Theorem 5 (DM2). Let G and Γ be as above, and assume that H is a closed
connected subgroup of G which is generated by Ad-unipotent elements. Let F ⊆
G(H) be compact and let ǫ > 0. Then there exists an open neighborhood Ω of S(H)
such that for every Ad-unipotent subgroup {ut}t∈R of G, every x ∈ F , and every
T ≥ 0 we have

Leb{t ∈ [0, T ] : utx ∈ Ω} ≤ ǫT.

We will now give a proof of Theorem 2 for a one-parameter unipotent subgroup
U = {ut}t∈R. The proof is based on the exposition in [10].

Proof. Fix a point x ∈ G/Γ and for each T > 0, consider the measure µT on G/Γ
that is defined by ∫

G/Γ

f(y)dµT (y) =
1

T

∫ T

0

f(utx) dt.

We will show that the measures µT converge weakly to the Haar measure. Let us
first show that there is no escape of mass: when applied to F = {x} and ǫ > 0,
Theorem 4 yields a compact set K ⊆ G/Γ with µT (K) ≥ 1 − ǫ for all T ≥ 0.
This implies that there exists a subsequence Ti → ∞ along which the sequence
of measures µTi

converge weakly to a probability measure µ. It is easy to see
that the limiting measure is U -invariant. Using Ratner’s measure classification
theorem (Theorem 1), we deduce that every ergodic component of µ is algebraic.
Decompose µ as µ = ανG + (1 − α)ν, where νG is the Haar measure on G/Γ and
ν is a linear combination of (countably many) algebraic probability measures that
are supported on (closed) orbits of proper closed L containing U . Note that ν is
a probability measure which is supported on S(U). Since x is a generic point, it
follows from Theorem 5 that for every ǫ > 0 there exists an open set Ω containing
S(U) such that µT (Ω) ≤ ǫ for all T ≥ 0. This implies that the limiting measure µ
also assigns a measure less than ǫ to Ω, hence 1− α ≤ ǫ. Since ǫ > 0 is arbitrary,
we have µ = νG, which finishes the proof.

�

2. A theorem of Shah

Another ingredient in the proof of Zimmer’s conjecture is a theorem of Shah which
generalizes Ratner’s equidistribution theorem. In order to state this theorem we
will need some defintions. Let U be a simply connected unipotent subgroup of
G. Suppose B = {b1, . . . , bk} is a basis for the Lie algebra of U . Denote by
{λ1, . . . , λk} the associated dual basis. We say thatB is triangular if for every i, j ∈
{1, 2, . . . , k} such that k ≤ max(i, j) we have λk([bi, bj]) = 0. Any permutation of
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a triangular basis is called a regular basis. Associated to the basis B and given a
vector m = (m1, . . . ,mk) ∈ [0,∞)k, we will define the box

Fm = {exp(t1b1) · · · exp(tkbk) : tj ∈ [0,mj ], j = 1, . . . , k}.
The Haar measure on U is denoted by µU . The following theorem is proven in [9]

Theorem 6. Let G and Γ be as above, and let U be a simply connected unipotent
subgroup of G and B is a regular basis for the Lie algebra of U . Then for every
x ∈ G/Γ, there exists a closed subgroup L of G containing U such that the orbit
Lx is closed and admits an L-invariant measure νL such that for every compactly
supported continuous real-valued function f on G/Γ we have

lim
m→∞

1

µU (Bm)

∫

Bm

f(hx) dµ(x) =

∫

L

f(y)dνL(y).

Note that when U is a one-parameter subgroup, this reduces to Theorem 3.
The proof of Theorem 6 is an inductive argument that relies on this special case
as well as ideas from [1].
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Epimorphic subgroups and invariant measures

Manuel Luethi

Throughout this note, we let G be a real Lie group and g its Lie algebra. We
denote by Ad : G→ GL(g) the adjoint representation. We say that an element g ∈
G is Ad-diagonalizable or Ad-unipotent if Ad(g) is diagonalizable or unipotent.
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A subgroup U ≤ G is Ad-unipotent if all its elements are Ad-unipotent. Ad-
diagonalizable subgroups are defined similarly.

For any k ∈ N the action on g of G and of its subgroups given by the adjoint

representation induces a natural representation Adk : G→ GL(
∧k

g).
The goal of the talk was to present a simplified proof and an application of the

following theorem by Mozes.

Theorem 1 ([M95, Thm. 1]). Let G be a Lie group, H,L ≤ G closed connected
subgroups such that H ≤ L. Assume that the following are true.

(1) For every k ∈ N, every H-invariant vector in
∧k

g is L-invariant.
(2) H is generated by Ad-unipotent and Ad-diagonalizable one-parameter sub-

groups.
(3) Let V ≤ H be the subgroup generated by the Ad-unipotent one-parameter

subgroups contained in H. Then the only normal subgroup of L contain-
ing V is L.

If Γ ≤ G is a discrete subgroup and µ an H-invariant Borel probability measure
on Γ \G, then µ is L-invariant.

1. A sketch of the proof and the role of the assumptions

In order to give an illustration of the role of the assumptions, we will give a
sketch of the proof of Theorem 1. We will assume throughout that the measure
in question is ergodic for the action of H .

The proof heavily relies on Ratner’s measure classification theorems for unipo-
tent flows. In order to state the theorem used, we introduce the following notation.
Let X be a manifold and µ a Borel probability measure on X . Let G be a Lie
group and assume that G acts on X by diffeomorphisms. Then G acts on the
set of Borel probability measures on X by push-forward. We denote by Λµ ≤ G
the stabilizer of µ. Note that this is a closed subgroup. We are now set up to
formulate the following crucial result by Ratner used in the proof.

Theorem 2 ([Ra, Thm. 3]). Let G be a Lie group, V ≤ G a subgroup generated
by Ad-unipotent one-parameter subgroups. Let Γ ≤ G be a discrete subgroup and
assume that µ is a V -invariant ergodic Borel probability measure on G/Γ. Then µ
is algebraic, i.e. there exists some x ∈ G/Γ such that µ(Λµ.x) = 1.

In particular, every V -ergodic component of µ is algebraic by Theorem 2.
Given subgroups V, F ≤ G, we denote X(F, V ) = {g ∈ G : V g ⊆ gF} and we

call a tube (for V ) a subset X(F, V )x ⊆ G/Γ, where x ∈ G/Γ and V ≤ F ≤ G
is an intermediate closed subgroup such that Fx is a closed orbit of finite volume
and V acts ergodically on Fx. Note that all V -invariant ergodic measures are
supported on a single tube for some minimal F . By the work of Ratner [Ra] and
Dani-Margulis [DM93], we know that the set of tubes is countable. As V ⊳H is
a normal subgroup, any such tube is H-invariant and thus ergodicity of µ implies
that there is a minimal tube X(F, V )x which is assigned full measure by µ.
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Let f denote the Lie algebra of F , let k = dim f, and let f ∈
∧k

g be the image
of f. Then f is invariant under V .

Now note the following simple fact. Let E be a finite dimensional real vector
space and let (an)n∈N be a diverging—with respect to any induced operator norm—
sequence of jointly diagonalizable automorphisms of E. Let v ∈ E \ {0} and
assume that the line defined by anv converges to the line defined by v as n→ ∞
in projective space. Then an fixes Rv for all n ∈ N.

This elementary fact combined with a strong form of Poincaré recurrence allows
us to show that the line defined by f is invariant under all Ad-diagonalizable
one-parameter subgroups in H . In fact, we can deduce that f is fixed by all Ad-
diagonalizable one-parameter subgroups contained in H . Hence assumptions (1)
and (2) imply that L normalizes F and hence assumption (3) yields L ∩ F = L.
This in combination with the strong form of Poincaré recurrence mentioned earlier
implies that almost every V -ergodic component of µ is L-invariant. This then
concludes the proof of the theorem.

2. Examples of groups with the desired properties

We will give a short description of examples of groups with the properties in
Theorem 1. In fact, we will mostly talk about property (1). Property (2) will be
relatively immediate in the cases we mention, whereas property (3) is a maximality
assumption on H relative to L which might or might not be satisfied. In the latter
case, one is forced to consider a different group L.

Before we discuss more intricate examples, let us note that clearly any Zariski
dense subgroup H ≤ L has property (1).

2.1. The Borel subgroup in SL2(R). In fact, this case has been treated already
by Ratner and it served as an input to the measure classification, cf. [Ra, Prop. 2.1].
Let

B =

{(
a b
0 a−1

)
: a ∈ (0,∞), b ∈ R

}
≤ SL2(R).

Proposition 1. Let E be a finite dimensional continuous representation of SL2(R)
and let v ∈ E be B-invariant. Then v is SL2(R)-invariant.

Proof. Let sl2(R) ⊆ Mat2(R) denote the traceless matrices, i.e. the Lie algebra
of sl2(R) and let b ⊆ sl2(R) denote the Lie algebra of B. Then sl2(R) is spanned
by the triple

e =

(
0 1
0 0

)
, h =

(
1 0
0 −1

)
, f =

(
0 0
1 0

)

and b is spanned by {e, h}.
It is a standard fact that every continuous, finite-dimensional representation of

a Lie group is smooth. Note that taking derivatives, it suffices to show that for
every vector in E with b.v = {0} we have sl2(R).v = {0}. Furthermore, as every
representation of sl2(R) decomposes into a direct sum of irreducible representa-
tions, we can assume without loss of generality that E is irreducible.
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Assume that dimE > 0. Using the proof of the classification of irreducible fi-
nite dimensional representations of sl2(R) [FH91, §11.1], we know that the action
of h on E is diagonalisable with one-dimensional eigenspaces and that for any
eigenvector w ∈ E of h for eigenvalue λ the vector ew is an eigenvector of h for
eigenvalue λ+ 2.

Thus, if now v ∈ E \ {0} and b.v = 0, then v is an eigenvector of h for
eigenvalue 0. Hence ev is an eigenvector for eigenvalue 2. This is absurd. It
follows that E = {0} and hence the proposition. �

2.2. A class of groups defined dynamically. Let us give a slight generalization
of the above example. A much more general version of this is due to Shah [S96].
Let A be the positive diagonal subgroup of SL3(R). Let (an)n∈N be a sequence
in A such that (an)11/(an)22 →∞ and (an)22/(an)33 →∞ as n→∞. Let

U+ = {g ∈ SL3(R) : a
−1
n gan → 1 as n→∞}.

An elementary calculation shows that U+ is the full lower triangular unipotent
subgroup of SL3(R), i.e.

U+ =







1 0 0
x 1 0
z y 1


 : x, y, z ∈ R



 .

Let M ≤ SL3(R) be the group generated by the sequence (an)n∈N. Then M
normalizes U+.

Proposition 2 (Cf. [S96, Lem. 5.2]). Any MU+ ≤ SL3(R)-invariant vector in a
finite dimensional continuous representation of SL3(R) is invariant under SL3(R).

Proof. In what follows, we assume that E is a non-trivial representation of SL3(R).
Similarly to the previous case, any finite-dimensional representation E of SL3(R)
has a basis consisting of eigenvectors of the subgroup A [FH91, §12]. In particular,
there exists a finite set Λ of homomorphisms A→ (0,∞) and a decomposition E =⊕

λ∈Λ Eλ such that

Eλ = {v ∈ E : ∀a ∈ Aa.v = λ(a)v} 6= {0}
Given v ∈ E, we write v =

∑
λ∈Λ vλ, where vλ ∈ Eλ. After passing to a subse-

quence, we can decompose Λ = Λ+ ⊔ Λ0 ⊔ Λ−, where

Λ+ = {λ ∈ Λ : λ(an)→∞ as n→∞}
Λ− = {λ ∈ Λ : λ(an)→ 0 as n→∞}
Λ0 = {λ ∈ Λ : ∃c ∈ (0,∞)λ(an)→ c as n→∞}

Assume now that v ∈ E \ {0} satisfies MU+.v = {v}, and in particular assume
that F = {v ∈ E : MU+.v = {v}} is non-trivial. Note that, as A normal-
izes MU+, F is an A-invariant subspace of E.

Let

U− =







1 r s
0 1 t
0 0 1


 : r, s, t ∈ R



 .
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We first note that U− = {g ∈ SL3(R) : anga
−1
n → 1 as n → ∞}. We will show

that every vector in F is U−-invariant. As SL3(R) is generated by U+ ∪U−1, this
then implies the proposition.

Let now v ∈ F arbitrary and let g ∈ U−, then

an(g.v) = (anga
−1
n ).(an.v) = (anga

−1
n ).v → v

as n→∞. On the other hand we have

an(g.v) =
∑

λ∈Λ

λ(an)(g.v)λ

In particular, it follows that g.v ∈
⊕

λ∈Λ0∪Λ−

Eλ, and we denote the latter by E−.

As AU+.F = F and as v was arbitrary, it follows that U−AU+.F ⊆ E−. For what
follows, we note that U−AU+ contains a neighborhood of the identity in SL3(R).
This can be shown by checking that the Lie algebras of U−, U+, and A span the
Lie algebra of SL3(R).

Let h ⊆ gl(E) denote the image of the Lie algebra of SL3(R) under the dif-
ferential of the representation at the identity. Then, similarly to what we said
above, h ⊆ gl(E) is semisimple and in particular algebraic [Bo91, Ch. II, Cor. 7.9].
As by the previous discussion an open neighbourhood of 0 in hmaps v into E−, and
thus Zariski density implies that all of h maps v into E−. This shows SL3(R).v ⊆
E−. The linear hull of SL3(R) in E− is a subrepresentation of E and thus by the
irreducibilty assumption we get E = E−. As SL3(R) does not have any non-trivial
characters, we obtain E = E0, where E0 =

⊕
λ∈Λ0

Eλ.
In order to finish the proof set

Λ1 = {λ ∈ Λ : ∀n ∈ Nλ(an) = 1} ⊆ Λ0

and note that by definition of F and by A-invariance we have

F =
⊕

λ∈Λ1

(F ∩ Eλ).

Let v ∈ F ∩ Eλ for some λ ∈ Λ1 and g ∈ U−. Then by the same argument as
above we get

v = lim
n→∞

an.(g.v) = lim
n→∞

∑

λ′∈Λ0

λ′(an)(g.v)λ′

and hence (g.v)λ′ = 0 whenever λ′ 6= λ. Hence g.v = v. In particular, v is fixed
by both U+ and U−, which together generate all of SL3(R), i.e. v is SL3(R)-
invariant. �

2.3. Small groups. In both examples above, the subgroups were relatively large.
In the first case, the subgroup was (up to finite index) a maximal (and also min-
imal) parabolic subgroup of SL2(R). In the second case, the unipotent radical of
the group generated is U+, which is a full horospherical subgroup.

In fact, it can be shown that every simple R-algebraic group admits a solvable
subgroup B of dimension at most three with property (1). We cite the following
explicit example for SLn(R) from [M95] and refer the reader to the original article
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for an outline of the proof. Let n ∈ N at least 3. Then B can be chosen to be the
closed subgroup with Lie algebra b ⊆ sln(R) generated by the elements

h =




n− 1
n− 3

. . .

1− n


 , e =




0 1 0 0
0 1 0

. . .

0 1 0
0 1

0 0




,

u =




0 0 1
0 0

. . .

0 0 0
0 0




.
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Property (T)

Isabella Scott

1. Definition and Examples

Throughout this abstract,H will denote a Hilbert space and G a topological group.
Write U(H) for the unitary group of H and let π be a unitary representation of
G.

Then for Q a subset of G, and ǫ > 0, we say that ξ is (Q, ǫ)-invariant for π if
and only if

sup
ξ∈Q
||π(x)ξ − ξ|| < ǫ.

Moreover, π has almost-invariant vectors if for every compact Q ⊆ G, and every
ǫ > 0, π has (Q, ǫ)-invariant vectors. This sets us up for the central definition of
the talk, Kazhdan’s definition of Property (T).
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Definition 1. Q ⊆ G is a Kazhdan set for G if there is some ǫ > 0 such that
every unitary representation π of G with a (Q, ǫ)-invariant vector has a nontrivial
invariant vector.

G has Property (T) if it has a compact Kazhdan set.

In other words, Property (T) says that the existence of a nontrivial invari-
ant vector for a unitary representation is ensured by there being “approximately
invariant vectors” over a “small” set.

Example 1. Every compact group G has Property (T) with Kazhdan set G and

ǫ =
√
2.

Example 2. Rn and Zn do not have Property (T). This follows from them being
amenable and the following fact, which states that essentially, being amenable is
orthogonal to having Property (T).

Proposition 1. If G is a locally compact group, the following are equivalent:

(i) G is amenable and has Property (T).
(ii) G is compact.

Example 3. SLn(R), n ≥ 2, is an example of a noncompact group with Property
(T). In fact, any simple real Lie group of real rank at least 2 has Property (T).

2. First Consequences

The results in this section are largely due to Kazhdan ([2]) and illustrate his
motivation for defining Property (T).

The first result of this section gives us information about the hereditary prop-
erties of Property (T).

Theorem 1. Let G be a locally compact group with a closed subgroup H. Suppose
G/H has a finite, invariant, regular Borel measure. Then:

G has Property (T) if and only if H does.

In particular, for any lattice Γ ≤ G, G has Property (T) if and only if Γ does.

Thus, any lattice in a simple real Lie group of real rank at least 2 has Property
(T). In particular, SLn(Z), n ≥ 2, is the first example of an infinite discrete
Property (T) group we have encountered.

On the other hand, F2 embeds as a lattice in SL2(R), so SL2(R) and hence
SL2(Z) do not have Property (T).

The next result in this section concerns the existence of compact generating
sets for groups with Property (T).

Theorem 2. Let G be a group with Property (T). Then G is compactly generated.

Corollary 1. Any lattice with Property (T) is finitely generated, so in particular
any lattice of a simple real Lie group of real rank at least 2 is finitely generated.
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3. Property (FH) and Actions on Trees

In this section we introduce another property of topological groups, Property (FH)
and investigate its relation of Property (T) and actions ofG on trees. In this section
H will always be assumed to be a real Hilbert space. Because every isometry of a
Hilbert space is affine, we will be interested in affine representations of G.

Definition 2. An affine isometric action, or just isometric action of G on H is a
strongly continuous group homomorphism α : G→ Isom(H).

Definition 3. G has Property (FH) iff every affine isometric action of G on a
real Hilbert space has a fixed point.

Equivalently, G has Property (FH) iff H1(G, π) = 0 for every orthogonal rep-
resentation π of G.

We now show that Property (FH) implies there is no action of G on a tree that
does not fix a vertex or geometric edge. In order to state this result, we remind
the reader of Serre’s convention for graphs.

A graph X = (V,E) is a pair consisting of a set of vertices, V , and a set of
oriented edges E; that is, each e ∈ E has a “starting vertex” s(e) and a “terminal
vertex” t(e). Moreover, since we want to consider unoriented graphs, we stipulate
there is a fixed-point free involution e 7→ e where s(e) = t(e) and t(e) = s(e). We
call the set {e, e} a geometric edge of X .

The main result of this section is the following.

Theorem 3. Let G be a group with Property (FH). Then every automorphic action
of G on X fixes either some vertex or some geometric edge.

We will give an overview of the proof here.

Lemma 1. Let G be a group acting on a tree X. If G has a bounded orbit then
G fixes either a vertex or a geometric edge.

Proof. Let O be the bounded orbit and X0 the convex hull of O. Then X0 is
a G-invariant bounded subtree. Define X1 to be the subtree of X0 obtained by
deleting all the leaves of X0 and all edges adjacent to them. This is still a G-
invariant bounded subtree. Continue with this process and let N be minimal so
that XN is empty. Then XN−1 is either a single vertex or a pair of vertices with
a geometric edge between them. Because XN−1 is G-invariant, G fixes a vertex or
a geometric edeg respectively. �

Before we state the next lemma, we need some background. If G acts on X by
automorphism, we may define a Hilbert space H by

H = {ξ : E→ R | ξ(e) = −ξ(e) and
∑

e∈E

|ξ(e)|2 <∞}

with inner product 〈ξ, η〉 = 1
2

∑
e∈E ξ(e)η(e). Thus, from the action of G on E, we

obtain an orthogonal representation πX : G→ H.
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Lemma 2. Let G be a group acting on a tree X by automorphisms fixing no vertex
or geometric edge. Then H1(G, πX) 6= 0.

Proof sketch. It can be shown that, in this setting, a cocycle is coboundary if and
only if it’s bounded. However, assuming that H1(G, πX) = 0 and hence every
cocycle is bounded, one can construct a bounded orbit, hence contradicting the
previous lemma. �

Thus, since G having Property (FH) is equivalent to H1(G, πX) = 0, we obtain
that any action of G on a tree fixes either a vertex or a geometric edge.

Finally, the following result, due independently to Delorme and Guichardet,
(Theorem 2.12.4 in [1]) ties this last section back into Property (T).

Theorem 4. (1) If G has Property (T), then G has Property (FH)
(2) If G is a σ-compact locally-compact group with Property (FH), then G has

Property (T).

In this way, we obtain that any automorphic action of a group G with Property
(T) on a tree X with must either fix a vertex or geometric edge.
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Property (T) groups acting on the circle

Sang-hyun Kim

Recall a countable group Γ has property (T) if and only if it has the property
(FH). This means that whenever one is given with

• a real Hilbert space H;
• a representation π : Γ→ O(H);
• a 1-cocycle c : Γ→ H,

one can find some ξ ∈ H such that the following holds for all g ∈ Γ:

c(g) = ξ − π(g)ξ.

For τ ∈ (0, 1), we denote by Diff1+τ
+ (S1) the set of orientation-preserving C1+τ

diffeomorphisms on S1. It is a simple exercise to see that Diff1+τ
+ (S1) is actually

a group where the binary operation is given by the function composition.
In this talk, we prove the following result originally due to A. Navas.

Theorem 1. [5] Let τ > 1/2, and let Γ be a countable group with property (T).

Then every homomorphism Γ→ Diff1+τ
+ (S1) has a finite image.
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One can consider the above theorem as a generalization of the following result.
This result is in a sense a resolution of Zimmer’s conjecture in dimension one,
independently proved by Burger–Monod and by Ghys;

Theorem 2. [2, 3] If Γ is a lattice in a higher-rank simple Lie group, then every
representation

Φ : Γ→ Homeo+(S
1)

admits a finite orbit. Furthermore, every representation

Ψ : Γ→ Diff1
+(S

1)

has a finite image.

In order to prove Theorem 1, we let τ and Γ be as in the hypothesis, and fix a
representation

Φ : Γ→ Diff1+τ
+ (S1).

We use a “recipe” of H, π and c to apply the property (T) of Γ, and then will find
some Γ–invariant measure on S1 × S1, and finally deduce that Φ(Γ) is finite.

We use the notation as below.

• S1 = R/2πZ;
• ∆ = {(x, x) | x ∈ S1;

We have a diagonal action of Γ on S1 × S1 induced from Φ.
Let us define a Liouville measure µ on S1 × S1 \∆, by specifying its value for

a < b < c < d < a+ 2π as:

µ((a, b)× (c, d)) := log[eia, eib, eic, eid].

Here, [·] denotes the cross ratio so that

[x, y, z, w] :=
(w − y)(z − x)

(z − y)(w − x)
.

For each g ∈ Γ, we have the pull-back measure

gµ(A) := µ(g−1A).

The following Radon–Nikodym derivative is defined almost every where:

dgµ

dµ
(x).

Moreover, we have that
dgµ

dµ
dµ = dgµ,

and that
dghµ

dµ
=

dgµ

dµ
· dhµ
dµ
◦ g−1.

We will let

H := {K ∈ L2(S1 × S1 \∆, µ) | K(x, y) = K(y, x) almost everywhere}.
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A natural unitary representation π : Γ→ O(H) can be defined for K ∈ H by

π(g)K :=

√
dgµ

dµ
·K ◦ g−1.

We have the following.

Lemma 1. (1) π(gh)K = π(g)π(h)K a.e. for all g, h ∈ Γ and for all sym-
metric map K : S1 × S1 \∆→ R.

(2) ‖π(g)K‖ = ‖K‖ for all K ∈ H.

As a final ingredient of our desired recipe, we define a 1-cocycle, which may be
regarded “formally” a 1-coboundary as below:

c(g) := 1− π(g)1 = 1−
√
dgµ/dµ.

Lemma 2. We have c ∈ Z1(Γ, π). That is, we have

• c(gh) = c(g) + π(g)c(h) for all g, h ∈ Γ;
• ‖c(g)‖ <∞ for all g ∈ Γ.

Remark 1. An alternative approach is to consider

• H′ := {K ∈ L2(S1 × S1 \∆,Leb) | K(x, y) = K(y, x) a.e.};
• π(g)K(x, y) :=

√
(g−1)′(x)(g−1)′(y)K ◦ g−1;

• φ := (2 tan x−y
2 )−1;

• c(g) := φ− π(g)φ.

Remark 2. Note that Reznikov considered a Hilbert transform

(Hf)(x) =
1

2π

∫

S1

f(y)dy

tan x−y
2

,

and defined the fundamental cocycle ℓ from Diff1+τ
+ (S1) to some subspace J of the

space of bounded operators on L2(S1,Leb), where J can be given with some Hilbert
structure. More specifically, he defined

ℓ(g) = π(g)−1Hπ(g)−H,

so that

ℓ(gh) = ℓ(g)π(h) + ℓ(h).

Reznikov also mentioned that [ℓ] 6= 0 unless the action is “completely pathological”.

To finish the proof, we apply the property (T) to see that there exists F ∈ H
satisfying

1−
√

dgµ

dµ
= c(g) = F − π(g)F = F −

√
dgµ

dµ
F ◦ g−1

for all g ∈ Γ. So, we have a Γ–invariant measure

dλ := dµ(1− F )2 = dgµ(1 − F ◦ g−1)2.
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Moreover, we note that

• λ([a, a]× [b, c]) = 0;
• λ((a, b)× (b, c)) =∞;

It is then easy to deduce the following intermediate result.

Lemma 3. Let τ > 1/2, let Γ be a countable group with property (T), and let

Φ : Γ→ Diff1+τ
+ (S1)

be a homomorphism. If g ∈ Γ satisfies #FixΦ(g) ≥ 3, then Φ(g) = 1.

Let us consider a 3–fold cover

Homeo
(3)
+ (S1) := {f ∈ Homeo+(S1) | Rot(2π/3)f = f Rot(2π/3)} → Homeo+(S1).

We have a universal central extension:

1 → Z/3Z → Homeo
(3)
+ (S1) → Homeo+(S1) → 1.

A classical result due to Hölder asserts that every group acting faithfully and freely
on S1 is abelian. The proof of the main theorem can then be deduced from the
above lemma, combined with Hölder’s theorem and the above central extension.

Let us remark that Fisher and Margulis (documented in [1]) that for each
countable group Γ with property (T) there exists ǫ0 = ǫ0(Γ) > 0 such that Γ
has property FLp for all p ∈ (1, 2 + ǫ0). So, instead of H we may consider

B := Lp
symmetric(S

1 × S1 \∆, µ)

in the above proof. Then we obtain the following strengthened result.

Theorem 3. [1] For each a countable group Γ with property (T), there exists

τ0 = τ0(Γ) < 1/2 such that every representation Γ → Diff1+τ0
+ (S1) has a finite

image. In particular, every representation Γ→ Diff1.5
+ (S1) has a finite image.

Lastly, we note the following result due to Y. Lodha, N. Matte Bon and M.
Triestino.

Theorem 4. [4] For each a countable group Γ with property (T), every represen-
tation

Γ→ PL+(S
1)

has a finite image.

One can replace PL+(S
1) by PDiff1.5

+ (S1), the group of piecewise C1.5 diffeo-
morphisms. It is not currently known whether there exists an embedding of Γ into
Diff1

+(S
1), or even Homeo+(S

1).
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Strong property (T) in the proof of Zimmer’s conjecture

Federico Vigolo

The aim of this talk is to introduce Lafforgue’s strong property (T) and show how
it is used in the proof of the Zimmer Conjecture.

1. Strong Property (T)

Recall that a finitely generated group Γ has property (T) if every unitary rep-
resentation π : Γ → U(H) with no non-zero fixed point cannot have almost in-
variant vectors. Given a probability measure µ on Γ, the operator π(µ) : H → H
is defined as π(µ)(v) =

∫
π(g)dµ(g). In particular, if S is a symmetric finite

generating set of Γ and µS = 1
|S|
∑

s∈S δS is the sum of delta measures, then

π(µS)(v) =
1
|S|
∑

s∈S π(s)(v).

It is an exercise to show that Γ has property (T) if and only if for every unitary
representation π with no non-zero invariant vectors the operator π(µS) has norm
strictly smaller than 1. In turn, this implies that Γ has property (T) if and only if
for every unitary representation π the operators π(µS)

n = π(µ∗n
S ) converge expo-

nentially fast to the orthogonal projection to the subspace of Γ-invariant vectors
H → HΓ.

Strong property (T) can be seens as a strengthening of the latter characterisa-
tion. The main difference from the usual property (T) is that it also applies to
representations that are not unitary:

Definition 1. A group Γ has strong property (T) if there exists a t > 0 and a
sequence of measures µn supported on B(n) ⊂ Γ that satisfy the following condi-
tion: for every linear representation π : Γ→ GL(H) such that ‖π(g)‖ < Letℓ(g) for
some L ≥ 1—here ℓ(g) is the word length—there exists a projection P : H → HΓ

such that π(µn) converges to P exponentially fast.

Remark 1. (1) This is the definition of strong property (T) given in [1] (it
is modelled on the definition given in [2]). The original definition is given
by Lafforgue in terms of idempotent elements in group algebras.
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(2) It is easy to show that strong (T) implies (T). On the other hand, Lafforgue
showed that hyperbolic groups cannot have strong property (T). Since there
are hyperbolic groups with (T), it follows that strong property (T) really is
a stronger notion.

Strong property (T) is used to prove the following:

Theorem 1 ([1, Theorem 2.9]). If Γ has strong property (T) and α : Γ y M is
a C∞ action with uniform subexponential growth of derivatives (USEGOD) on a
compact manifold, then α preserves a Riemmanian metric on M .

Remark 2. (1) This is a key step in the proof of the Zimmer conjecture:
knowing that α preserves a Riemannian metric means that α is a homo-
momorphism of Γ into the compact Lie group Isom(M). The Zimmer
conjecture will then follow by Margulis’s superrigidity.

(2) It is possible to prove a version of Theorem 1 for actions of class Ck. This
requires the usage of a Banach-valued strong property (T).

2. Idea of the proof of Theorem 1

To illustrate the main ideas, we sketch the proof of Theorem 1 for a smooth action
on the unit circle S1. In this context, the space of Riemannian manifolds on S1

can be naturally identified with the space of positive valued C∞ functions on S1.
This is a subset of the vector space of all smooth functions on S1:

{Riemannian metrics} ←→ {σ : S1 → R>0 | σ smooth} ⊂ C∞(S1;R).

The action α : Γ y S1 induces an action on the space of Riemannian metrics.
When identifying Riemannian metrics with smooth functions, this action is given
by γ ·σ(x) = |dγdx |(x)σ(γ ·x). Therefore, α extends to a linear action on C∞(S1;R).
Now that we have a linear representation, we wish to use strong property (T) to
find a fixed point in C∞(S1;R) and then show that that fixed point is actually a
Riemannian metric.

To begin with, it is necessary to put a Hilbert norm on C∞(S1;R). More
precisely, we need to chose a norm so that:

(1) the completion of C∞(S1;R) is a Hilbert space;
(2) the linear action Γ y C∞(S1;R) extends by continuity to an action on

the completion so that we can apply strong property (T);
(3) there is enough control on the completion so that Γ-fixed points in the

completion can be assumed to strictly positive functions in C∞(S1;R).

Definition 2. For k ∈ N, the k-th Sobolev norm of σ ∈ C∞(S1;R) is defined as

‖σ‖2,k =

(
k∑

i=0

‖d
iσ

dxi
‖22

) 1
2

.

The k-th Sobolev space W 2,k is the completion of C∞(S1;R) with respect to the
norm ‖·‖2,k. Note that W 2,k is can be identified with a closed subspace of L2(S1).
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The Sobolev space W 2,k is a Hilbert space and it is easy to show that the action
of Γ on C∞(S1;R) extends to a continuous action on W 2,k, i.e. a representation
πk : Γ → GL(W 2,k) by continuous operators. The following fact is much less
obvious and it depends on a (non-trivial) estimate on the norms of higher order
derivatives in terms of the norm of the first derivatives:

Proposition 1. If Γ y S1 has subexponential growth of derivatives, then for every
ǫ > 0 there exists an Lǫ such that ‖πk(g)‖ < Lǫe

ǫℓ(g) for every g ∈ Γ.

Proposition 1 implies that the representations πk easily satisfy the requirements
necessary to apply strong property (T). That is, if µn is the sequence of measures
as by Definition 1, then the operators πk(µn) converge to a projection to the set
of Γ-fixed vectors in W 2,k in the operator norm. In particular, if σ0 is any fixed
Riemannian metric on S1, the limit

σ̃ = lim
n→∞

πk(µn)(σ0)

is Γ-invariant. Importantly, when identifying W 2,k with a subspace of L2(S1), the
element πk(µn)(σ0) does not depend on k. In particular, the function σ̃ does not
depend on k and it belongs on W 2,k for every k ∈ N.

The following holds true:

Theorem 2 (Sobolev Embedding). Every function σ in the Sobolev space W 2,k

is of class Cr for r = k − 1
2 . Furthermore, there is a constant K such that

|σ(x)| ≤ K‖σ‖2,k for every x ∈ S1.

It follows from the Sobolev Embedding Theorem that the Γ-fixed point σ̃ is of
class C∞. All that it remains to do to prove that σ̃ is a Γ-invariant Riemannian
metric is to show that σ̃(x) > 0 for every x ∈ S1. In order to do this it is necessary
to use the USEGOD condition a second time.

In fact, it follows from USEGOD that for every ǫ there is a Lǫ such that

g · σ0(x) ≥
1

Lǫ
e−ǫℓ(g)σ0(g · x).

On the other hand, the convergence of πk(µn)(σ0) to σ̃ is exponentially fast. Com-
bining this with the second part of the Sobolev Embedding Theorem implies that

|πk(µn)(σ0)(x) − σ̃(x)| ≤ es·n

for some fixed s > 0. Since µn is supported on the ball of radius n, πk(µn)(σ0)(x)
is at least as large as 1

Lǫ
e−ǫ·nmin{σ0(y) | y ∈ S1}. Choosing ǫ < s shows that

σ̃(x) must indeed be positive. This concludes the proof of Theorem 1 in the case
of actions on S1. �

This proof can be adapted to work for actions on higher dimensional manifolds
as well. The complications are for the most part technical and the main difficulty
lies in finding the correct analogue of the Sobolev norm. The strategy adopted
in [1] was to note that Riemannian metrics can be seen as smooth sections of a
vector bundle over M (this is a vector space with pointwise operations). In turn,
the ‘derivatives’ of such sections can be seen as elements of appropriate jet spaces.
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Fixing a Riemannian metric, one can define natural norms on the jet spaces. These
norms can be used to define an analogue of the Sobolev norm and the Sobolev
Embedding Theorem remains true. All the other elements of the proof can be
made to work as well.

In order to prove Theorem 1 for actions of class Ck, it is necessary to use
the Sobolev spaces W p,k and let p → ∞. In fact, a more general version of the
Sobolev Embedding Theorem would then imply that the limit σ̃ is of class Cr for
r = k − n

p . These Sobolev spaces are not Hilbert spaces, it is thus necessary to

also use a Banach version of strong property (T).
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Strong Property (T): Ideas of proof for G = SL3(R)

Ping Ngai (Brian) Chung

1. Introduction

Lafforgue’s strong property (T) plays an important role in the proof of Zimmer’s
conjecture by A. Brown, D. Fisher and S. Hurtado [BFH16]. The goal of this talk
is to understand the ideas of Lafforgue’s proof that SL3(R) has strong property
(T) [Laf08, Sect. 2]. To simplify the exposition we only prove that SL3(R) has
Kazhdan’s property (T) using Lafforgue’s ideas. We mostly follow the exposition
in [del16, Ch. 1]

2. Statement

Recall the following definitions:

Definition 1. Let G be a Lie group and H be a Hilbert space. A unitary repre-
sentation G→ U(H) has almost invariant vectors if:
for all ε > 0, and compact subset Q ⊂ G, there exists a unit vector v ∈ H such
that

‖π(g)v − v‖ < ε for all g ∈ Q.

Definition 2. A real Lie group G has property (T) if any unitary representation
π : G → U(H) that has almost invariant vectors also has a π(G)-invariant unit
vector.
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We refer the readers to Dave Morris’s book [WM15, Ch. 13] for basic properties
and motivations of this definition.

The goal of the lecture is to prove the following theorem using ideas of Lafforgue
[Laf08]:

Theorem 1. The group G = SL3(R) has property (T).

The theorem is due to Kazhdan [Kaz67]. See [WM15, Theorem 13.1] for an
exposition of a standard proof. The proof we present follows closely the ideas
in Lafforgue’s proof [Laf08, Thm. 2.1] that SL3(R) has strong property (T). The
purpose is to understand Lafforgue’s proof in this simpler setting. We will comment
on the changes needed to prove that SL3(R) has strong property (T).

Unless otherwise specified, any constants C,C′ below are explicit positive ab-
solute constants. In particular the statements are true for, say, C = 100 and
C′ = 20. See [del16, Ch. 1] for the exact constants.

3. Outline of the proof

Let

G := SL3(R), K := SO3, U :=







1 0 0
0 ∗ ∗
0 ∗ ∗





 ∩K.

The proof follows from a few reductions.

(1) If π : G → U(H) has almost invariant vectors, then π has a nonzero π(G)-
invariant vector.

(2) If π : G → U(H) has almost invariant vectors, then there exists P ∈ B(H)
such that

lim
g→∞

∥∥∥∥
∫

K×K

π(kgk′) dk dk′ − P

∥∥∥∥
B(H)

= 0.

Moreover, the limit P ∈ B(H) satisfies ‖P‖B(H) = 1 and image(P ) ⊂ Hπ :=
{v ∈ H | π(g)v = v for all g ∈ G}, the space of π(G)-invariant vectors.

(3) For any unitary representation π : G→ U(H), any π(K)-invariant unit vectors
v, w ∈ H, and elements g1, g2 ∈ G, we have

|〈π(g1)v, w〉 − 〈π(g2)v, w〉| ≤ Cmax(|g1|−1/2, |g2|−1/2),

where for g ∈ G, |g| := max(‖g‖, ‖g−1‖) for the operator norm ‖ · ‖ on the
group G.

(4) For any unitary representation π : K → U(H), any π(U)-invariant unit vectors
v, w ∈ H and δ ∈ [−1, 1], we have

|〈π(kδ)v, w〉 − 〈π(k0)v, w〉| ≤ C′√|δ|,
where for each δ ∈ [−1, 1],

kδ :=




δ −
√
1− δ2 0√

1− δ2 δ 0
0 0 1


 ∈ K.
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We further divide (2) into two parts:

(2a) If π : G → U(H) has almost invariant vectors, then there exists P ∈ B(H)
such that

lim
g→∞

∥∥∥∥
∫

K×K

π(kgk′) dk dk′ − P

∥∥∥∥
B(H)

= 0.

(2b) The limit P ∈ B(H) satisfies ‖P‖B(H) = 1 and image(P ) ⊂ Hπ.

The proof then follows the order (4) ⇒ (3) ⇒ (2a) ⇒ (2b) ⇒ (1). Clearly (1) is
the definition of G having property (T).

4. (2) ⇒ (1): Existence of the limit as a projection operator implies
existence of a nonzero invariant vector

This reduction is straightforward from the properties of P : Since ‖P‖B(H) = 1,
in particular P 6= 0, the image of P contains nonzero vectors. Now (1) follows as
image(P ) ⊂ Hπ.

5. (3) ⇒ (2a): Cauchy criterion on matrix coefficients of G/K
implies existence of limit

Let

Ag :=

∫

K×K

π(kgk′) dk dk′ ∈ B(H).

Then it suffices to show that there exists P ∈ B(H) such that

lim
g→∞

‖Ag − P‖B(H) = 0.

This shall follow from the Cauchy criterion and the completeness of B(H). Recall
that for φ ∈ B(H),

‖φ‖B(H) = sup
v∈H,‖v‖=1

‖φv‖ = sup
v,w∈H,‖v‖=‖w‖=1

〈φv, w〉.

Then (3) implies that for all g1, g2 ∈ G,

‖Ag1 −Ag2‖B(H) ≤ Cmax(|g1|−1/2, |g2|−1/2).

This implies that the family {Ag}g∈G ⊂ B(H) satisfies the Cauchy criterion. By
completeness of B(H), there exists an operator P ∈ B(H) such that

‖Ag − P‖B(H) → 0 as g →∞.

6. (2a) ⇒ (2b): Properties of the limit operator P

We prove the two assertions ‖P‖B(H) = 1 and image(P ) ⊂ Hπ separately.
‖P‖B(H) = 1: Since π has almost invariant vectors, for each g ∈ G, by taking
Q = KgK, we have that for all ε > 0, there exists a nonzero vector v ∈ H such
that

‖Agv‖ ≥ (1 − ε)‖v‖.
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Thus ‖Ag‖B(H) ≥ 1. On the other hand, as the average of unitary operators,
‖Ag‖B(H) ≤ 1. Thus ‖Ag‖B(H) = 1. Since P = lim

g→∞
Ag, we also have ‖P‖B(H) = 1.

image(P ) ⊂ Hπ: For each v ∈ H, we need to show that π(g)Pv = Pv for all
g ∈ G. We consider the average of π(k)π(g)Pv over k ∈ K,

∫

K

π(k)π(g)Pv dk = lim
h→∞

∫

K×K×K

π(kgk′hk′′)v dk dk′ dk′′

= lim
h→∞

∫

K

Agk′hv dk′ = Pv.

Here the first equality comes from the fact that P = lim
g→∞

Ag and the definition of

Ag, the second equality follows from the definition of Agk′h, and the last follows
since P is the limit of Agi along any sequence gi in G that goes to infinity.

Since π acts unitarily on H, ‖π(kg)Pv‖ = ‖Pv‖ for all k ∈ K. The previous
equality shows that Pv is the average of a family of vectors {π(kg)Pv}k∈K ⊂ H
with the same norm. By strict convexity of H, this implies π(kg)Pv = Pv for all
k ∈ K and g ∈ G. In particular Pv is π(G)-invariant.

We remark that combining these two properties and the obvious observation
that P acts as the identity on Hπ, we can in fact conclude that P is the orthogonal
projection onto Hπ.

7. (4) ⇒ (3): Estimates on matrix coefficients of K/U implies
estimates on matrix coefficients of G/K

By the KAK decomposition of G = SL3(R), we know that there is a bijection

K\G/K ↔ Weyl chamber Λ

K



er 0 0
0 es 0
0 0 et


K ←p (r, s, t)

Recall that the Weyl chamber of G can be written as

Λ := {(r, s, t) ∈ R3 | r ≥ s ≥ t, r + s+ t = 0}.
Fix two π(K)-invariant unit vectors v, w ∈ K. Then the matrix coefficient g 7→
〈π(g)v, w〉, which a priori is a function of G, is indeed a function of K\G/K ↔ Λ.
Let

c(r, s, t) := 〈π(g)v, w〉 for all g ∈ K



er 0 0
0 es 0
0 0 et


K.

Note that

‖g‖ = er, ‖g−1‖ = e−t for g ∈ K



er 0 0
0 es 0
0 0 et


K.
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Then it suffices to show that

|c(r, s, t)− c(r′, s′, t′)| ≤ Cmax(min(e−r/2, et/2),min(e−r′/2, et
′/2)).(*)

The strategy is then the following:

Step 1 By considering suitable embeddings of U\K/U → K\G/K, we show that
(4) implies the upper bound

|c(r, s, t)− c(r′, s′, t′)| ≤ C′et/2 for all t = t′, s, s′ ≥ −1.

Step 2 Apply the previous step to the representation g 7→ π((gt)−1), (4) implies
the upper bound

|c(r, s, t)− c(r′, s′, t′)| ≤ C′e−r/2 for all r = r′, s, s′ ≤ 1.

Step 3 Bootstrap the estimates from Step 1, 2 to other pairs of points (r, s, t),
(r′, s′, t′) ∈ Λ by connecting them suitably with finitely many segments
where either the t-coordinates are equal or r-coordinates are equal (with
s, s′ ∈ [−1, 1] for all except the first and last segment).

Without loss of generality, assume that max(r,−t) ≤ max(r′,−t′). By insisting
that, if r ≥ −t, we start with a segment from (r, s, t) fixing the r-coordinate, and a
segment fixing the t-coordinate otherwise, we can obtain the desired estimate (*).
The key point here is that since the difference on each segment is bounded by an
exponential function of the distance from the origin of Λ (given by max(r,−t)),
the sum of the total differences on this path is bounded by a geometric series with
leading term equal to min(e−r/2, et/2). We refer to [del16, Ch. 1] for the precise
choice of paths.

More precisely, in Step 1, for each t ≤ 0, we consider the map

ft : U\K/U → K\G/K

k 7→ DtkDt

where k ∈ K, and

Dt :=



e−t 0 0
0 et/2 0

0 0 et/2


 .

Note that Dt commutes with U , therefore the map is well-defined. To use (4), we
use the bijection

[−1, 1] ↔ U\K/U

δ 7→ kδ.

We can then prove Step 1 by applying (4) and the embedding ft for each t ≤ 0.

We remark that the exact argument would go through if the bound C′√|δ|
in (4) is replaced by C′|δ|θ for some θ > 0 (but not for θ = 0), with suitable
adjustments on the exponents in the upper bound of (3).
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8. Idea of (4): Explicit calculation on the irreducible unitary
representations of SO3

By the Peter-Weyl theorem, it suffices to show (4) for all irreducible unitary
representations π of K = SO3. In fact we know that the irreducible unitary
representations of SO3 are parametrized by positive integers n, as described by
the classical theory of spherical harmonics. Moreover, the unitary representation
SO3 → U(L2(S2)) induced by the natural action of SO3 on the 2-sphere S2 contains
each irreducible unitary representation with multiplicity 1. Therefore it suffices to
show (4) for this unitary representation πL2(S2) : K → U(L2(S2)).

With respect to this representation πL2(S2), we can describe (4) more geomet-

rically. For δ ∈ [−1, 1] and f ∈ L2(SO3), let

Tδf(k) :=

∫

U×U

f(uk−1
δ u′k) du du′.

Clearly Tδf is invariant under the left multiplication by U . Therefore we can
identify S2 ↔ SO2\SO3 = U\K, and consider Tδ as a unitary representation of K
on L2(S2). (4) can then be rephrased as

‖Tδ − T0‖B(L2(S2)) ≤ C′√|δ|.
Geometrically, Tδf(x) is the average of f on the circle {y ∈ S2 | 〈x, y〉 = δ}. From
here this is verified by an explicit calculation (see [Laf08, Lem. 2.2]).

It is worth noting that there is no analogous inequality for L2(S1) (the best
bound is C′|δ|0). Therefore one cannot use the same strategy to (incorrectly)
show that SL2(R) has property (T).

9. Modification to prove strong property (T)

To prove strong property (T) using these ideas, we need to relax the assump-
tion that π is a unitary representation to a representation with small exponential
growth. For instance, the equality

〈π(g)v, π(h)w〉 = 〈π(h−1g)v, w〉,
which we used multiple times, is now only true up to a multiple bounded by
‖π(h)‖2. If h ∈ K, then this can easily be fixed by modifying the norm ‖ · ‖ on H
so that K still preserves the norm (and therefore π|K is a unitary representation
of K). However, if h /∈ K, then one only has a small exponential bound on
‖π(h)‖ with respect to ‖h‖. In this section, we list two main modifications that
are necessary in the proof.

(i) In (2a) ⇒ (2b), to prove image(P ) ⊂ Hπ, we can no longer use the fact
that ‖π(kg)Pv‖ = ‖Pv‖ to prove

∫

K

π(kg)Pv dk = Pv ⇒ π(kg)Pv = Pv for all k ∈ K.

Instead, Lafforgue proved a version of exponential decay of matrix coef-
ficients: suppose π has small exponential growth, for all g ∈ G, and unit
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vectors v, w ∈ H such that v is π(K)-invariant and w has nontrivialK-type
(i.e. w is in an irreducible K-subrepresentation of H that is not trivial),

|〈π(g)v, w〉| ≤ C‖g‖−θ

for some θ > 0. This is proved in [Laf08, Prop. 2.4].
(ii) In Step 1 of (4) ⇒ (3), when applying (4) to the embedding ft with the

π(U)-invariant vectors π(Dt)v and π(D−1
t )w, we need to use the fact that

for a unitary representation π,

〈π(DtkδDt)v, w〉 = 〈π(kδ)(π(Dt)v), π(D
−1
t )w〉.

Without the unitary assumption, we only have that

|〈π(DtkδDt)v, w〉| ≤ |π(Dt)|2|〈π(kδ)(π(Dt)v), π(D
−1
t )w〉〉|

(in fact this inequality is applied to |〈π(DtkδDt)v, w〉 − 〈π(Dtk0Dt)v, w〉|
on the left hand side.) Note that ‖Dt‖ = e−t for t ≤ 0. If π has sufficiently
slow exponential growth, say of rate ε < 1/4, then we can still obtain the
conclusion of Step 1 with a bound of C′e(1/2−2ε)t. Since 1/2 − 2ε > 0,
this is still sufficient to obtain the conclusion of (3).
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Proof of Zimmer’s conjecture for cocompact lattice in SL(n,R).

Homin Lee

The goal of the lecture is giving a full proof of following theorem based on previous
lectures. Especially, we will assemble every ingredients including, subexponential
growth, entropy and strong property (T).

Theorem 1. Let Γ be a lattice in G = SL(n,R) with n > 2, let M be a compact
manifold and let ρ : Γ → Diff(M) be a homomorphism. Then if d = dim(M) <
n− 1, the image of ρ is finite.

Indeed, we can use general invariance principle so that the homomorphism
ρ : Γ→ Diffvol(M) is finite provided by dim(M) ≤ n−1. The main arguments, that
are Proposition 1 and 2, do not use dimension conditions and volume preserving
conditions.

For detailed proof, one can see [1].
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1. Introduction

I will start with giving outlines and steps in the proof. Eventually, based on
previous lectures, we will see that Proposition 1 and 2 are enough to show the
Theorem 1. After then, we will see proofs of Proposition 1 and 2.

Indeed, the philosophy of the proof can be written as ”averaging gives invariant
one.”. We already saw this philosophy when we find invariant Riemannian metric
on M using strong property (T). We will use ”averaging” arguments repeatedly
on proofs.

2. Outline of the proof

We will see that proving Proposition 1 and 2 is enough. We always assume con-
ditions and notations on Theorem 1. The first step is making suspension space.
We will follow notations for suspension spaces as previous lectures. Morally, the
following propositions say that if action fails to have subexponential growth, then
there should exist measure that can see the failure of subexponential growth.

Proposition 1. If ρ fails to have uniform subexponential growth of derivative,
then there is A-invariant ergodic probability measure µ′ on suspension space Mρ

such that λF
top(s, µ

′) > 0 for some s ∈ A. This implies that there is a nonzero

fiberwise Lyapunov exponent λF
j′,µ′ : A→ R.

Proposition 2. Suppose that there is A-invariant ergodic probability measure µ′

on suspension space Mρ such that there is a nonzero fiberwise Lyapunov exponent
λF
j′,µ′ : A → R. Then there is A-invariant ergodic probability measure µ on Mρ

such that

(1) there is a nonzero fiberwise Lyapunov exponent λF
j,µ : A→ R,

(2) π∗µ is Haar measure on G/Γ where π : Mρ → G/Γ is natural projection.

Before going further, let me remark a few things.

Remark 1. The above propositions hold without assumption on relation between
dimension and rank. On the other hand, cocompactness of Γ is only used in the
above propositions. In [3], they overcome this issues.

Step 1. Prove that ρ has uniform subexponential growth of derivative. Here we
will use Proposition 1 and 2. If ρ fails to have uniform subexponential
growth of derivative, then the above propositions show that there is A-
invariant ergodic probability measure µ on Mρ such that there is nonzero
fiberwise Lyapunov exponent and projects to Haar measure on G/Γ. This
gives us to G-invariant probability measure on Mρ with nonzero fiberwise
Lyapunov exponent. However, this gives contradiction due to Zimmer’s
cocycle superrigidity theorem and dimension condition. More precisely,
there is no nontrivial group homomorphism from SL(n,R) to SL(d,R)
for d < n − 1, fiberwise derivative cocycle is cohomologous to compact
group valued cocycle. This contradicts to have nonzero fiberwise Lyapunov
exponent.
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Step 2. Using strong property (T) and uniform subexponential growth of deriva-
tive, we can find invariant Riemannian metric on M with certain regular-
ity. For simplicity, assume that ρ is C∞ action. Then we can find smooth
Γ-invariant Riemannian metric on M . Therefore, the problem is reduced

to group homomorphism ρ : Γ → Isom(M) where dim Isom(M) ≤ d(d+1)
2

where d is dimension of M .
Step 3. Finally, Margulis superrigidity shows that every group homomorphism

from Γ to Isom(M) has finite image provided that dim Isom(M) < n2− 1.

This implies that ρ(Γ) should be finite since d(d+1)
2 < n2−1 when d < n−1.

Now it is enough to show Proposition 1 and 2.

3. Some facts about averaging

In order to prove Proposition 1 and 2, we need some facts from averaging on gen-
eral manifold and homogeneous space. The facts for homogeneous space requires
Ratner’s theorems.

Proposition 3 (Averaging on Mρ.). Let s ∈ A and let µ be a s-invariant prob-
ability measure on Mρ. Let H be an amenable group that commutes with s. We
can average µ along H via Følner sequence on H.

(1) For any weak* limit of averaging µ along H is s and H invariant.
(2) (Upper semi-continuity) λF

top(s, µ
′) ≥ λF

top(s, µ) for any weak* limit µ′ of
averaging µ along H.

Note that in the above Proposition, Mρ does not role that means it is true for
any space that G acts.

Theorem 2 (Averaging on G/Γ.). Let µ̂ be a probability measure on SL(n,R)/Γ.
For unipotent subgroup U in SL(n,R),

(1) there is a unique weak* limit of averaging µ along U denoted by U ∗ µ̂.
(2) if µ̂ is A invariant, then U ∗ µ̂ is also A-invariant.
(3) if µ̂ is A invariant and A ergodic, then U ∗ µ̂ is also A-ergodic.
(4) if µ̂ is A invariant and U ij invariant, then µ̂ is also U ji invariant. where

U ij is one-parameter unipotent subgroup {I + tEij : t ∈ R} and (Eij)kl =
δi,kδj,l.

4. Proof of the Proposition 1.

The proof of the Proposition 1 is similar for one diffeomorphism. Recall following
lemma.

Lemma 1. The ρ has uniform subexponential growth of derivative if and only if
the induced action of G on Mρ has uniform subexponential growth of derivative
fiberwise., i.e. for any ǫ > 0 there is Cǫ = C > 0 such that

sup
x∈Mρ

||Dxg|F || ≤ Ceǫd(e,g)

for any g ∈ G.
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Now we assume that ρ fails to have uniform subexponential growth of derivative.
Then we may assume that G action on Mρ fails to have uniform subexponential
growth of derivative fiberwise. Then we can find witness of failure of uniform
subexponential growth that is gn ∈ G, gn → ∞ and (xn, vn) in UF where UF is
unit sphere bundle in fibers. In other words, there is ǫ > 0 such that

||Dxn
gnvn|| > eǫd(e,gn).

Using KAK decomposition, we may replace gn to an ∈ A after some calculation.
Now we can think an = exp(tnXn) for some Xn ∈ Lie(G). Note that since unit
sphere in Lie(G) is compact, we can find accumulation point of {Xn} in the unit
sphere. We can define action of G on UF as in the previous lecture and define the
probability measure

νn =
1

[tn]

[tn]−1∑

j=0

exp(jXn)∗δ(xn,vn)

on UF . Now, using compactness, up to subsequence there is a nonzero X that
is accumulation point of {Xn} such that weak* limit ν of νn is invariant under
s = exp(X) ∈ A. Define µ be a projection of ν to Mρ with respect to UF →Mρ.
Then, due to our construction, µ is s-invariant and we have λF

top(s, µ) ≥ ǫ > 0.
Since A is abelian, especially commute with s and amenable, we can average µ
along A so that we can find µ′ that is A-invariant ergodic probability measure
on Mρ such that λF

top(s, µ
′) ≥ ǫ > 0 after using facts from averaging and ergodic

decomposition (with respect to A). This proves Proposition 1.

5. Proof of the Proposition 2.

For simplicity, I will give a sketch of proof when G = SL(3,R) case. Let µ′ be the
measure in the condition. Note that the projection π : Mρ → G/Γ is equivariant
under actions.

5.1. First step. We can find two elements s1 and s2 that is linearly indepen-
dent when we identify A with R2. For example, s1 = diag(1/2, 1/2, 4) and
s2 = diag(1/2, 4, 1/2). Then we can find a fiberwise Lyapunov exponent λF

j,µ′

such that λF
j′,µ′(s1) 6= 0. Without loss of generality, we may assume that it is pos-

itive. Then we can find one parameter unipotent subgroup U ij that is commute
with s1. In our case, U12. Define probability measures on Mρ as

(1) µ0 = µ′.
(2) µ1 be the measure that is averaging µ′ along U12. That is s1 invariant

and U12 invariant.
(3) µ2 be the measure that is averaging µ1 along A. That is A-invariant but

may not be U12 invariant.
(4) µ̂i = π∗µi, i = 0, 1, 2, where π : Mρ → G/Γ be the natural projection.

Then µ̂1 = U12 ∗ µ̂0 from the facts about averaging on G/Γ. Especially, µ̂1 is
U12 invariant. Also, µ̂1 is A-invariant since µ0 so that µ̂0 is A-invariant. Here
we used facts from averaging on G/Γ (mainly due to Ratner’s theroem). Since
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µ̂1 is already A-invariant and µ0 is A-ergodic, we can see that µ̂1 = µ̂2 and µ̂2

is A-ergodic and still U12 invariant. Moreover, due to upper-semi continuity of
top averaging fiberwise Lyapunov exponents, after using ergodic decomposition,
we may find µ′

2 such that

(1) µ′
2 is A-ergodic;

(2) λF
top(s1, µ

′
2) > 0 and;

(3) π∗µ′
2 = µ̂2 is A and U12 invariant.

Now we can deduce that π∗µ′
2 = µ̂2 is A, U12 and U21 invariant due to Ratner’s

theorem.

5.2. Second Step. We need to improve A, U12 and U21 invariance to G invari-
ance. We will play same game as before. Since µ′

2 is A-ergodic, we can find
nonzero Lyapunov linear functional λF

i,µ′

2
: A → R. Here we need to divide two

cases. Let s2 = diag(1/2, 4, 1/2) and s3 = diag(4, 1/2, 1/2). Then λF
i,µ′

2
(s2) 6= 0

or λF
i,µ′

2
(s3) 6= 0. Since both cases are similar, we only focus on λF

i,µ′

2
(s2) 6= 0. As

before, up to inverse, we may assume it is positive. Again we define probability
measures on Mρ as

(1) µ3 = µ′
2 that is A-ergodic.

(2) µ4 be the measure that is averaging µ3 along U13. That is s2 invariant
and U13 invariant.

(3) µ5 be the measure that is averaging µ4 along A. That is A invariant.
(4) µ̂i = π∗µi, i=3,4,5.
(5) µ̂3 = µ̂2 is A-ergodic, U12 and U21 invariant.
(6) µ̂4 is A-ergodic U13 and U21 invariant (here we use U13 and U21 com-

mutes.) so that U31 and U12 invariant due to Ratner’s theorem
(7) µ̂5 = µ̂4 is A,U12, U21, U13 and U31 invariant so that G invariant.

We can see that µ5 is A-invariant measure on Mρ such that projects to Haar mea-
sure on G/Γ. As before upper-semi continuity of top averaging fiberwise Lyapunov
exponents shows that λF

top(s2, µ5) > 0. This proves Proposition 2.

References

[1] Aaron Brown. Lyapunov exponents, entropy and Zimmer’s conjecture for actions of cocom-
pact lattices, 2018, Lecture notes available on the author’s webpage.

[2] Aaron Brown, David Fisher, Sebastian Hurtado. Zimmer’s conjecture: Subexponential
growth, measure rigidity, and strong property (T). arXiv:1608.04995

[3] Aaron Brown, David Fisher, Sebastian Hurtado. Zimmer’s conjecture for actions of SL(m,Z).
arXiv:1710.02735

Reporter: Homin Lee



3048 Oberwolfach Report 48/2019

Participants

Dr. Jitendra Bajpai

Mathematisches Institut
Georg-August-Universität Göttingen
Bunsenstrasse 3-5
37073 Göttingen
GERMANY

Pierre-Louis Blayac

Laboratoire de Mathématiques
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SWITZERLAND

Dr. Keivan Mallahi-Karai

School of Engineering and Science
Jacobs University Bremen
Postfach 750561
28725 Bremen
GERMANY

Dr. Gregor Masbaum
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