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Abstract. The field of boundary element methods (BEM) relies on recasting
boundary value problems for (mostly linear) partial differential equations as
(usually singular) integral equations on boundaries of domains or interfaces.
Its main goal is the design and analysis of methods and algorithms for the
stable and accurate discretization of these integral equations, the data-sparse
representation of the resulting systems of equations, and their efficient direct
or iterative solution.

Boundary element methods play a key role in important areas of com-
putational engineering and physics addressing simulations in acoustics, elec-
tromagnetics, and elasticity. Thus progress in boundary element method,
both theoretical and algorithmic, is definitely relevant beyond mathemat-
ics. Boundary element methods had been developed for many decades, but
during the past two decades the field has seen a surge in research activity,
spurred by algorithmic and theoretical breakthroughs concerning BEM for
electromagnetics, time-domain methods, new approaches to eigenvalue prob-
lems, adaptivity, local low-rank matrix compression, and frequency-explicit
analysis, to name only a few.

The contributions in this report give an impressive panorama of the many
and diverse current research activities in BEM. They range profound math-
ematical analyses with striking results to new algorithmic developments. On
the one hand, the results are based on a large variety of tools from many
areas of mathematics. On the other hand, research in BEM blazes the trail
for progress in the numerical treatment of non-local operators, a field that is
rapidly gaining importance.

Mathematics Subject Classification (2010): 65N38, 65M38, 74S15, 78M15, 80M15.
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Dedicated to Francisco-Javier Sayas (1968–2019)1

Introduction by the Organizers

The title page tells you that this workshop on Boundary element methods has
been organised by Stéphanie Chaillat-Loseille, Ralf Hiptmair, and Olaf Steinbach.
However, it was a group of four who made plans for this event in 2018, and the one
name missing now is that of our dear friend and esteemed colleague Francisco-
Javier Sayas who prematurely passed away about a year before the beginning of
the workshop, succumbing to cancer.

Yet, Francisco-Javier Sayas will live on, in our memories and, forever, in his re-
sults and contributions, since mathematics is about establishing eternal truths. No
doubt, Francisco-Javier Sayas gave us plenty of these truths through his seminal,
influential, and inspiring works in the field of boundary element methods, and in
the wider area of numerical analysis and computational mathematics. Many con-
tributions in this collection reference his work and rely on his ideas. We know that
it was important to Francisco-Javier Sayas that he had contributed to progress in
mathematics. We believe that this workshop is an impressive confirmation that
this is definitely true.

1Picture courtesy of Hasan Eruslu and Shukai Du, PhD students of F. J. Sayas
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Starting in the 1960s, the field of boundary element methods (BEM) has been
developed for many decades. Dismissed as outdated for some time, breakthrough
ideas have resuscitated research efforts and restored BEM as both an exciting
area of numerical analysis and an important class of methods in computational
science and engineering. Right now the field is brimming with activity and much
progress has been made concerning, e.g., electromagnetic boundary integral equa-
tions, time-domain methods, new approaches to eigenvalue problems, a posteriori
error estimators and adaptivity, local low-rank matrix compression techniques,
preconditioning, and frequency-explicit analysis of boundary integral equations
and boundary element methods. These and several other topics were covered in
the presentations and private discussions of the 27 participants from 9 countries.

Clear evidence of timeliness and significance of research on boundary element
methods in the broad field of the mathematical and numerical analysis of partial
differential equations is the John Todd Prize in Numerical Analysis awarded to
Euan Spence from the University of Bath, UK, one of the participants of the
workshop. The prize ceremony took place during the workshop. The laudation of
the scientific work of E. Spence was given by Simon Chandler-Wilde. In a striking
scientific talk, Euan Spence then discussed the perennial question, if the Galerkin
method converges for the standard second-kind double-layer integral equation for
the Laplacian on Lipschitz domains. He gave an impressive overview of the efforts
towards answering this question, and finally presented counterexamples showing
that the answer is “no”.

This showed that, although the numerical analysis of boundary element meth-
ods is well established, there are still new developments and results as regards
the foundations of the method. Boundary integral equations for the Helmholtz
equation on a fractal screen or in a domain with a fractal boundary were ana-
lyzed by Simon Chandler-Wilde. A rigorous theoretical analysis of a novel dis-
cretization was given by V́ıctor Domı́nguez. That method is a non–conforming
Petrov-Galerkin scheme, which is combined with appropriate quadrature formulas
to ensure stability and convergence. Heiko Gimperlein discussed the regularity
and singular behavior of solutions of pseudo-differential equations in polyhedral
domains, in particular for the integral fractional Laplacian. The numerical ap-
proximation of these equations by using hp-finite elements and graded meshes was
then described by Jakub Stocek.

The optimal control of non-local operator equations by using wavelet compres-
sion techniques was the topic of the talk by Helmut Harbrecht. Also Ralf
Hiptmair put BEM into a larger framework and highlighted the convergence of
different formulations in the context of computing shape derivatives. New func-
tional a posteriori error estimators to drive adaptive refinement of the boundary
element approximation were proposed by Dirk Praetorius. The combination
of topological and shape optimization tools for the solution of imaging problems
subject to the electromagnetic wave equation was considered by Frédérique Le
Louër. Gerhard Unger presented an overview on state of the art boundary



276 Oberwolfach Report 5/2020

element methods for the numerical solution of eigenvalue problems in acoustics
and electromagnetics.

Boundary element methods for acoustic and electromagnetic scattering often
suffer from spurious modes which correspond to eigensolutions of related interior
problems. Although there are modified or combined boundary integral equations
available for stabilization, these techniques may exhibit limitations. A new ap-
proach for the solution of the magnetic field integral equation was presented by
Francesco Andriulli. It boils down to multiplying the standard double layer
magnetic field integral equation with a double layer boundary integral operator
representing the solution of a Yukawa partial differential equation. Jürgen Dölz
gave an overview on recent advances in isogeometric boundary element methods
for electromagnetic scattering problems. Wave propagation in heterogeneous and
unbounded media using finite and boundary element methods was discussed by
Mahadevan Ganesh. In the case of quasi-periodic layered media one may use
fast direct solvers for scattering problems, as proposed by Adrianna Gillman.
The extension of the Wigner-Smith time delay theory characterizing the delay ex-
perienced by particles to Maxwell’s equations and their potential applications in
computational electromagnetics was discussed by Eric Michielssen.

Calderón or operator preconditioning is a well established technique for the
iterative solution of huge linear systems of algebraic equations arising from the
discretization of boundary integral equations. Although the spectral condition
number of the preconditioned system is bounded independently of the used dis-
cretization, it may depend on the physical structure of the underlying problem,
e.g., the wave number in acoustic or electromagnetic scattering, or the geometri-
cal properties of the computational domain. In recent years, new techniques using
modified kernel functions were developed to overcome those restrictions. In his
talk, Martin Averseng has considered Helmholtz scattering problems for a thin
screen in 2D, where he used weighted versions of the layer potentials to improve
both the convergence of the numerical method, and the conditioning.

Domain decomposition methods are used to couple different physical models
and different discretizations, as well as for parallelisation and for the construction
of optimal preconditioning strategies. In the case of local Helmholtz problems,
where spurious modes can appear, Robin type interface conditions have to be
used to gain stability of the formulation. The optimal choice of the coupling
parameters involved and modified Robin type transmission conditions using lo-
cal Steklov-Poincaré operators were discussed in the talk by Xavier Claeys. A
different strategy of domain decomposition methods using boundary integral equa-
tions are multiple trace formulations, which can be discretized by using spectral
non-comforming boundary elements as discussed by Carlos Jerez-Hanckes.

The acceleration of boundary element methods by “fast methods” is manda-
tory to end up with competitive algorithms. Steffen Börm discussed two hybrid
compression algorithms, the hybrid cross approximation, and the Green cross ap-
proximation, which both result in low rank approximations of admissible blocks.
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The sparse approximation of integral operators related to the lossy Helmholtz
(Yukawa) equation was the topic of the talk by Stefan Sauter.

The numerical analysis and efficient implementation of boundary integral equa-
tions and boundary element methods in the time domain turned out to be one
of the most important and most challenging topics of the workshop. Stéphanie
Chaillat discussed the use of fast solvers in the frequency domain to simulate
fluid structure interaction problems in the time domain, in particular for large
structures and high frequencies. High-frequency scattering problems in 3D elas-
todynamics using standard and preconditioned combined field integral equations
were considered in the talk by Marion Darbas. The time, space, and velocity
distribution for collisionless electron plasma described by the Vlasov-Poisson sys-
tem and the combination of boundary element methods with a particle method
for its numerical solution was discussed by Sergej Rjasanow. Olaf Steinbach
gave an overview on recent results on coercive variational formulations for the heat
equation, and on the analysis of related space-time finite and boundary element
methods. The extension of this approach to a new setting of boundary integral
equations for the wave equation was then given by Carolina Urzúa-Torres. In
the particular case of moving boundaries, Johannes Tausch discussed appropri-
ate quadrature rules.

Acknowledgement: The workshop organizers appreciate the support of the MFO
for J. Dölz and M. Averseng in the framework of the “Oberwolfach Leibniz Grad-
uate Students” program. The MFO and the workshop organizers would like to
thank the National Science Foundation for supporting the participation of junior
researchers in the workshop by the grant DMS-1641185, “US Junior Oberwolfach
Fellows”. Moreover, the MFO and the workshop organizers would like to thank
the Simons Foundation for supporting M. Ganesh and J. Tausch in the “Simons
Visiting Professors” program at the MFO.
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Stéphanie Chaillat (joint with Damien Mavaleix-Marchessoux, Marc
Bonnet, Bruno Leblé)
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Abstracts

Boundary Element Methods in Electromagnetics Leveraging the
Quasi-Helmholtz Projectors

Francesco P. Andriulli

(joint work with Adrien Merlini, Yves Beghein, Kristof Cools, Eric Michielssen)

The analysis of electromagnetic scattering by perfect electrically conducting (PEC)
objects can be performed via boundary element method (BEM) formulations, that
have significant advantages with respect to other methods in that they only require
the boundary of the scatterer to be discretized and they automatically enforce
radiation conditions. Two of the most widely employed BEM formulations, the
electric and magnetic field integral equations (EFIE and MFIE) suffer from several
stability issues that impede their usage in realistic scenarios. The limitations
include ill-conditioning (i) at low frequencies, (ii) at dense refinements, (iii) on
multiply connected geometries, in addition to (iv) a loss of significant digits at low
frequencies and (v) non-physical resonances. While the problems (i), (ii) and (iii)
plaguing the EFIE have been successfully addressed using Calderón approaches
and quasi-Helmholtz projectors [2], the MFIE still has to be stabilized. This is
critical because, to obtain a formulation immune from (v) the EFIE and MFIE
must be combined into a combined field integral formulation (CFIE), that inherits
the flaws of the electric and magnetic formulations it is based on. This is why we
propose a new magnetic equation that is immune from the problems (i), (iii), and
(iv) of its standard counterpart, to form a new CFIE immune to problems (i) to
(v). Missing details and an extended treatment can be found in [1].

The EFIE and MFIE

(1) (T kj) (r) = n̂×Ei(r) and

((
I

2
+Kk

)
j

)
(r) = n̂×H i(r) ,

where

(2)

(3)

(4)

(5)

(T kj) (r) = (T s,kj) (r) + (T h,kj) (r) ,

(T s,kj) (r) = jkηn̂×
∫

Γ

e−jkR

4πR
j(r′)ds′ ,

(T h,kj) (r) = − η

jk
n̂×∇

∫

Γ

e−jkR

4πR
∇′ · j(r′)ds′ ,

(Kkj) (r) = −n̂× p.v.

∫

Γ

∇× e−jkR

4πR
j(r′)ds′ ,

relate the impinging electromagnetic wave (Ei,H i) with wavenumber k to the
surface current density j(r) it induces on the boundary Γ of the scatterer with out-
wards pointing normal n̂, characterized by the medium parameter η. To proceed
with a numerical resolution of the problem following a Petrov-Galerkin approach,
the unknown j(r) is expanded with with N zeroth order Raviart–Thomas (RT)
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functions {fm} and the EFIE is tested with rotated RT functions while the MFIE
is tested with rotated Buffa-Christiansen (BC) {n̂× gm} function (refer to [1] for
further details). The resulting linear systems are

(6) Tj = (Ts + Th) j = ve and

(
GT

2
+Kk

)
j = vh ,

where the matrix elements are [T ]ij = (n̂× fi,T kfj), [Ts]ij = (n̂× fi,T s,kfj),

[Th]ij = (n̂× fi,T h,kfj), [Kk]ij = (n̂× gi,Kkfj), [G]ij = (fi, n̂× gj), [ve]i =(
n̂× fi, n̂×Ei

)
, and [vh]i =

(
n̂× gi, n̂×H i

)
. These discretizations correspond

to the standard approaches that suffer from a combination of the problems (i) to
(v). In particular, this discretization of the MFIE fails to accurately represent the
static (k = 0) nullspace of the MFIE on multiply connected geometries, which is
a symptom of its lack of accuracy in finite-precision. In this form, the problem
can only be mitigated by employing prohibitively expensive integration rules to
compute the numerical integrals, which renders the overall scheme unpractical. At
low frequencies, the accuracy of the standard MFIE is further compromised by a
loss of significant digits in the non-solenoidal part of the solution, which scales
as O(k) while the solenoidal part scales as O(1). This ill-scaling leads to a loss
of digits in the non-solenoidal part of the solution and will cause the far field
computation, which relies on both part of the solution, to amplify numerical noise
for a large class of right-hand-sides.

To address these issues we propose a new MFIE equation

(7)

(
I

2
−Kik

)(
I

2
+Kk

)
(j) =

(
I

2
−Kik

)(
n̂r ×H i

)
,

which a corresponding discretization and low-frequency stabilization which reads

(8) MT

(
GT

2
−Kik

)
G−T

(
GT

2
+Kk

)
Mi =MT

(
GT

2
−Kik

)
G−Tvh

where

(9) M = PΛHα−1 − iPΣα , M = PΣHα−1 − iPΛα ,

with Mi = j and where PΣ = Σ(ΣTΣ)+ΣT and PΛH = I − PΣ are the pro-
jector to the non-solenoidal and solenoidal RT subspaces and PΛ = Λ(ΛTΛ)ΛT

and PΣH = I − PΛ, the corresponding projectors in the dual (BC) space. The
matrix ΣTis a discretization of the divergence operator defined on the RT space
normalized such that (ΣTΣ) is the cell-based mesh graph Laplacian, while Λ is
a discretization of the n̂ × ∇ operator and normalized such that (ΛTΛ) is the
vertex-based mesh graph Laplacian [2]. The stability of the new formulation relies
on the fundamental matrix property

(10) PΣH(GT/2−Kik)G
−T(GT/2 +Kk)P

ΛH = 0 ,

which we have proved in [1]. The above property can then be used to prove that
the ill-scaling of the solenoidal and non-solenoidal parts of the solution can be
addressed with adequately scaled projectors. In addition, the same property allows
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for a stable discretization of the equation even with finite precision quadrature rules
[1].

The problem of the spurious resonances plaguing both the EFIE and the MFIE,
can be tackled by forming a combined field formulation out of the stabilized ver-
sions of the EFIE from [2] and the new MFIE. The resulting formulation, like its
underlying components, is immune to issues (i) to (iv) and can be proven to be
immune from spurious resonances. Because

(
I

2 −Kik

)
is always invertible, this

proof amounts to proving that

(11)

(
I

2
+Kk

)
+

(
I

2
−Kik

)−1

T ikT k

is also always invertible. This follows from the symmetry of
(

n̂×

(

I

2
−Kik

)

−1
T ik

)T

and from a straightforward extension of [4, Theorem 3.1].
In addition to the theoretical developments, the validity of the new MFIE and

CFIE has been further verified via numerical examples computed on a multiply
connected geometry (torus). The stability of the conditioning of the new schemes
is compared against well-established formulations (Fig. 1). In particular, these
results confirm the resilience of the new CFIE to spurious resonances (v) and the
stability of the new MFIE and CFIE to h-refinement ill-conditioning (ii). The first
set of tests shows the stability of the new formulations at low frequencies (i) and
(iii) (left in Fig. 2). The second test compares the accuracy of the toroidal and
poloidal nullspaces of the new MFIE and mixed MFIEs, showing a clear advantage
for the proposed approach.

References
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Figure 1. Conditioning of different (new and traditional) for-
mulations with respect to frequency (left) and refinement (right),
respectively showing that the new CFIE is immune from spu-
rious resonances and that the new MFIE and CFIE are well-
conditioning also for increasing h-refinements. The simulated ge-
ometry is a torus of radius 0.5 m and tube radius 0.25 m.

Figure 2. (left) Conditioning of different (new and traditional)
formulations at low frequency showing the stability of the new
schemes. (right) Comparison of the accuracy of the static
nullspaces of the mixed and Calderón MFIEs as a function of
the number of gaussian integration points used to compute the
discrete operators. These results correspond to a torus 0.5 m and
tube radius 0.25 m simulated.
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Preconditioning integral equations on singular geometries

Martin Averseng

(joint work with François Alouges)

This work is concerned with the integral equations arising from the resolution
of the Helmholtz scattering problems by a thin screen in 2D with Dirichlet or
Neumann conditions, namely the single-layer and hypersingular integral equations

V λ = f in H1/2(Γ) , Wµ = g in H−1/2(Γ) ,

with the notation of [12]. We focus on the case where Γ is a smooth Jordan curve
in R2 (in particular, not a Lipschitz domain). Many theoretical results are well-
established for those integral equations. Since the work of Stephan and Wendland
[15], we know that they are well-posed, and the operators

V : H̃−1/2(Γ) → H1/2(Γ) , W : H̃1/2(Γ) → H−1/2(Γ)

satisfy Garding type inequalities. The numerical resolution can be performed using
the standard Galerkin method with piecewise linear trial functions, on a polygonal
mesh of Γh, where h denotes the length of the largest segment. Nevertheless, the
singularity of the geometry raises two main issues.

Singularity of the solutions:
The solutions λ and µ have edge singularities, making them unsuited to approxi-
mation by piecewise polynomials. In fact, if f and g are smooth, it is known that
there exist smooth functions α and β such that

λ =
α

ω
, µ = ωβ

where ω(x) =
√
d(x, ∂Γ) is the square root of the distance to the edges of Γ [6]. It is

well-known that choosing a uniform mesh in the Galerkin method results in O(
√
h)

convergence rate only. This problem can be overcome in several way, including
mesh refinement [11], addition of special singular functions in the Galerkin space
[15], or cosine change of variables [14, 16].

Ill-conditioned linear systems:
On the other hand, with screens, the usual second kind formulations degenerate,
so one has no choice but deal with the first-kind formulations. This is well-known
to lead to ill-conditioned linear systems. The popular Calderón preconditioning
technique is unfortunately haunted by the duality mismatch, i.e. the fact that
for a screen, (H1/2(Γ))′ 6= H−1/2(Γ), leading to poly-logarithmic grows of the
condition numbers of the preconditioned systems. The analytic preconditioners
method of Darbas and Antoine [7], which are built from discrete approximations
of the operator

(1) P =
√
−∆Γ − k2Id .

where ∆Γ is the Laplace-Beltrami operator on Γ and Id is the identity, also suffers
similar issues. Many recent works are concerned with the question of precondi-
tioning integral equations on open arcs, e.g. [5, 9].
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Here we present a new approach that overcomes both difficulties (convergence and
conditioning) at the same time. As in [5], we consider weighted versions of the
layer potentials, namely

Vω : ϕ 7→ V
(ϕ
ω

)
, Wω : ϕ 7→W (ωϕ) .

They act naturally in weighted L2 spaces and in a scale of Sobolev-like spaces built
on Chebyshev polynomials of the first and second kind respectively. More precisely,
let Tn and Un be the first and second kind Chebyshev polynomials respectively.
Every function f ∈ L2

1
ω

and g ∈ L2
ω can be be decomposed in Fourier-Chebyshev

series

f =
+∞∑

n=0

f̂nTn , g =
+∞∑

n=0

ǧnUn .

The coefficients (f̂n)n and (ǧn)n are obtained by orthogonal projections in the
spaces L2

1
ω

and L2
ω. Defining some Sobolev-like scales,

T s = {f ∈ L2
1
ω
|
∑

n

(1 + n2)s | f̂n|2 < +∞} ,

Us = {g ∈ L2
ω |
∑

n

(1 + n2)s|ǧn|2 < +∞} ,

one finds that Vω : T s → T s+1 and Wω : Us → Us+1 are isomorphisms for all s ∈
R. We propose to discretize Vω and Wω with a Galerkin method in their natural,
weighted L2 scalar product. The Galerkin solutions are then shown to converge
quasi-optimally to the exact solutions in energy norm. With piecewise linear trial
functions, the maximal order of convergence (wich is the same as for smooth
scatterers) is reached when the mesh is quadratically refined, a mild refinement
compared to standard methods [3, Thm 2.29, 2.30].

The weighted layer potentials are known to satisfy a Calderón-type identity,
generalizing the situation that occurs in smooth geometries [5], so that optimal
preconditioning can be achieved in this setting by simply composing the two oper-
ators. Here, we propose a new, alternative approach, which generalizes the method
of Darbas and Antoine [7].

We start by transplanting a simple pseudo-differential calculus on the segment
Γ = [−1, 1] (the generalization to a smooth jordan curve is straightforward),
by transporting the so-called “periodic pseudo-differential operators” (PPDO)
available on a torus (for more details, see [14]). A linear continuous operator
A : T∞ → T−∞ is called a pseudo-differential operator on the segment (ψDOS) if
there exists a “symbol pair” of functions a1(x, n) and a2(x, n), smooth in x, such
that

∀n ∈ N , Au(x) =

+∞∑

n=0

a1(x, n)ûnTn(x) − ω2a2(x, n)ûnUn−1
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(with the convention U−1 = 0). In particular, this is the case for Vω when k = 0
since in this case

VωTn =
1

2n
Tn .

The operator A is of order σ if it maps continuously T s to T s+σ for all real s. We
establish simple necessary and sufficient conditions on a1 and a2 for A to be of
order σ. We also prove that the ψDOS form an algebra, i.e. if A is a ψDOS of
order α and B of order β, then AB is a ψDOS of order α+ β and an asymptotic
expansion of the symbol pair of AB can be computed from the symbol pairs of
A and B. A similar construction is also developed based on the second-kind
Chebyshev polynomials Un. We refer to [2] for more details.

The operators Vω and Wω are ψDOS of orders 1 and −1 in this new sense. In
view of operator preconditioning [8, 13], we introduce two (low-order) parametri-
ces, P and Q, defined by

P = 2
√
−(ω∂τ )2 − k2ω2 , Q = 2

[
−(∂τω)

2 − k2ω2
]−1/2

where ∂τ is the tangential derivative on Γ and ω abusively denotes the operator
φ 7→ ω(x)φ(x). One can observe a clear connection with (1). We establish that
P and Q are ψDOS of order 1 and −1 in [2, Lem. 18] and that they commute
respectively with Vω and Wω in [1, Thm 3]. We show that PVω and QWω are
second-kind operators [2, Thms 4, 5]. For k 6= 0, the symbolic calculus that we
introduce allows to show that −k2ω2 is the best correction among other possible
first order operators [2, Cor. 10, 12], in some sense. The numerical results exposed
in [1] clearly show that the k-dependent correction allows for very significant gains
in the numbers of GMRES iterations, with little sensitivity to the parameter k.
We also discuss some possible extensions of this work to polygonal domains and
to screens in dimension 3.
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ences, series I: mathématiques 330(7), 617-622 (2000)
[5] O. P. Bruno, S. K. Lintner: Second-kind integral solvers for TE and TM problems of diffrac-

tion by open arcs. Radio Science 47(06), 1-13 (2012)
[6] M. Costabel, M. Dauge, R. Duduchava: Asymptotics Without Logarithmic Terms for Crack

Problems Comm. P.D.E. 28(5-6), 869-926 (2003)
[7] X. Antoine, M. Darbas: Generalized combined field integral equations for the iterative

solution of the three-dimensional Helmholtz equation. ESAIM: Mathematical Modelling and
Numerical Analysis 41(1), 147-167 (2007)



290 Oberwolfach Report 5/2020

[8] Hiptmair, R.: Operator preconditioning. Computers and mathematics with Applications
52(5), 699-706 (2006)
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Zeitschrift fúr Analysis und ihre Anwendungen 17(1), 9–22 (1998)
[15] E. P. Stephan, W. L. Wendland: An augmented Galerkin procedure for the boundary in-

tegral method applied to two-dimensional screen and crack problems. Applicable Analysis
18(3), 183-219 (1984)

[16] Y. Yan: Cosine change of variable for Symm’s integral equation on open arcs. IMA journal
of numerical analysis 10(4), 521-535 (1990)

Fast large-scale boundary element methods

Steffen Börm

(joint work with Sven Christophersen and Jessica Gördes)

Introduction. Given a domain Ω ⊆ R3 and the Green’s function

g(x, y) =
1

4π‖x− y‖
of Laplace’s partial differential operator −∆, we consider numerical methods for
solving either the Dirichlet-to-Neumann boundary integral equation

∫

∂Ω

g(x, y)u(y) dy =
1

2
f(x) +

∫

∂Ω

∂g

∂ny
(x, y)f(y) dy

with given Dirichlet data f and Neumann data u or the Neumann-to-Dirichlet
boundary integral equation

−
∫

∂Ω

∂2g

∂nx∂ny
(x, y)u(y) dy =

1

2
f(x)−

∫

∂Ω

∂g

∂nx
(x, y)f(y) dy

with given Neumann data f and Dirichlet data u.
Applying Galerkin’s method allows us to replace the integral operators by matri-

ces, and solving the resulting linear systems yields approximations of the solution.
If a highly accurate approximation is required, standard boundary element

methods lead to very large and dense matrices, and compression schemes like
panel clustering [14] or fast multipole approximation [16, 10] have to be used to
obtain efficient algorithms.

In this talk, we have focused on two hybrid compression algorithms: the hybrid
cross approximation (HCA) and the Green cross approximation (GCA). Both start
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with an analytically-derived approximation of the kernel function g that is refined
using algebraic techniques in order to reduce the storage requirements and improve
the efficiency of iterative solvers for the resulting linear system. We are particu-
larly interested in ensuring that the optimal rate of convergence of the underlying
Galerkin scheme is preserved despite the various approximation steps involved in
the practical procedure, i.e., numerical quadrature, matrix compression, and the
iterative solver.

Hybrid cross approximation. In order to construct an approximation of a
submatrix G|t×s with suitable subsets t and s of rows and column indices, both
techniques rely on axis-parallel bounding boxes Bt, Bs that contain the supports
of the basis functions or functionals corresponding to t and s, respectively.

The hybrid cross approximation (HCA) [7] method relies on interpolation: using
interpolation points (ξt,ν)

k
ν=1 and (ξs,µ)

k
µ=1 for t and s, respectively, with corre-

sponding Lagrange polynomials (Lt,ν)kν=1 and (Ls,µ)kµ=1, the first approximation
step is given by

(1) g(x, y) ≈
k∑

ν=1

k∑

µ=1

Lt,ν(x)g(ξt,ν , ξs,µ)Ls,µ(y).

In order to take advantage of the special properties of the kernel function g, we
introduce the matrix S ∈ Rk×k of the interpolation coefficients

sνµ := g(ξt,ν , ξs,µ)

and apply the adaptive cross approximation algorithm [1, 2] to find subsets τ ⊆
[1 : k] and σ ⊆ [1 : k] such that S|τ×σ is invertible and

S ≈ S|[1:k]×σ(S|τ×σ)−1S|τ×[1:k].

Substituting this approximation in (1) yields

g(x, y) ≈
k∑

ν=1

k∑

µ=1

∑

κ∈τ

∑

λ∈σ
Lt,ν(x)sνλ(S|τ×σ)−1

λκsκµLs,µ(y)

=
∑

κ∈τ

∑

λ∈σ

(
k∑

ν=1

Lt,ν(x)g(ξt,ν , ξs,λ)
)
(S|τ×σ)−1

λκ

(
k∑

µ=1

g(ξt,κ, ξs,µ)Ls,µ(y)
)
.

In the last step, we “take back” the interpolation

k∑

ν=1

Lt,ν(x)g(ξt,ν , ξs,λ) ≈ g(x, ξs,λ),

k∑

µ=1

g(ξt,κ, ξs,µ)Ls,µ(y) ≈ g(ξt,κ, y),

to obtain the final approximation

g(x, y) ≈
∑

κ∈τ

∑

λ∈σ
g(x, ξs,λ)(S|τ×σ)−1

λκ g(ξt,κ, y).

It can be proven that this approximation converges if the interpolation order is
sufficiently high and the cross approximation is sufficiently accurate [7].
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This approach immediately leads to an approximation ofG by a hierarchical matrix
[11, 9]. In order to obtain a more efficient H2-matrix [13, 8, 4], we have to apply
an algebraic re-compression algorithm [3].

Green cross approximation. The Green cross approximation (GCA) [6] aims
at constructing an efficientH2-matrix approximation directly. We choose a domain
ωt ⊇ Bt such that

dist(∂ωt, ∂Bt) ∼ diam(ωt), dist(ωt,Bs) ∼ diam(ωt)

hold. The second condition ensures that for any y ∈ Bs, the function x 7→ g(x, y)
is harmonic for all x ∈ Bt, and Green’s representation theorem yields

g(x, y) =

∫

∂ωt

g(x, z)
∂g

∂nz
(z, y) dz −

∫

∂ωt

∂g

∂nz
(x, z)g(z, y) dz.

Since ∂ωt is well-separated from Bt and Bs, the integrands are smooth and the
integrals can be approximated by quadrature. Denoting quadrature points on ∂ωt
by (zκ)

ℓ
κ=1 and the corresponding weights by (wκ)

ℓ
κ=1, we find the approximation

(2) g(x, y) ≈
ℓ∑

κ=1

wκg(x, zκ)
∂g

∂nz
(zκ, y)−

ℓ∑

κ=1

wκ
∂g

∂nz
(x, zκ)g(zκ, y)

of the kernel function g. It can be proven that this approximation converges ex-
ponentially when the quadrature order is increased [6], but numerical experiments
suggest that the storage requirements are unattractively high.

This issue can be remedied by applying cross approximation: the discretization
of (2) leads to the low-rank factorization

G|t×s ≈ AtB
∗
ts,

where the matrix At ∈ Rt×[1:2ℓ] depends only on t, but not on s. Cross approxi-
mation yields subsets τ ⊆ t and σ ⊆ [1 : 2ℓ] such that At|τ×σ is invertible and

At ≈ At|t×σ(At|τ×σ)−1At|τ×[1:ℓ].

If we define Vt := At|t×σ(At|τ×σ)−1 ∈ Rt×τ , we arrive at At ≈ VtAt|τ×[1:ℓ], and
“taking back” the quadrature approximation gives us

G|t×s ≈ AtB
∗
ts ≈ VtAt|τ×[1:ℓ]B

∗
ts ≈ VtG|τ×s.

We can apply the same procedure to the columns instead of the rows of G in
order to obtain an approximation that only requires a small number of rows and
columns of G in order to approximate entire submatrices. In order to find an
H2-matrix approximation, we can use a recursive algorithm that chooses the pivot
elements for parent clusters among those of the children in order to ensure the
nested structure that allows us to reduce both the storage requirements and the
computing time.
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Figure 1. Setup times per triangle using HCA and GCA

Numerical experiments. We examine the performance of HCA and GCA by
discretizing the Dirichlet-to-Neumann and Neumann-to-Dirichlet problems for the
Laplace equation on the unit ball. Its surface is split into between 8 192 and
8 388 608 triangles. We use continuous piecewise linear basis functions for the
Dirichlet data and discontinuous piecewise constants for the Neumann data. The
nearfield integrals are evaluated using Sauter-Schwab quadrature [17].

The setup times per triangle for single-layer, double-layer and hypersingular
operators are reported in Figure 1. We can see that GCA is very fast for the
single- and double-layer operators, but that HCA is superior for the hypersingular
operator.
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On the efficiency of fast BEM solvers in the frequency domain to
simulate fluid-structure interactions in the time domain

Stéphanie Chaillat

(joint work with Damien Mavaleix-Marchessoux, Marc Bonnet, Bruno Leblé)

Assessing the impact of underwater explosions on submerged structures (sub-
marines) is an important naval engineering problem. An underwater explosion
mainly induces two distinct phenomena: a ”shock wave” (fast acoustic perturba-
tion) followed by an oscillating bubble of gas (slow incompressible flow) [4]. Our
overall goal is to create an efficient numerical method that accounts for the effects
of both phenomena on submerged structures.

This contribution focuses on the interaction for the shock wave phenomenon.
Computational challenges arise: (a) the relevant structures are large, and (b) the
interaction is fast (lasting a few milliseconds) and hence involves high frequencies.
The inherent transient nature of the shock wave phenomenon compels us to carry
out a FEM-BEM coupling in the time domain (see Figure 1).

There exist various time-domain BEMs. The Convolution Quadrature Method
(CQM) based BEM is a type of time-domain BEMs that allows to solve transient
time problems by solving frequency BEM problems. CQM-BEMs then permit
to profit from the improvements of frequency fast BEMs, while offering results
numerically more stable than the ones usually obtained with Fourier or Laplace
syntheses. Moreover, since the method relies on a reformulation in the frequency
domain, it allows the use of a high frequency approximation (HFA) to drastically
speed up the overall solving.

Formulation of the problem, radiated and reflected pressures. Consider a
structure Ωs of surface Γ submerged in an infinite fluid domain Ωf . The fluid and
the structure are both at initial rest. At t = 0, a known spherical wave emerges
from an explosion (remote point source). At a distance r far from the explosion,
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Figure 1. Shell submerged in an acoustic medium, submitted to
a far-field underwater explosions.

the incident pressure pinc is given by an empirical law[4]:

pinc(r, t) = pm(r) exp
(
− t− r/c

τ(r)

)
H
(
t− r/c

)
,

where pm(r) and τ(r) depend on parameters of the explosive material, and H is
the Heaviside step function. The velocity potential φ is such that

~v = ~∇φ , p = −ρ∂φ
∂t

, ∆φ− 1

c2
∂2φ

∂t2
= 0 .

A set of structure equations, not specified here, governs the dynamical response of
the structure. The fluid and structure equations are coupled by requiring the con-
tinuity of the normal velocity and the normal stress on Γ. For the fluid-structure
interaction (FSI) problem, the potential p is decomposed upon three parts [6] (see
Fig. 2):

ptot = pinc + pref + prad.

The incident field pinc defines the acoustic field in the absence of the structure.
The reflected field pref is the perturbation that would be observed in the fluid if the
structure were motionless. The radiated field prad corresponds to the modification
of the fluid state due to the motion of the structure, which radiates an acoustic
wave into the fluid. On Γ, the boundary conditions verified by pref, prad stem from
the required continuity of the normal velocity The potentials pref, prad are to be
computed using the boundary element method.

Convolution quadrature based fast boundary element method. The
BEM [1, 9] allows to solve 3D linear problems by discretising only a 2D surface
(such as Γ), making it very suitable for unbounded propagation domains. Com-
bining the CQM [8] and the Z-transform, a time-marching solution algorithm can
be set up using a set of suitably chosen Laplace-domain BEM solutions.

We focus on problems where the numbers N of spatial degrees of freedom
(DOFs) and of time steps are both large. The large-DOF aspect is addressed
by applying the fast multipole method (FMM) [7, 2] to the frequency-domain
boundary integral equations (BIEs) arising in the CQM-BEM. Then, large num-
bers M of time steps may also overwhelm available computational resources, as the
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(i) (ii) (iii)

Figure 2. Decomposition of the field in the fluid-structure inter-
action context.

CQM-BEM a priori requires O(M) BEM solutions in the frequency domain. To
address this issue, we propose to resort to a high-frequency approximation (HFA)
for all BEM problems at frequencies above a certain threshold frequency fHFA.

The main issue then is whether and how a HFA and a threshold fHFA can
be satisfactorily defined. For the case (iii) of waves radiated into a fluid by a
moving structure, a simple HFA consists in setting that the radiated pressure is
approximately that of a vibrating infinite plate. The starting point for finding
approximate solutions to scattering problems (ii) is the Kirchhoff HFA. To define
a more accurate approximation of the same type, ensuring a similarly low compu-
tation time we look for a coefficient C = C(y), depending on the evaluation point
y ∈ Γ, such that pHFA = Cpinc.

HFA yields O(1) complexity in time. The spatial complexity of the FM-BEM
is O(N logN). Asymptotically, the time complexity of our procedure is given
by the complexity of the Z-transform, computed with an FFT, so O(M logM).
However, performing the FFT is much faster than solving a BEM problem. Then,
in practice, for reasonable values of M , the time complexity of the procedure
depends on the number of frequency-domain BEM problems NB actually solved.
Without recourse to a HFA, we have NB = M + 1. By contrast, the availability
of a HFA such that BEM problems are actually solved only when the frequency is
smaller than a fixed threshold fHFA has the remarkable consequence of making the
overall complexity in time constant (instead of linear). More precisely, we can show
that for any large enough M , the number of complex frequencies with modulus
smaller than a chosen HFA threshold is at most 2K − 1 where the parameter K
only depends on fHFA (and is in particular independent of the time step).

Numerical validations. We have validated our fast procedure on various exam-
ples representative of our intended applications. As an illustration, we consider
the case of the scattering of a wave by an infinite cylinder. Importantly, meshes
for BEM problems are adapted to the frequency in order to take advantage of the
FM-BEM. For this example, the most refined mesh has N ≈ 106 DOFs and the
number of time steps is M = 104. Table 1 reports the number of BEM problems
to be solved for various choices of fHFA and the consequences on the time-domain
solution (with respect to a semi-analytic solution). The fast CQM-BEM is seen to
provide accurate results while drastically reducing the computational cost.
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fHFA (kHz) kHFAa/π kHFAL/π NB Time error (%)

20.0 13.3 133 32 3.6
25.0 16.7 167 40 3.4
30.0 20.0 200 48 3.4
35.0 23.3 233 56 3.3
40.0 26.7 267 64 3.3
45.0 30.0 300 72 3.3

Table 1. Scattering by a small cylinder (a = 0.5m, L = 5m):
influence of fHFA on time-domain solution accuracy.

Figure 3. Example of wave scattering by a submarine.

We have also considered the three-dimensional scattering of a spherical wave
by a complex submarine-shaped structure referred to as BB2 (see Fig. 3). Its
geometry, corresponds to a realistic submarine. As before, the CQM-BEM proce-
dure entails the solution of a large number of frequency-domain problems, using
either the FM-BEM or a HFA. We show again on this example with N ≈ 3 106

and M = 104 that the availability and exploitation of a HFA reduces the BEM
solution burden to O(1).
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Convergence of boundary element methods on fractals

Simon N. Chandler-Wilde

(joint work with David P. Hewett, Andrea Moiola, Jeanne Besson)

This talk is concerned with BEM for time-harmonic acoustic scattering by infin-
itely thin, bounded planar screens. This is a classical subject [8]: our substantial
and novel twist is that we consider the case where the screen is fractal or has
fractal boundary. One motivation is the application of fractal antennae in electro-
magnetics [9]. For details, including numerical examples, see the preprint [5].

We work in n dimensions (n = 2 or 3), and suppose that the screen Γ is a
bounded subset of Γ∞ := {x = (x1, ..., xn) ∈ Rn : xn = 0}, which we identify with
Rn−1. We restrict attention to the case that Γ is either a closed or an open1 subset
of Γ∞, and set D := Rn \ Γ. We suppose that an incident wave ui, to be concrete
the plane wave ui(x) = exp(ikx · d), where d is a unit vector, is incident on the
screen Γ. This incident wave is a solution of the Helmholtz equation

(1) ∆u+ k2u = 0

for wavenumber k > 0. We focus on the case of a sound soft screen (see [3] for the
sound hard case). The scattering problem that we consider is the following:

Given the incident field ui, find the total field u ∈ C2(D)∩W 1,loc
0 (D) such that (1)

holds in D, and us := u−ui satisfies the standard Sommerfeld radiation condition.

Here φ ∈ W 1,loc
0 (D) if χφ ∈ W 1

0 (D), for every χ ∈ C∞
0 (Rn); and W 1

0 (D) is the
closure of C∞

0 (D) in W 1(D), where W 1(D) := {φ ∈ L2(D) : ∇φ ∈ L2(D)}.
Our numerical scheme is: approximate the screen Γ by a sequence Γj of more

regular screens; compute the solution for Γj by a conventional BEM with some
maximum element diameter hj. BEM computations for fractals have been carried
out previously using this methodology, for example in potential theory [6]. Our
main novelty is that we present the first results, conditions on the sequences Γj and
hj , that guarantee convergence in the limit j → ∞. Our focus is concrete fractal
scattering problems, but our numerical analysis ideas are widely applicable, to
general classes of BIEs/pseudo-differential equations on rough sets approximated
by sequences of more regular sets.

BIE and Variational Formulations. Our Sobolev space notations are those
of [7], and we identify Hs(Γ∞) with Hs(Rn−1) in the obvious way. In particular,
for a closed set F ⊂ Γ∞, Hs

F is the set of those φ ∈ Hs(Γ∞) with support in F

and, for an open set O ⊂ Γ∞, H̃s(O) ⊂ Hs(Γ∞) is the closure of C∞
0 (O) in the

1Strictly speaking ‘relatively open’, which we abbreviate as ‘open’ throughout.
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Hs(Γ∞) norm. Both Hs
F and H̃s(O) are closed subspaces of Hs(Γ∞). Further,

H̃s(O) ⊂ Hs
O
, with equality if: O is C0 [7]; |s| ≤ 1/2 and O is C0 except at a set

of countably many points in ∂O that has only finitely many limit points [4]; ∂O
has (n − 1)-dimensional Lebesgue measure zero, and O is ‘thick’ in the sense of
Triebel, the case for many open O with fractal boundaries, for example the interior
of the Koch snowflake [1]. See [4] for examples where equality does not hold.

In the case when the screen Γ is some C∞ open subset of Γ∞, it is well-known
[8, 2] that u satisfies the above scattering problem iff

(2) u(x) = ui(x) −
∫

Γ

Φ(x, y)

[
∂u

∂n

]
(y)ds(y), x ∈ D,

and

(3) S[∂u/∂n] = g := ui|Γ.
Here [∂u/∂n] = [∂u/∂xn] ∈ H

−1/2

Γ
= H̃−1/2(Γ) is the jump in the normal deriva-

tive across Γ∞ and S is the standard acoustic single-layer potential operator on Γ.

S is an isomorphism from H̃−1/2(Γ) to its dual space H1/2(Γ), indeed is coercive
[2]. In particular, in the case that Γ = ΓR := {x ∈ Γ∞ : |x| < R}, it holds that
(4) |〈Sφ, φ〉| ≥ CR‖φ‖2H̃−1/2(ΓR)

,

for φ ∈ H̃−1/2(ΓR), where 〈·, ·〉 is the usual extension of the inner product on
L2(Γ∞) to a sesquilinear form on Hs(Γ∞)×H−s(Γ∞) and CR > 0 depends only
on k and R. This implies, by Lax-Milgram, that the variational form of (3)

has exactly one solution. Where a(φ, ψ) := 〈Sφ, ψ〉, for φ, ψ ∈ H̃−1/2(ΓR), this

variational form is to find [∂u/∂n] ∈ H̃−1/2(ΓR) such that

(5) a ([∂u/∂n], ψ) = 〈g, ψ〉, ∀ψ ∈ H̃−1/2(ΓR).

These observations immediately give us well-posedness of variational formula-
tions of integral equations on arbitrary bounded open or closed subsets of Γ∞. For
any such subset Γ is contained in ΓR for some R > 0. These variational formu-

lations are (5) with H̃−1/2(ΓR) replaced by the closed subspace V ⊂ H̃−1/2(ΓR),

where V := H
−1/2
Γ if Γ is closed, V := H̃−1/2(Γ) if Γ is open. It is immediate from

(4) and the Lax-Milgram lemma that these variational formulations are well-posed.
This is part of the proof of the following theorem.

Theorem 1. [3, 5] If Γ ⊂ ΓR is closed, (5), with H̃−1/2(ΓR) replaced by V =

H
−1/2
Γ , has exactly one solution, and u given by (2) is the unique solution of the

above scattering problem. If Γ ⊂ ΓR is open, (5), with H̃−1/2(ΓR) replaced by

V = H̃−1/2(Γ), has exactly one solution. Further, u given by (2) is the unique

solution of the above scattering problem, provided H̃−1/2(Γ) = H
−1/2

Γ
.

Generally the integral in (2) has to be interpreted as a duality pairing, in par-
ticular if Γ is closed with empty interior, when the solution of (5) is zero iff

H
−1/2
Γ = {0}, but H−1/2

Γ 6= {0} if the Hausdorff dimension of Γ exceeds n− 2 [4].
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BEM and Mosco convergence. In our BEM we approximate Γ by a sequence of
(more regular) open sets Γj ⊂ ΓR, and we mesh Γj with what we call a pre-convex
mesh Mj = {Tj,1, ..., Tj,Nj}, meaning that: each element Tj,ℓ ⊂ Γj is open; Γj is
the interior of the union of the closures of the elements Tj,ℓ; the convex hulls of the
elements are pairwise disjoint; and each ∂Tj,ℓ has (n − 1)-dimensional Lebesgue

measure zero. Let hj := maxℓ diam(Tj,ℓ) and let V hj ⊂ L2(Γj) ⊂ H̃−1/2(Γj)
denote the piecewise constant BEM approximation space, the set of functions that
are constant on each element Tj,ℓ. Then the solution φ := [∂u/∂n] ∈ V and its
BEM approximation φhj ∈ V hj are defined by

(6) a(φ, ψ) = 〈g, ψ〉, ∀ψ ∈ V, a(φhj , ψ) = 〈g, ψ〉, ∀ψ ∈ V hj .

In contrast to usual BEM analysis, it need not be the case that V hj ⊂ V , in
particular this cannot be the case if Γ is closed with empty interior. However, V

and V hj are both subsets of the larger Hilbert space H := H̃−1/2(ΓR).
The following results are a partial extension to this case of the standard Céa’s

lemma. In these results we suppose temporarily that: H is any Hilbert space; 〈·, ·〉
is the duality pairing on H∗ ×H ; a(·, ·) is any continuous sesquilinear form on H ;
V ⊂ H and V hj ⊂ H , for j ∈ N, are closed subspaces; and φ ∈ V and φhj ∈ V hj are
defined by (6), with g ∈ H∗. Further, → is norm and ⇀ weak convergence in H .

Theorem 2. Suppose that a(·, ·) is invertible on V and, for some J ∈ N, on V hj
for j ≥ J (meaning that, for every g ∈ H∗, the problems (6) have exactly one
solution φ ∈ V and φhj ∈ V hj , for j ≥ J). Suppose also, for every g ∈ H∗, that

φhj → φ as j → ∞. Then V hj Mosco-converges to V (V hj
M−−→ V ), meaning that

(i) for every v ∈ V and j ∈ N there exists vj ∈ V hj such that vj → v;

(ii) if jm is a subsequence of N, wjm ∈ V hjm , and wjm ⇀ w ∈ H, then w ∈ V .

Proof. Suppose v ∈ V and define g ∈ H∗ on V by 〈g, ψ〉 = a(v, ψ), for all ψ ∈ V ,
and then extend g to a linear functional on H by Hahn-Banach. Then, where φ,
φhj are the solutions of (6), φhj → φ, but also φ = v by construction, so that (i)

holds. To see that (ii) holds suppose that a weakly convergent sequence wjm exists
as in (ii), but that its limit w 6∈ V . Define g ∈ H∗ on Cw + V by 〈g, cw + v〉 = c,
for c ∈ C and v ∈ V , and extend g to H by Hahn-Banach. Then, where φ, φhj are

the solutions of (6), φhj → φ as j → ∞ and φ = 0 as 〈g, ψ〉 = 0, ψ ∈ V . Thus

a(φhjm , wjm) → 0 as m→ ∞, but also a(φhjm , wjm) = 〈g, wjm〉 → 〈g, w〉 = 1. �

Theorem 3. [5] Suppose that a(·, ·) is invertible on V and is a compact perturba-
tion of a coercive form on H. Then, for every sequence of closed subspaces V hj ⊂ H

such that V hj
M−−→ V , there exists J ∈ N such that a(·, ·) is invertible on V hj for

j ≥ J , and, for every g ∈ H∗, φhj → φ, where φ and φhj are the solutions of (6).

In the case that H = V (so V hj ⊂ V ): (ii) holds automatically in Theorem 2;

V hj
M−−→ V iff mj(v) := infψ∈V h

j
‖v−ψ‖ → 0 as j → ∞ for every v ∈ V ; Theorem 3

reduces to (part of) a generalised Céa’s lemma. An open problem is what should
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replace the standard Céa’s lemma quasi-optimality bound that ‖φ−φhj ‖ ≤ Cmj(φ)

in cases where V hj 6⊂ V ?

Returning to the case in which (6) is the BIE variational problem and its BEM
approximation, with V hj the piecewise constant BEM approximation space on a
pre-convex mesh Mj, it follows from the above theorems that the BEM approxi-

mation φhj → φ = [∂u/∂n] in H̃−1/2(ΓR), for every incident wave direction d, iff

V hj
M−−→ V . The following theorem gives conditions in the case when Γ is com-

pact (see [5] for the case Γ open) that guarantee that V hj
M−−→ V . For ǫ > 0,

Γ(ǫ) := {x ∈ Γ∞ : dist(x,Γ) < ǫ}.

Theorem 4. Let Γj be a sequence of open subsets of ΓR such that Γ ⊂ Γ(ǫj) ⊂
Γj ⊂ Γ(ηj), for some 0 < ǫj < ηj , with ηj → 0 as j → ∞. If Ht

Γ is dense in

H
−1/2
Γ for some t ∈ [−1/2, 0] (always true for t = −1/2), and hj = o((ǫj)

−2t),

then V hj
M−−→ V so that φhj → φ as j → ∞.

As an example, consider the n = 2 case when Γ = C×{0} ⊂ R2, where C ⊂ [0, 1]
is the Cantor set, with Hausdorff dimension d = log(2)/ log(1/α), that is the
attractor of the iterated function system {s1, s2}, where, for some α ∈ (0, 1/2),
s1(t) := αt, s2(t) := αt + 1 − α, for t ∈ R. Choose δ ∈ (0,−1 + 1/(2α)), set
C0 := (−δ, 1 + δ), Cj := s1(Cj−1) ∪ s2(Cj−1), for j ∈ N. Then C0 ⊃ C1 ⊃ ... ⊃ C,
C = ∩jCj , and Cj is the disjoint union of 2j intervals of length Hj := αj(1 + 2δ).
Define Γj := Cj × {0}, for j ∈ N, choose i = i(j) ∈ {1, ..., j} and mesh Γj with a
pre-convex mesh Mj of Nj = 2i elements, each element comprising 2j−i intervals
of length Hj , and each element having diameter hj = αi(1 + 2δαj−i). It is shown

in [1] that Ht
Γ is dense in H

−1/2
Γ for −1/2 ≤ t < (d− 1)/2, so that it follows from

the above theorem [5] that φhj → φ in H̃−1/2(ΓR) provided i(j) > µj for some
µ > 1− log(2)/ log(1/α). An open problem is to prove convergence, even in the
case when i(j) = j, when δ = 0 and Cj is the standard prefractal sequence for C.
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Generalized Optimised Schwarz Method for arbitrary non-overlapping
sub-domain partitions

Xavier Claeys

(joint work with Emile Parolin)

We wish to solve a time harmonic Helmholtz problem in an infinite medium: find
u ∈ H1

loc(R
d) such that div(µ∇u) + κ2u = f in Rd and u outgoing radiating. The

coefficients a priori admit (boundedly supported) heterogeneity. We are interested
in domain decomposition (DDM) strategies so we introduce a non-overlapping
partition Rd = ∪J

j=0Ωj into Lipschitz subdomains, with Ωj bounded if j 6= 0.
We do not make any further assumption regarding the geometric partitionning.

This allows the presence of junctions, also commonly called cross points, where
(at least) three subdomains abut. Consider traces taken from the interior of sub-
domains, let nj be the orthonormal vector field at Γj := ∂Ωj pointing outside Ωj .
Our problem then rewrites

(1)

local subproblems: transmission conditions:



div(µ∇u) + κ2u = f in Ωj
u is outgoing radiating
∀j = 0 . . . J





∂nju|Γj = −∂nk
u|Γk

u|Γj = u|Γk
on Γj ∩ Γk

∀j, k = 0 . . . J, j 6= k

1. Standard Optimized Schwarz Method

The Optimized Schwarz Method (OSM) [3] is one of the most established DDM
approach for waves. This strategy relies on two ingredients. First, transmis-
sion conditions are reformulated in terms of Robin traces ∂nju|Γj − ıΛu|Γj =
−∂nk

u|Γk
− ıΛu|Γk

on Γj ∩Γk for ∀j, k, j 6= k, where Λ > 0 is a tuning parameter,
which can be rewritten in a vector manner as follows

(2) (∂nju|Γj − ıΛu|Γj)
J
j=0 = −Π0((∂nk

u|Γk
+ ıΛu|Γk

)Jk=0)

where (p0, . . . , pJ) = Π0(q0, . . . , qJ) ⇐⇒ pj = qk on Γj ∩ Γk. The operator Π0 is
usually referred to as exchange operator and simply consists in swapping the traces
from both sides of each interface. The second ingredient of OSM is a scattering
operator S0(p0, . . . , pJ) = (S0Γ0

(p0), . . . , S
0
ΓJ
(pJ)) defined by

S0Γj
(∂njψ|Γj − ıΛψ|Γj) := ∂njψ|Γj + ıΛψ|Γj ,

for all ψ ∈ H1
loc(Ωj) satisfying

div(µ∇ψ) + κ2ψ = 0 in Ωj and ψ outgoing radiating.
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This scattering operator is used to reformulate the local subproblems as identities
written on the Γj ’s in terms of Robin traces

(3) (∂nju|Γj + ıΛu|Γj )
J
j=0 = S0((∂nk

u|Γk
− ıΛu|Γk

)Jk=0) + f

where f is a tuple of traces stemming from the source term f of (1). The whole
boundary value problem (1) is then reformulated as an equation on the skeleton
Σ = ∪J

j=0Γj by combining (2) and (3),

(4) (Id + Π0S0)p = −Π0(f) where p = (∂nju|Γj − ıΛu|Γj)j=0...J.

Classical linear solvers such as Richardson’s method were proved to converge for
(4) with general subdomain partitions. But available litterature has so far not
offered any sharp estimate on the decrease rate of the error and numerical results
show that geometric convergence of linear solvers does not hold anymore in the
presence of cross points.

2. Enforcing transmission conditions in a new way

The exchange operator Π0 is continuous in trace spaces only if there is no cross
point. This seems to be the key issue spoiling geometric convergence. Thus we
propose a regularized exchange operator that remains continuous no matter the
presence of cross points. Let us introduce an appropriate functionnal setting

Hd := H+1/2(Γ0)× · · · ×H+1/2(ΓJ)

Hn := H−1/2(Γ0)× · · · ×H−1/2(ΓJ)

The bilinear form 〈〈(vj)Jj=0, (qj)
J
j=0〉〉 := 〈v0, q0〉Γ0 + · · ·+ 〈vJ, qJ〉ΓJ puts these two

spaces in duality. Given δ > 0, we also define Tδ(v0, . . . , vJ) := (TΓ0

δ (v0), . . . ,

TΓJ

δ (vJ)) where each T
Γj

δ : H+1/2(Γj) → H−1/2(Γj) is a Stecklov-Poincaré opera-
tor defined by

T
Γj

δ (v) := δ∂njφ|Γj

where φ ∈ H1(Ωj) satisfies

φ|Γj = v and −∆φ+ δ−2φ = 0 in Ωj .

The problem defining Tδ is variationnally reformulated in a strongly coercive form
with constant coefficients, and is a priori unrelated to (1). We consider (p, q)Hn

:=
〈〈T−1

δ (p), q〉〉 as scalar product on Hn, and denote ‖ ‖Hn
the associated norm. We

also introduce single-trace spaces

Xd := {(ϕ|Γ0 , . . . , ϕ|ΓJ), ϕ ∈ H1(Rd)}
Xn := {(n0 · ψ|Γ0 , . . . ,nJ ·ψ|ΓJ), ψ ∈ H(div,Rd)}

which are two closed subspaces of Hd and Hn that consist in tuples of traces
complying with transmission conditions. As a consequence, the transmission con-
ditions in (1) can be rewritten (u|Γj )

J
j=0 ∈ Xd and (∂nju|Γj )

J
j=0 ∈ Xn.
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Theorem 1. Hn = Xn⊕Tδ(Xd) with orthogonality, and the orthogonal projection
Pδ : Hn → Tδ(Xd) is given by Pδ(q) = (∂n0Ψ(q)|Γ0 , . . . , ∂nJΨ(q)|ΓJ) where

Ψ(q0, . . . , qJ)(x) :=

J∑

j=0

∫

Γj

exp(−|x− y|/δ)
4π|x− y| qj(y)dσ(y).

Theorem 2. Define Πδ := 2Pδ− Id. Then for any pair (v, q) ∈ Hd×Hn, we have
(v, q) ∈ Xd × Xn ⇐⇒ q− ıΛTδ(v) = −Πδ(q+ ıΛTδ(v)).

In the present analysis, Πδ plays the role of a non-local exchange operator that is
systematically continuous and satisfies ‖Πδ(p)‖Hn

≤ ‖p‖Hn
. The previous theorem

yields a new manner to enforce the transmission conditions of (1),

(5) (∂nju|Γj − ıΛT
Γj

δ (u))Jj=0 = −Πδ((∂nju|Γj + ıΛT
Γj

δ (u))Jj=0)

3. Reformulation of the scattering problem

Next we need to reformulate the wave equation local to each subdomain. We rely

once again on a scattering operator taking ΛT
Γj

δ instead of Λ as an (operator

valued) impedance factor. We define Sδ(p0, . . . , pJ) = (SδΓ0
(p0), . . . , S

δ
ΓJ
(pJ)) by

SδΓj
(∂njψ|Γj − ıΛT

Γj

δ (ψ)) := ∂njψ|Γj + ıΛT
Γj

δ (ψ)

for all ψ ∈ H1
loc(Ωj) satisfying div(µ∇ψ)+κ2ψ = 0 in Ωj and ψ outgoing radiating.

Conservation of energy in each subdomain yields ‖Sδ(p)‖Hn
≤ ‖p‖Hn

for all p ∈ Hn.
Local wave equations are then rewritten under the form

(6) (∂nju|Γj + ıΛT
Γj

δ (u))Jj=0 = S0((∂nk
u|Γk

− ıΛTΓk

δ (u))Jk=0) + f̃

where f̃ stems from the source term of (1). Combining (5) and (6), we finally
obtain an equation posed on the skeleton ∪J

j=0Γj ,

(7)
(Id + ΠδSδ)p = −Πδ (̃f)

p = (∂nk
u|Γk

− ıΛTΓk

δ (u))k=0...J

Due to the continuity properties of the nonlocal exchange operator and the scat-
tering operator we have ‖(Id + ΠδSδ)q‖Hn

≤ 2‖q‖Hn
for all q ∈ Hn. On the other

hand we have the coercivity result.

Theorem 3. There exists α > 0 such that, for all q ∈ Hn,

ℜe{(q, (Id + ΠδSδ)q)Hn
} ≥ α‖q‖2

Hn
.

In passing, this exhibits a strongly coercive formulation of Problem (1). This
leads to a convergence estimate for linear solvers applied to (7). In particular for
a relaxation parameter r ∈ (0, 1), let us define iterates according to Richardson’s
method

p(n+1) = p(n) + rΠδSδ(p
(n)) + rΠδ (̃f)

If p∞ refers to the solution to (7), then there exists C > 0 and τ ∈ (0, 1) such that
‖p(n) − p∞‖Hn

≤ Cτn.
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Fast iterative BEM for high-frequency scattering problems in 3D
elastodynamics

Marion Darbas

(joint work with S. Chaillat, F. Le Louër)

1. Introduction

The numerical solution of high-frequency scattering problems of time-harmonic
elastic waves by a three-dimensional obstacle is a challenging task. The fast mul-
tipole method is an efficient technique to accelerate the solution of large scale 3D
scattering problems with boundary integral equations. However, the fast multi-
pole accelerated boundary element method (FM-BEM) is intrinsically based on an
iterative solver. It has been shown that the number of iterations can significantly
hinder the overall efficiency of the FM- BEM. The derivation of robust precon-
ditioners for FM-BEM is inevitable to increase the size of the problems that can
be considered. Analytic preconditioners offer a very interesting strategy by im-
proving the spectral properties of the boundary integral equations ahead from
the discretization. We propose to combine an approximate adjoint Dirichlet-to-
Neumann (respectively Neumann-to-Dirichlet) map as an analytic preconditioner
with a FM-BEM solver to treat Dirichlet (respectively Neumann) exterior scatter-
ing problems in 3D elasticity. We compare standard and preconditioned Combined
Field Integral Equations (CFIEs).

2. The Navier exterior problem

We consider a bounded domain Ω− in Rd, d = 2, 3, with a closed smooth boundary
Γ := ∂Ω−. Let Ω+ denote the exterior domain Rd\Ω− and n the outer unit normal
vector to the boundary Γ. The scattering problem is formulated as follows : Given
an incident displacement wave uinc, find the solution u of the Navier exterior
problem:

µ∆u+ (λ+ µ)∇ divu+ ρω2u = 0, in Ω+,
u = −uinc or t|Γ = −tinc|Γ , on Γ,

lim
r→∞

r

(
∂up
∂r

− iκpup

)
= 0, lim

r→∞
r

(
∂us
∂r

− iκsus

)
= 0, r = |x|.

(1)
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where ω > 0 is the frequency, and the Lamé parameters µ, λ and the density ρ
are positive constants. The field u is decomposed into a longitudinal field up with
vanishing curl and a transverse divergence-free field us solutions to

∆up + κ2pup = 0, curl curlus − κ2sus = 0,

with respective wavenumbers κ2p = ρω2(λ + 2µ)−1 and κ2s = ρω2µ−1. The Neu-
mann trace, defined by t|Γ := Tu, is given by the traction operator

T = 2µ
∂

∂n
+ λn div+µn× curl .

We have set tinc|Γ = Tuinc.

3. Standard and preconditioned CFIEs

3.1. Dirichlet boundary condition. Integral equation method is based on the
potential theory. The field u is uniquely determined by the knowledge of the
Cauchy data (u|Γ, t|Γ). The standard CFIE consists in finding the physical un-

known ϕ = −
(
t|Γ + tinc|Γ

)
∈H− 1

2 (Γ) solution to

(2) (
I

2
+D

′

+ iηS)ϕ = −
(
tinc + iηuinc|Γ

)
, on Γ,

where η is a non-zero real constant and the single- and double-layer boundary
integral operators S and D are defined by

(3) Sϕ(x) =

∫

Γ

Φ(x,y)ϕ(y) ds(y), Dψ(x) =

∫

Γ

[TyΦ(x,y)]
T
ψ(y) ds(y).

The standard CFIE is not suited for an iterative solution. To expect an eigenvalue
clustering and hence a fast convergence of the iterative solver GMRES, we derive

preconditioned CFIEs: Find ϕ = −
(
t|Γ + tinc|Γ

)
∈H− 1

2 (Γ) solution to

(4) (
I

2
+D

′ −Λ′S)ϕ = −
(
tinc|Γ −Λ′uinc|Γ

)
, on Γ,

where Λ′ is an approximation of the exact adjoint Dirichlet-to-Neumann (DtN)
map

Λex : u|Γ ∈H 1
2 (Γ) 7→ Λexu|Γ := t|Γ ∈H− 1

2 (Γ) .

The spectral properties of (4) depend on the choice of the approximationΛ′. In [2],
we have obtained new approximations of the DtN map in the spirit of OSRC
methods. For any real-valued constant α, we introduce the modified Neumann
trace tα ∈H− 1

2 (Γ)

tα = t|Γ − αMu|Γ

with M the tangential Günter derivative. The idea is to consider the decomposi-
tion

Λex = Λex
α + αM

and to keep only the principal part of the operator Λex
α . We compare low- and

high-order adjoint DtN approximations Λ′, and the corresponding LO and HO
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preconditioned CFIEs [1]. The high-order adjoint DtN approximations are ex-
pressed in terms of surface differential operators, square-root operators and their
inverse. An artificial singularity of square-root operators appears in the zone from
the propagating modes to the evanescent ones. To model the behavior in the
transition zone of grazing modes, we use a regularization by adding a small local
damping parameter to the wavenumbers. Furthermore, complex Padé rational ap-
proximants provide local and uniform representations of the square-root operators.

3.2. Neumann boundary condition. The standard CFIE consists in finding

the physical unknown ψ = u|Γ + uinc|Γ ∈H 1
2 (Γ) solution to

(5) (
I

2
−D − iηN)ψ = uinc|Γ + iηtinc|Γ , on Γ,

with η a non-zero real constant. The integral equation (5) is well-posed for any
frequency ω and any non-zero real parameter η [4, 3]. However, it involves the
hypersingular boundary integral operator N which is a pseudodifferential operator
of order 1. This boundary integral equation is of the first-kind and admits a
countable set of eigenvalues that tends to infinity. We construct different local
approximations V ′ of the exact adjoint Neumann-to-Dirichlet map and use them
as analytical preconditioners in order to regularize the operator N .

Low-order approximation. We obtain the following adjoint NtD approximation

(6) V ′ := V ′
LO = −i

( 1

(λ + 2µ)κp
In +

1

µκs
It

)
.

This low-order approximation is the equivalent in elasticity of the zeroth-order
approximation 1/(iκ) of the acoustic NtD map where κ is the wavenumber. The
associated preconditioned integral equation is given by

(7) (
I

2
−D + V ′

LON)ψ = uinc|Γ − V ′
LOt

inc
|Γ , on Γ,

and is called LO-preconditioned CFIE (LO P-CFIE). This preconditioner is very
easy to implement and this is a main advantage.

High-order approximations. Similarly to previous works [2, 1] realised for the
Dirichlet boundary condition case, we propose to consider the two following high-
order approximations of the adjoint NtD map

(8) V ′
HO(1) = −2P (S) or V ′

HO(2) = −P (S)
( I
2
− P (D)

)−1

where P (S) and P (D) are the respective principal parts of the operators S and
D.

4. Numerical results

The numerical efficiency of the different new preconditioned CFIEs is illustrated for
several more or less complex geometries. An analytical study for the spherical case
underlines an excellent eigenvalue clustering around the point (1, 0) for the pre-
conditioned HO-CFIEs. This is not the case for the standard CFIE (see Figure 1).
For the Dirichlet case, the number of GMRES iterations is drastically reduced
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when the preconditioned CFIEs are considered, independently of the frequency.
For the Neumann case, first 2D numerical results show that the HO-PCFIEs allow
to get a convergence independent of the mesh refinement. The number of iter-
ations still depend on the frequency, but is efficiently reduced compared to the
standard CFIE. We fix η = 1 and κs =

√
3κp.
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Figure 1. Unit sphere. Eigenvalue distribution of the standard
and different P-CFIEs. Left: Dirichlet case (κs = 16π, nλs = 10).
Right: Neumann case (κs = 50, nλs = 12).

#DOFs ω # iter # iter LO # iter HO(1) # iter HO(2)
CFIE P-CFIE P-CFIE P-CFIE

1 926 4 18 8 7 5 (11)
7 686 8.25 27 8 6 4 (11)
30 726 16.5 51 9 6 3 (13)
122 886 33 180 9 6 3 (13)
490 629 66.5 > 500 9 6 3 (14)

Table 2. Dirichlet. Diffraction of P-waves by the unit sphere. Number of GMRES

iterations. Density of points nλs = 10. Tolerance ǫ = 10−3 (inner ǫ = 10−4).

ω # iter # iter LO # iter HO(1) # iter HO(2)
CFIE P-CFIE P-CFIE P-CFIE

2π 26 13 11 8(24)
4π 46 19 19 8(32)
6π 65 27 25 9(39)
8π 91 36 31 10(45)
16π 186 66 51 14(68)

Table 3. Neumann. Diffraction of S-waves by the unit disk. Number of GMRES

iterations. Density of points nλs = 20. Tolerance ǫ = 10−3 (inner ǫ = 10−5).
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Recent Advances of Isogeometric Boundary Element Methods for
Electromagnetic Scattering Problems

Jürgen Dölz

(joint work with Stefan Kurz, Sebastian Schöps, Felix Wolf)

We consider the numerical solution of the electric field integral equation (EFIE)
on a Lipschitz boundary Γ. In its variational form it seeks for a given g ∈
H

−1/2
× (divΓ,Γ) a surface current j ∈ H

−1/2
× (divΓ,Γ) such that

∫

Γ

∫

Γ

Gκ(x− y)

(
j(x) · v(y) − 1

κ2
divΓ j(x) divΓ v(y)

)
dσy dσx

=

∫

Γ

(
g(x) × nx

)
· v(x) dσx,

for all v ∈ H
−1/2
× (divΓ,Γ). We denote by Gκ(x) = eiκ‖x‖

4π‖x‖ the Helmholtz funda-

mental solution and by H
−1/2
× (divΓ,Γ) the rotated tangential trace of H(curl).

In the spirit of isogeometric analysis, we assume that Γ is given as a family of
smooth, invertible geometry mappings

Fj : � := [0, 1]2 → Γj ⊂ R
3,

where the intersections of the Γi are required to be empty, a vertex or an edge. In
the case of an edge Γi∩Γj , we assume that Fj(·, 1) ≡ Fi(·, 0) holds up to rotation
of �.

For the discretization of the EFIE we consider B-spline based conforming finite
element spaces. Therefore, the spline spaces Sp(Ξ) of order p over a p-open knot
vector Ξ on [0, 1] are defined as span({bpi }i≤k), where the basis functions bpi are
defined via the well known de Boor recursion fomula. B-spline bases on the unit
square � are defined by a tensor product construction as Sp1,p2(Ξ1,Ξ2), where the
indices of polynomial degree and knot vector refer to the degrees and knot vectors
used within each separate direction. Let p = (p1, p2) be a pair of polynomial
degrees p1, p2 > 0 and Ξ1,Ξ2 be p1- and p2-open knot vectors on [0, 1]. Let Ξ′

1,Ξ
′
2

denote their truncation, i.e., the knot vector without its first and last element.
We define the spline space S1p,Ξ(�) on � as Sp1,p2−1(Ξ1,Ξ

′
2) × Sp1−1,p2(Ξ′

1,Ξ2).

Mapping S1p,Ξ(�) onto each Γj with the Piola transformation ι1 and enforcing
normal continuity, one can define the boundary spline space

S
1
p,Ξ(Γ) =

{
f ∈ H

−1/2
× (divΓ,Γ): ι

−1
1 (Fj)(f |Γj ) ∈ S

1
p,Ξ(�)

}
,

see also [4]. It can be shown that this space provides optimal approximation

properties within H
−1/2
× (divΓ,Γ), cf. [5].
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To show existence and uniqueness of the solution of Galerkin discretizations of the
EFIE using the spline space S1p,Ξ(Γ), a discrete inf-sup condition has to be shown.
Therefore, it is enough to construct continuous and discrete decompositions

H
−1/2
× (divΓ,Γ) = W ⊕V

S
1
p,Ξ(Γ) = Wh ⊕Vh

such that

(1) the bilinear form is stable and coercive onV×V andW×W, and compact
on V ×W and W ×V,

(2) Wh and Vh are closed subspaces of H
−1/2
× (divΓ,Γ),

(3) Wh and Vh are stable under complex conjugation,
(4) it holds that Wh ⊆ W and the gap-property

sup
vh∈Vh

inf
v∈V

‖v− vh‖H−1/2
× (divΓ,Γ)

‖vh‖H−1/2
× (divΓ,Γ)

h→0−→ 0,

see also [1, 3]. A common aproach to define these decompositions is to rely on a
regularizing projection and to apply commuting quasi-interpolation operators into
a finite element space. Unfortunately, the available quasi interpolation operators
onto S1p,Ξ(Γ) defined in [5] require more regularity than the standard regularizing

projection from the literature provides. In [9], we show how this obstacle can be
circumvented by introducing a modified regularizing projection for the construc-
tion of a discrete splitting which implies discrete inf-sup stability. Together with
standard inf-sup theory, this yields optimal convergence rates of the isogeometric
approach for the EFIE.

Besides these theoretical considerations, an efficient implementation is inevitable
for practical use of the isogeometric approach. It is known since [10] that lowest or-
der boundary element methods on parametric surfaces provide various algorithmic
simplifications for the efficient compression of the arising dense system matrices
within the H2-matrix format [2]. While traditional implementations of fast bound-
ary element methods are based on a degree or freedom based clustering strategy,
we propose to assemble and compress the discontinuous version of the system
matrices and to use an element based clustering strategy. The continuity require-
ments of the B-splines are then enforced by transfer matrices which amounts to
the “superspace” approach [6, 7].

A particular advantage of the described setting is that a black-box compression
of the kernel function in admissible parts Γλ×Γλ′ ⊂ Γ×Γ can be directly performed
on the unit square rather than on the boundary or in space. For the Helmholtz
case, this yields an approximation of admissible matrix blocks of the kind
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[
Aκ

]
i,j

=

∫

Γ

∫

Γ

Gκ(x− y)ϕj(x)ϕi(y) dσy dσx

=

∫

�

∫

�

Gκ,λ,λ′(s, t)ϕ̂j(s)ϕ̂i(t) dt ds

≈
∑

‖m‖∞≤q
‖m′‖∞≤q

Gκ,λ,λ′(sm, tm′)

∫

�

Lm′ (t)ϕ̂i(t) dt

∫

�

Lm(s)ϕ̂j(s) ds,

with interpolation points sm and tm′ and corresponding Lagrange polynomials
Lm and Lm′ on the unit square. The approximation reads

[
Aκ

]
i,j

=
[
M|λ|Kκ,λ,λ′M⊺

|λ′|
]
i,j
,

in matrix notation.
Unfortunately, the specific form of the electric single layer operator from the

EFIE does not readily fit into this framework due to the involved surface differen-
tial operators. However, several small algorithmic modifications allow the neatless
compression of the system matrix within the above framework. Summarizing,
these modifications yield a matrix compression of the kind

A(α,β)
κ

∣∣∣
λ,λ′

≈
[
M|λ| Mα

|λ|

] [K(α,β)
κ,λ,λ′,1

K
(α,β)
κ,λ,λ′,2

][(
M|λ|

)⊺
(
Mβ

|λ|
)⊺
]
,

where we denote by α, β ∈ {1, 2} the vector components of S1p,Ξ(Γ) such that the
system matrix of the EFIE reads

Aκ =

[
A

(1,1)
κ A

(1,2)
κ

A
(2,1)
κ A

(2,2)
κ

]
.

The corresponding algorithms are implemented and publicly available in our
open source library Bembel [8] on www.bembel.eu.
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deltaBEM: A rigorous theoretical analysis

Vı́ctor Doḿınguez

(joint work with Tonatiuh Sánchez-Vizuet and Francisco-Javier Sayas)

deltaBEM is a compatible numerical discretization originally proposed for the four
layer boundary operators, and potentials, for the Helmholtz equation in 2D smooth
domains cf. [2] which was extended afterwards for the Elasticity and Elastodynamic
case cf. [3]. The method provides the necessary tools for solving boundary integral
equations for Dirichlet, Neumann, Robin and Transmission problems attaining a
modest, but often sufficiently high, order 3. One of the strongest points is its
computational simplicity: only evaluation of the fundamental solution and the pa-
rameterization of the curve and its first derivatives (the normal and tangent fields
for the curve and normal derivative/stress tensor of the fundamental solution) are
used—unlike other powerful schemes available in the literature.

The method was devised on the basis of rather formal arguments and some
intuitive understanding of what might happen in the backstage. Hence, a math-
ematical analysis that provided a rigorous justification of what was observed in
practice was missing. This work presents the first results leading to such analysis.
In spite of its complexity—the theoretical framework comprises several technical
results that require thoughtful attention—the analysis can be outlined in two main
steps: (a) a consistency error expansion, and (b) stability as an inf-sup condition.

We sketch such analysis in section 3 of this abstract and leave for section 2 a
fast presentation of the method.
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1. deltaBEM method

The boundary layer operators and equations, with a regular smooth 1−periodic
parameterization of the boundary, are combinations of the identity operator, in-
tegral, and integro-differential operators as

(Hϕ)(τ) = i p.v.

∫ 1

0

cotπ(τ − t)ϕ(t) dτ ,(1a)

(Vϕ)(τ) =

∫ 1

0

V (τ, t)ϕ(t) dt, V (τ, t) := A(τ, t) log sin2 π(τ − t),(1b)

(Kϕ)(τ) =

∫ 1

0

K(τ, t)ϕ(t) dt,(1c)

W = −D(V1 +K1)D + V2 +K2, Dϕ := ϕ′(1d)

(“p.v.” stands for principal value in the Cauchy sense, functions A and K are
smooth and 1–periodic and V1, V2 in (1c) are as in (1b)) which are usually re-
ferred to respectively as (periodic) Hilbert transform, logarithmic, smoothing and
hypersingular operators. In the scale of 1–periodic Sobolev spaces {Hs}s∈R they
are known to be pseudo-differential operators of order 0, −1, −∞ and 1 (see [6]).

Let A be a combination of such operators, of order n ∈ {−1, 0, 1} and consider
an operator equation stated in H±1/2

(2) Aϕ = f or equivalently (ψ,Aϕ) = (ψ, f) ∀ψ ∈ H∓1/2.

Here (·, ·) denotes the L2(0, 1) product extended to a sesquilinear form which
provides the dual product H∓1/2×H±1/2 representation. Moreover, the unknown
ϕ naturally lives either in H±1/2 (i.e. for single layer equations or double layer
formulations for Neumann problems) or H1/2 (i.e. hypersingular equations or
double layer formulation in the Dirichlet case).

The deltaBEM algorithm starts from the sesquilinear form in (2). Hence, let N
be a positive integer, set h := 1/N and tα = αh, and construct the main grid,
{ti}i∈Z and the companion grids {ti±1/6}i∈Z. The trial spaces will be

(3) Th := {δi : i = 1, . . . , N}, Sh := {χi : i = 1, . . . , N}
where δα = δ(· − αh) and χc are, respectively, the 1–periodization of the Dirac
delta at tα and the characteristic function of the interval (ch−h/2, ch+h/2). The
spaces Th and Sh are intended to replace H−1/2 and H1/2, respectively, in the
continuous formulation. For the test spaces we proceed similarly with

(4) T ⋆h = {δ⋆i : i = 1, . . . , N} ≈ H−1/2, S⋆h = {χ⋆i : i = 1, . . . , N} ≈ H1/2

where,

(5) η⋆ := α(η( · − 1
6h) + η( · + 1

6h)) + (1− α)(η( · − 5
6h) + η( · + 1

6h)),

a weighted average of shiftings defined for any function/distribution η with weight
α ∈ (1/2, 1]. Let us point out that the necessity of working with such kind of
grids, with this surprising h/6-shifting, was first noticed in [5] where a second-
order quadrature method for logarithmic integral equations was devised.
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Any integral appearing in what follows, either in the definition of the operator (H,
V or K as in (1)) or when testing with elements in S⋆h is carried over intervals as
[x−h/2, x+h/2]. These integrals will be approximated by the following third-order
rule, which uses points outside the integration interval:

(6)

∫ x+h/2

x−h/2
g(t) dt ≈ 1

24h (g(x− h) + 22g(x) + g(x+ h)) .

Finally there are two cases whose discretization deserves special attention. First,
the identity operator for which we have to consider the interaction between χ⋆i and

δj on one hand (equations posed in and with unknown in H−1/2) and between δ⋆i
and χj on the other (equations in H1/2 with unknowns in the same space). This
will be done in the following non-intuitive fashion:

(7) {χ⋆i , δj}h = {δ⋆i , χj}h =





0 |i− j| 6= 1 mod N,
1
18 (7− 6a) i = j,
2
9 (1 + 3a) |i− j| = 1 mod N.

The analysis will eventually explain the rationale behind this definition. Secondly,
the main part for the hypersingular operator:

ψ, ϕ ∈ H1/2 − (ψ,DVDϕ) = (Dψ,VDϕ)  ψh ∈ T ⋆h , ϕh ∈ S⋆h, (Dψh,VDϕh).

Since Dχ◦
i = δ◦i−1/2 − δ◦i+1/2 for ◦ ∈ {∅, ⋆} (trial and test), the sesquilinear form

on S⋆h × Sh involves just evaluations and averages of V (ti+1/2±1/6, tj+1/2).
The deltaBEM scheme can be then summarized as follows:

(8) ϕh ∈ Rh s.t. {ψ⋆h,Ahϕh}h = {ψ⋆h, f}h, ∀ψ⋆h ∈ R⋆h

where the election of the test space Rh ∈ {Sh, Th}, and trial space, R⋆h ∈ {S⋆h, T ⋆h}
is determined by the order of A and the space for which the continuous equation
naturally holds. Finally, {·, ·}h represents either the action of Dirac deltas or
the quadrature rule (6) if piecewise constant functions are involved, taking into
account (7).

The method can be then understood as a non-conforming Petrov-Galerkin
method (the sesquilinear forms are well defined but are not continuos in the cor-
responding Sobolev norms since neither Sh 6∈ H1/2 nor Th ∈ H−1/2) with possible
quadrature for both test and operator. Note that the method requires only evalu-
ating and averaging pointwise values of the kernel(s) of A at (ti±1/6, tj) and, if the
hypersingular operator W is involved in the definition of A, (ti±1/6+1/2, tj+1/2).

2. Convergence results and sketch of the analysis

Theorem 1. Let ϕ be the solution of (2), (ϕj)
n
j=1 ⊂ C so that is the discrete

solution given by the scheme (8) is of the form

ϕh =
N∑

j=1

ϕjδj , if Rh = Th, or ϕh =
N∑

j=1

ϕjχj , if Rh = Sh.
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Then, for ϕ sufficiently smooth, it holds

max
j

|ϕ(tj)−ϕ•
j | ≤ Ch3‖ϕ‖H5 , with ϕ•

j :=

{
h−1ϕj , for Rh = Th,

ϕj−1 + 22ϕj + ϕj+1, for Rh = Sh.

Let us discuss briefly the pointwise error estimate given above. For Th, as the
numerical solution is a linear combination of Dirac deltas, the term h−1 is con-
sistent with the intuitive understanding of a delta as a unit mass function with
support concentrated at one point. On the other hand, for piecewise constant func-
tions in Sh, the linear combination for which third order convergence is obtained
corresponds precisely to the weights appearing in the quadrature rule (6).

For the sake of brevity we just outline the analytical tools used in the proof and
refer the reader to [4] for detailed proofs. Hence, we have

(a) A consistency error of the form

|{ψ⋆h,APhϕ}h − (ψ⋆h,Aη)| ≤ Ch3‖ϕ‖H4‖ψh‖⋄
In the expression above ‖ · ‖⋄ is either the L2−norm (if applied to piecewise
constant functions as that in S⋆h or Sh) or that of H−1 = (H1)′ (for Th and
T ⋆h ). On the other hand, Ph is a projection on the trial spaces defined by
matching the Fourier central coefficient that is optimal in the following sense:
It provides an O(hr) approximation, for any r, which is attained by measuring
the error in sufficiently weak Sobolev norms. This consistency error holds in
fact for any choice of α in (5) with the sole—but important—constraint that
we must take α = 5

6 if the Hilbert transform H is involved.
(b) An inf-sup condition, with c > 0 is independent of h:

inf
ϕh∈Rh

sup
ψ⋆

h∈R⋆
h

|{ψ⋆h,Aϕh}h|
‖ψ⋆h‖⋄‖ϕh‖⋄

≥ c > 0.

The proof of this result is rather technical: it starts from the simplest cases
for which A become convolution operators— hence diagonal in the complex
exponential basis. The stability can be then reduced to showing the positivity
of certain series functions, one for each canonical example, which is proven to
hold provided that α ∈ (1/2, 1]. Next, a perturbation argument can be devised
to extend the inf-sup conditions for all practical cases.

Using the fact that the numerical and exact solutions are related by

{ψ⋆h,Aϕ}h = (ψ⋆h,Aϕ),

(a) and (b) imply first

‖ϕh − Phϕ‖⋄ ∼ O(h3)

and next, as consequence of the approximation properties of Ph,

ϕh − ϕ ∼ O(h3).

These estimates, however, hold in rather weak—and not so useful—norms. This
drawback is overcome using very well estabilished inverse inequalities in Sobolev
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norms for Sh and Th together with an enhanced consistency error estimate:

(9) |{ψ⋆h,APhϕ}h − (ψ⋆h,Aη) + h3(ψ⋆h,LAη)| ≤ Ch4‖ϕ‖H5‖ψh‖⋄
where LA is a linear differential operator.
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Progress on FEM-BEM frameworks for wave propagation in
heterogeneous and unbounded media

Mahadevan Ganesh

(joint work with Vı́ctor Domı́nguez)

Developing efficient mathematical and computational frameworks to understand
propagation of acoustic and electromagnetic waves in bounded heterogeneous me-
dia, and also in the unbounded two- and three-dimensional free-space is funda-
mental for a large class of applications [2, 10, 13]. The inverse counterparts of
the models facilitate understanding the heterogeneous media properties, by using
measured far field data in the free-space [2]. The far field depends on the field
scattered by the heterogeneous media, and the forward problem is governed by the
mathematical models of the scattered field. For describing the scattered field, we
start with a well known heterogenous media forward wave propagation problem.

Let the heterogeneous medium be Ω0 ⊂ Rd, d = 2, 3, with its heterogeneity
described by a spatially dependent refractive index n. The restriction of hetero-
geneity to Ω0 can be defined by taking n|Ωc

0
≡ 1, where Ωc

0 = Rm \ Ω0 is the
free-space complement of the Lipschitz configuration Ω0 (that need not be con-
nected). As shown in Figure 1, we consider the scenario of interaction of the
heterogenous configuration and incident plane wave with wavenumber κ = 2π/λ,
where λ is the wavelength. The interaction induces a scattered field us in Ωc

0.
In case of acoustic and electromagnetic waves propagation in 2D (d = 2) or

acoustic waves in 3D (d = 3), the total field (u := us + uinc) and scattered field
can be mathematically modeled by the variable coefficient Helmholtz equation [2,
10, 13]

(1) ∆u(x) + κ2n2(x)u(x) = 0, x ∈ R
d,
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Figure 1. A model configuration with an input incident wave
uinc impinging on a heterogeneous medium Ω0.

and the Sommerfeld radiation condition (SRC)

(2) lim
|x|→∞

|x|(d−1)/2

(
∂us(x)

∂|x| − iκus(x)

)
= 0.

The limit in the SRC (2) holds uniformly in all directions x̂ = x/|x| ∈ Sd−1. The
scattered field us is a radiating field and, as a consequence of the SRC, its behavior
at infinity is captured by the far field u∞ ∈ L2(Sd−1), where

(3) u∞(x̂) = lim
|x|→∞

|x|(d−1)/2e−iκ|x|us(x), x̂ = x/|x| ∈ S
d−1.

The mathematical and computational problem of our current interest is whether
we can incorporate the SRC exactly in computational models, allow for general
heterogeneity, and hence facilitate efficient simulation of the far field for the het-
erogeneous media problem. For a general Lipschitz heterogenous medium Ω0,
computational frameworks for solving the mathematical model (1)–(2) require tes-
sellation of the wave propagation region with finitely many bounded sub-regions.
Thus the progress, over several decades, for the above model wave propagation
problem is based mainly on creating frameworks that use only bounded tessel-
lation/approximation regions. Most of these frameworks solve the problem with
substantial compromise on the SRC and/or the heterogeneity. Below we briefly de-
scribe progress in such frameworks, and conclude with our recently proposed and
analyzed overlapped mathematical framework [4] that facilitates retaining both
the SRC and heterogeneity and hence accurate simulations of the far field [4].

The key computational constraint is the restriction on frameworks that would
require only finitely many unknowns on bounded regions. Hence heterogeneous
media wave propagation computational frameworks have been based mainly on
the idea of introducing an artificial truncation of the propagation region by con-
sidering a secondary domain, say, Ω2 such that Ω0 ⊂ Ω2. Consequently, the widely
studied computational frameworks are based on the approach of using, typically, a
lower order approximation of the SRC in (2) to setup an appropriate (absorbing)
condition on the boundary of Σ of Ω2 and hence solving the Helmholtz equation
in the restricted bounded domain Ω2. It is important to note that Ω2 should be
sufficiently large to obtain accurate approximations to the far field u∞ in (3).

Computational complexity in simulating the restricted bounded heterogeneous
media model is dictated by the frequency κa of the problem, where a is the diame-
ter of Ω2. Simulation of the high-frequency heterogeneous media model is difficult
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and it is still an active research area. In practice, the size of the artificially trun-
cated region Ω2 is taken to be small enough to accommodate the heterogeneous
region Ω0 so that κa is not large. Accordingly, accurate simulations of the far-field
u∞ in (3) is not possible through a bounded truncated framework only in Ω2.

A widely used computational approach for simulating the Helmholtz model in
Ω2, with some boundary condition on Σ, is the finite element method (FEM) [10].
For the FEM, it is efficient to choose Σ to be a polygonal boundary to avoid
complex isoparametric FEM in 3D. Even for polygonal regions a major difficulty,
especially in 3D, is because of the sign-indefiniteness of the algebraic system aris-
ing from the lack of coercivity in the standard variational formulations of the
Helmholtz PDE [10]. A coercive variational formulation for the heterogeneous
Helmholtz model was developed recently in [6], and an associated preconditioned
sign-definite high-order FEM was also developed, analyzed and implemented in [6].

While the standard FEM for the restricted Helmholtz model avoids the SRC
but efficiently incorporates the heterogeneity, one may consider instead fully incor-
porating the SRC and avoid general heterogeneity. For example, since n|Ωc

2
≡ 1,

we may consider the problem (1)–(2) in the free-space Ωc
2 with the Helmholtz op-

erator (∆ + κ2I). Since the fundamental solution of this operator is known, the
unbounded region problem can be reformulated [2, 13] as an equivalent boundary
integral equation (BIE). The BIE unknown density occurs only on the bounded
boundary Σ, and the density yields the scattered field us in Ωc

2 through a chosen
potential ansatz [2, 13]. Computational methods for simulating the BIE are known
as boundary element methods (BEM). The survey articles [1, 11], with hundreds
of references, describe many coercive and non-coercive BIE reformulations [2, 13]
based BEM for simulating the exterior homogeneous Helmholtz model.

Assuming the major restriction of avoiding general heterogeneity in (1)–(2),
the BEM on an artificial boundary and an associated BEM-ansatz for us will
facilitate (i) the evaluation of anywhere in the unbounded region Ωc

2; (ii) exactly
satisfying the SRC; and (iii) hence provide a boundary integral formula for the
far-field [2, 13]. Following FEM, it is standard to develop BEM to mainly use
polygonal boundaries and avoid curved elements. However, since the user can
choose any artificial boundary, in order to reduce the computational complexity it
is efficient to use a smooth boundary based spectral BEM [2]. Hence the choice Σ
can be replaced by a smooth boundary Γ, leading to instead the exterior region for
homogeneous model to, say, Ωc1. The discussed choices Ω1 and Ω2, with respective
boundaries Γ and Σ, for the Figure 1 based model problem is shown in Figure 2.

Figure 2. Two artificial boundaries in the model configuration.
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The next natural approach is to consider coupling mathematical frameworks that
can facilitate use of both FEM and BEM to simulate the model (1)–(2), and con-
sequently incorporating the SRC exactly and also allow for general heterogeneous
configurations. Such FEM-BEM friendly coupling mathematical frameworks have
been developed and analyzed only by a few authors, but several researchers imple-
mented the associated FEM-BEM computational frameworks. For example, see
the review article [14] for the Johnson-Nédélec framework with coupling based on
a single polygonal interface (such as only Σ in Figure 2). A framework with a
single smooth boundary coupling interface in 2D (such as only Γ in Figure 2) was
developed and analyzed by Kirsch and Monk [12]. Using two artificial interfaces
(such as both Γ and Σ in Figure 2), a mathematical framework in 2D was devel-
oped over four decades ago by Jami and Lenoir in [9]; and recently (in 2D and
3D), a different overlapping mathematical framework (with Γ and Σ), for the wave
propagation model (1)–(2), was developed by the authors of this article [4].

We are not aware of any 3D FEM-BEM implementation of the full model prob-
lem (1)–(2). However, 2D FEM-BEM implementations have been carried out by
several authors: For the Johnson-Nédélec framework based implementations and
numerical analysis, see [14] and references therein. For recent FEM-BEM im-
plementations of the Kirsch-Monk framework for complex heterogeneity with a
smooth artificial boundary see [5]; and with a rectangular boundary, see [7]. For
the Jami-Lenoir framework implementations, see [3, 8]. In [4], we demonstrated
the efficiency of our overlapped FEM-BEM framework in 2D. Our future work will
include numerical analysis of the implementation in [4], and also overlapped FEM-
BEM implementation and analysis for the 3D case using the framework in [4].

Acknowledgement. M. Ganesh was partially supported by the Simons Founda-
tion and by the Mathematisches Forschungsinstitut Oberwolfach.
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A fast direct solver for scattering problems in quasi-periodic
layered media

Adrianna Gillman

(joint work with Yabin Zhang)

In this talk, we present a fast direct solver for quasi-periodic scattering problems
in multilayered media. Scattering problems in I + 1 layers are defined by

(1)

(∆ + ω2
i )ui(x) = 0 x ∈ Ωi

u1 − u2 = −uinc(x) x ∈ Γ1

∂u1
∂ν

− ∂u2
∂ν

= −∂u
inc

∂ν
x ∈ Γ1

ui − ui+1 = 0 x ∈ Γi, 1 < i < I + 1

∂ui
∂ν

− ∂ui+1

∂ν
= 0 x ∈ Γi, 1 < i < I + 1

where ui is the unknown solution in the region Ωi ∈ R2 and the wave number
in Ωi is given by ωi for i = 1, . . . , I + 1. The interface Γi for i = 1, . . . , I between
each layer is periodic with period d. The boundary conditions enforce continuity
of the solution and its flux through the interfaces Γi. The incident wave uinc is
defined by uinc(x) = eik·x where the incident vector is k = (ω1 cos θ

inc, ω1 sin θ
inc)

and the incident angle is −π < θinc < 0. Figure 1 illustrates a five layered
periodic geometry. The incident wave uinc is quasi-periodic up to a phase, i.e.
uinc(x+ d, y) = αuinc(x, y) for (x, y) ∈ R2, where α is the Bloch phase defined by

α := eiω1d cos θ
inc

.

In the top and bottom layer, the solution satisifies a radition condition that is
characterized by the uniform convergence of the Rayleigh-Bloch expansions [1].
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Figure 1. A five layered periodic geometry. 7 periods are shown.

Scattering problems involving multilayered media arise in applications such as
material design and inverse scattering. In each of these applications, the scattering
problem needs to be solved for hundreds of incident angles. Then the geometry
is updated with either a change in the wave speed in a layer or a change in an
interface. The presented fast direct solver is able to re-use the parts of the solver
for the unchanged parts of the geometry.

The fast direct solver presented in this talk was constructed for the integral
formulation proposed in [5]. This integral formulation represents the solution in
a layer Ωi via a combined field representation involving the free space Green’s
function and an additional term which enforces quasi-periodicity. For example, in
the top layer, the solution to (1) is given by

u1(x) = (S̃ω1

Γ1
σ1)(x) + (D̃ω1

Γ1
τ1)(x) +

P∑

j=1

c1jφ
ω1

j (x)

where

(S̃ω1

Γ1
σ1)(x) =

1∑

l=−1

αl
∫

Γ1

Gω1(x,y + ld)σ1(y)dl(y),
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(D̃ω1

Γ1
τ1)(x) =

1∑

l=−1

αl
∫

Γ1

∂νyGω1(x,y + ld)τ1(y)dl(y),

Gω1(x,y) denotes the free space Green’s function for Helmholtz equation, φω1 are
the functions used to enforce the quasi-periodicity of the solution, σ1 and τ1 are
unknown boundary charge distributions, and {c1j}Pj=1 are the unknown constants
for enforcing quasi-periodicity. Each interface has it own set of unknown boundary
charge distributions and each layer has its own set of periodizing constants. The
integral formulation does not naturally satisfy the radiation condition. To enforce
the radiation condition the integral representation is only used inside a unit cell
containing all the interfaces. Outside the unit cell a truncated Rayleigh-Bloch
expansion is used to enforce the radiation condition. The coefficients of the ex-
pansion are chosen so the two representations are continuous through the artificial
unit cell interface.

Upon discretization, one has to solve the following linear system

(2)




A B 0
C Q 0
Z V W





σ̂

c

a


 =



f

0
0




where all the matrices are sparse with block structure and the matrix A results from
the discretization of the integral equations on each interface. The first row equation
enforces the continuity of the scattered field and its flux through the interfaces.
The second row equation enforces the quasi-periodicity of the solution and the
flux. The last row equation enforces continuity of the integral representation and
the Rayleigh-Bloch expansions.

When the interface geometries are complex, the cost solving (2) is dominated
by the cost of inverting A. Fortunately, the matrix A is block tridiagonal and each
of the blocks is amenable to fast linear algebra techniques. Specifically, the matrix
A can be written as

A =




As11 0 0 0 0

0 As22 0 0 0

0 0
. . . 0 0

0 0 0 As(N−1)(N−1) 0

0 0 0 0 AsNN




︸ ︷︷ ︸
A0

+




A
pm
11 A12 0 0 0

A21 A
pm
22 A23 0 0

0 0
. . .

. . . 0

0 0 A(N−1),(N−2) A
pm
(N−1)(N−1) A(N−1),N

0 0 0 AN,(N−1) A
pm
NN




︸ ︷︷ ︸
Â
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where Asii corresponds to a discretized integral operator defined on Γi evaluated
on Γi, A

pm
ii corresponds to a discretized integral operator defined on Γi evaluated

on the left and right neighbor copied of Γi, and Aij corresponds to an integral
operator defined on Γi (and its left and right neighbor copies) evaluated on Γj .
The matrices Asii are amenable to fast inversion techniques such as Hierarchically
Block Separable (HBS) methods [6, 8, 4], Hierarchically Semi-Separable (HSS)
[12, 10, 11], the Hierarchical interpolative factorization [9], the H and H2-matrix

methods [2, 3]. The matrices in Â correspond to interactions of “far” interfaces
which means the matrices are low rank. Thus it is possible to apply the inverse
of A in a manner that scales linearly with respect to the number of discretization
points via a Woodbury formula [7]

A−1 ≈ (A0 + LR)−1 = A
−1
0 − A

−1
0 L

(
I+ RA

−1
0 L

)−1
RA

−1
0

where L and R are the low rank factors of Â. The fast direct solver for A is
built so that for each new Bloch phase the only new computation is the inverse of(
I+ RA

−1
0 L

)−1
which is small (much smaller than A and block tridiagonal. Thus

the application of the inverse can be constructed rapidly via a block version of the
Thomas algorithm.

The talk highlights the important steps in constructing the fast direct solver
and presents some numerical results. The details for constructing the fast direct
solver and additional numerical results are presented [13].
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Pseudodifferential equations in polyhedral domains I: Regularity and
singular expansions

Heiko Gimperlein

(joint work with R. Mazzeo, N. Louca, E. P. Stephan, J. Stocek, C. Urzua-Torres)

Solutions to elliptic boundary value problems in polyhedral domains exhibit sin-
gularities at edges and corners. Their asymptotic behavior has been studied for
several decades, with seminal contributions, e.g. by Kondratiev, Dauge or Mazya.
Explicit singular expansions give rise to h and hp discretizations with optimal
convergence rates for finite [2] and boundary element methods [12].

This talk addressed corresponding questions for boundary problems involving non-
local operators, such as the integral fractional Laplacian. We refer to the recent
survey article [3] for motivation and recent advances.

Sharp results for the regularity of the solutions to such problems in smooth do-
mains have been obtained by Grubb [11]. We here address a recent alternative
approach given in [6], which we generalize to domains with corners. We obtain
detailed asymptotic expansions for the solution at edges and vertices, which gener-
alize classical results for mixed boundary problems for the standard Laplace equa-
tion. Applications to h and hp discretizations with optimal convergence rates are
discussed in a second talk at this conference, by J. Stocek. In convex polygons,
weighted Sobolev estimates were shown in [1], resulting in optimal convergence
rates on graded meshes.

To be specific, we consider the integral fractional Laplacian, defined for a Schwartz
function u on Rn by

(−∆)su(x) = cn,s P.V.

∫

Rn

u(x)− u(y)

|x− y|n+2s
dy, (s ∈ (0, 1)).

Here P.V. denotes the Cauchy principal value and cn,s =
22ssΓ(n+2s

2 )
π

n
2

. The opera-

tor (−∆)s : H̃s(Rn) → H−s(Rn) is a pseudodifferential operator of order 2s. For
s→ 1− one recovers the Laplacian −∆.

The corresponding fractional Dirichlet problem in a domain Ω ⊂ Rn is given by

(1)
(−∆)su = f in Ω,

u = 0 in ΩC = R
n \ Ω .
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For f ∈ H−s(Ω) there exists a unique solution u ∈ H̃s(Ω), and the purpose of
this talk is to discuss higher regularity of u for smoother f . Our first observation
relates this problem to classical problems for boundary integral equations:

Theorem 1 ([10]). a) For s = 1
2 , Problem (1) is equivalent to the hypersingular

integral equation 2Wu = f on Ω× {0} ⊂ Rn+1.
b) Problem (1) admits an analytic extension to s ∈ C. For s = − 1

2 , it is equivalent

to the weakly singular integral equation 2V u = f on Ω× {0} ⊂ Rn+1.

An explicit solution to (1) when Ω = B1 is the unit ball goes back to Boggio:

(2) u(x) =

∫

B1

Gs(x, y)f(y) dy ,Gs(x, y) = kn,s|x−y|2s−n
∫ r(x,y)

0

ts−1

(t+ 1)n/2
dt ,

where r(x, y) =
(1− |x|2)+(1 − |y|2)+

|x− y|2 and kn,s =
21−2s

|∂B1|Γ(s)2
. Similar exact solu-

tion formulas for V and W have been of recent interest [13, 14], with applications
to preconditioning. They are recovered by Boggio’s formula (2) and Theorem 1.
The observation leads to a short proof for this line of results and generalizes them
to arbitrary elliptic pseudodifferential boundary problems of order between −2
and 2, such as Problem (1).

Specifically, in [10] we consider conforming finite element discretizations of such
problems by piecewise constant, resp. linear elements. Boggio’s formula (2) defines
an operator preconditioner C for the Galerkin matrix A of the boundary problem,
which we show to be optimal:

Theorem 2 ([10]). Under mild assumptions on the triangulation, the condition
number of CA is independent of the mesh size.

Boggio’s formula also shows that when Ω = B1 and f is smooth, the solution u
admits an asymptotic expansion near ∂B1, with leading singular exponent ν = s.
This is a special case of the precise boundary behavior obtained in [11] near a
smooth boundary ∂Ω. We obtain asymptotic expansions for the solution u of (1)
near the boundary and corners of a polygon Ω for all s ∈ (0, 1):

Theorem 3 ([6, 7]). Let Ω ⊂ R
2 be a polygonal domain, f ∈ C∞(Ω). Then

the solution u to (1) admits an asymptotic expansion near the boundary and the
vertices. Near a smooth boundary point the leading singular exponent is given
by s: u(x) ∼ dist(x, ∂Ω)s. At a vertex V the singular exponent λ, with u(x) ∼
dist(x, V )λ, is the smallest eigenvalue of an elliptic differential operator of second
order on S2

+.

Remark 4. This exponent λ is an increasing function of s and a decreasing
function of the vertex angle. The upper and lower bounds λ < 2s, λ > max{0, s−
1
2}, are sharp and attained when the vertex angle tends to 2π. Our study of λ

generalizes classical results for s = 1
2 , e.g. in [9].

The crucial idea in the proof of Theorem 3 is to reformulate (1) as a local,
degenerate mixed boundary value problem in the upper half space R3

+ [6]. The
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reformulation as a local differential equation allows to study the solution u using
pseudodifferential techniques developed for boundary problems on singular spaces
[4]. The idea to extend to R3

+ goes back to Caffarelli and Silvestre (2007), but its
use for a precise regularity theory seems to be new.
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A wavelet-based approach for the optimal control of nonlocal
operator equations

Helmut Harbrecht

(joint work with Stephan Dahlke and Thomas M. Surowiec)

1. Introduction

We are concerned with a wavelet-based approach for the optimal control of a class
of nonlocal operator equations. Namely, we consider a quadratic cost functional
where the state equation involves the fractional Laplace operator in integral form.
When discretizing this nonlocal operator with standard finite element basis func-
tions, one arrives at a densely populated system matrix. This imposes serious
obstructions to the efficient numerical treatment of such problems. Therefore, we
use a wavelet basis for discretizing the state equation and its adjoint and apply
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wavelet matrix compression to arrive at a solver that has linear complexity. In
particular, we show how to include box constraints to the optimal control.

2. Optimal control problem

We consider the following optimal control problem which is constrained by a non-
local state equation:

(1)

inf
1

2
‖Cu− ud‖2H +

ν

2
‖z‖2Z over (z, u) ∈ Zad × V

such that Lu = Bz + f on Ω,
u = 0 on Ωc := Rn \ Ω.

Here, H and Z are a real Hilbert spaces, Zad ⊂ Z is a nonempty, closed, and convex
set, ν > 0, C is a bounded linear operator whose image represents the observation
of the state u, and B is a bounded linear operator that maps the control z into
the nonlocal equation. For Ω ⊂ Rn, n ≥ 1, being an open and bounded domain,
the fractional Laplacian L = (−∆)s, 0 < s < 1, for some function u : Ω → R is
given by

(Lu)(x) := 2

∫

Rn

u(y)− u(x)

|x− y|n+2s
dy, x ∈ Ω.

The associated state space V is given by

V := {v ∈ Hs(Rn) : v = 0 on Ωc} .
In the present situation, it holds V ∼= Hs(Ω)/R for 0 < s < 1/2 and V ∼= Hs

0(Ω)

for 1/2 < s < 1. In the limit case s = 1/2, it holds V ∼= H
1/2
00 (Ω), where H

1/2
00 (Ω)

is obtained from interpolation between L2(Ω) and H1
0 (Ω), compare [2].

The following theorem is a consequence of the standard theory for optimal
control problems, see for example [3].

Theorem 1. Under the standing assumptions, the optimal control problem (1)
admits a unique solution z⋆ ∈ Zad. Furthermore, there exists an adjoint state
λ⋆ ∈ V such that

Lu⋆ = BP
(
− 1

ν
B⊺λ⋆

)
,(2a)

Lλ⋆ = C⊺(ud − Cu⋆).(2b)

Here, P : Z → Zad is the usual metric projection onto the closed convex set Zad.

Note that in case of Z = L2(Ω) and Zad ⊂ Z resulting from the box constraints

(3) zmin(x) ≤ z(x) ≤ zmax(x), x ∈ Ω,

the projection Pz is given by

Pz(x) =





zmin(x), if z(x) < zmin(x),

z(x), if zmin(x) ≤ z(x) ≤ zmax(x),

zmax(x), if z(x) > zmax(x).
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3. Wavelet matrix compression

The fractional Laplacian is a nonlocal operator. Its discretization will thus amount
to a dense system matrix, the assembly of which would require large amounts
of time and computation capacities. Especially, as the fraction Laplacian is an
operator of order 2s, preconditioning becomes an issue.

We shall hence employ wavelet matrix compression. It employs that the wave-
lets’ vanishing moments lead, in combination with the fact that the integral kernel
becomes smoother when getting farther away from the diagonal, to a quasi-sparse
system matrix. Moreover, by applying a diagonal scaling, the condition number
stays uniformly bounded. Since the number of relevant entries in the system
matrix for maintaining the convergence rate of the underlying Galerkin method
scales only linearly, wavelet matrix compression leads to a numerical approach
that has linear over-all complexity, compare [4] for the details.

4. Primal-dual active set strategy

In case of H = Z = L2(Ω) and box constraints (3), we can rewrite the optimal
control problem (2) as an equivalent KKT system of the following form:

Lu⋆ = Bz⋆ Lλ⋆ = C⊺(ud − Cu⋆) in Ω,

u⋆ = 0 λ⋆ = 0 in Ωc,

λ⋆ + νz⋆ − µ⋆min + µ⋆max = 0 in Ω,

µ⋆min ≥ 0, zmin − z⋆ ≤ 0, µ⋆min(zmin − z⋆) = 0 in Ω,

µ⋆max ≥ 0, z⋆ − zmax ≤ 0, µ⋆max(z
⋆ − zmax) = 0 in Ω.

Here, µmin and µmax are Lagrange multipliers. In order to compute the solution to
this KKT system, we apply the primal-dual active set strategy as introduced in [1].
The essential idea of this iterative solution strategy is to replace successively the
inequality constraints by the related equality constraints for all the indices where
the constraint becomes active. Since it can be reinterpreted as a semi-smooth
Newton method, the primal-dual active set strategy converges superlinearly, see [5].

Figure 1. The domain Ω under consideration with mesh on level
4. The operator C is the projection onto the interior square.
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Numerical results in case of Ω being the unit circle and s = 1/4 are given in
Figure 2. Here, we computed the solution for about 80 000 piecewise constant
ansatz functions each for the state and for the control (indeed, we use Haar wavelets
for the discretization), where zmin = −0.1, zmax = 0.1, ν = 10−3, B is the identity,
and C is the projection onto the square (− 1√

2
, 1√

2
)2, which is the interior patch

seen in Figure 2.

Figure 2. The desired state (left), the optimal state u (middle),
and the optimal control z (right) in case of s = 1/4.
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Electromagnetic Force Computation in the Boundary Element Method

Ralf Hiptmair

(joint work with Piyush Panchal)

Electrostatic boundary value problem. As a simple model problem we con-
sider a conducting body in the interior of a metallic box. A fixed voltage drop
U0 between both is imposed so that the electrostatic potential u in the space Ω
between both objects can be recovered as the solution of the Dirichlet boundary
value problem

∆u = 0 in Ω , u = g on ∂Ω , g :=

{
U0 on conductor ,

0 on box.
(1)
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The unknown Neumann trace ψ := ∇u · n ∈ H− 1
2 (Γ), Γ := ∂Ω, n the exterior

unit normal vector field on Γ, can be obtained as the solution of a direct first-
kind boundary integral equation (BIE) in weak form [10, Sect. 3.4.2.1]: Seek ψ ∈
H− 1

2 (Γ) such that

(2) aV (ψ, ϕ) :=

∫

Γ

∫

Γ

G(x,y)ψ(y)ϕ(x) dS(x,y) = ℓ(ϕ)

:= 1
2

∫

Γ

g(x)ϕ(x) dS(x) +

∫

Γ

∫

Γ

∇yG(x,y) · n(y)g(y)ϕ(x)dS(x,y)

for all ϕ ∈ H− 1
2 (Γ), with G the fundamental solution for −∆. The simplest

boundary element Ritz-Galerkin discretization of (2) employs trial and test spaces
of piecewise constant functions on a surface mesh of Γ.

Computing electrostatic surface forces. Starting from the Maxwell stress
tensor we arrive at the formula f(u) := 1

2 |∇u · n|2 for the normal force den-
sity on surfaces of conductors, see [8, Sect. 6.7]. Yet, the resulting expressions
F(u) :=

∫
Γ0
f(u)ndS for the total force on a part Γ0 ⊂ Γ of the boundary are not

continuous on the energy trace space H− 1
2 (Γ), because that space is not continu-

ously embedded in L2(Γ).
This lack of continuity denies us the benefit of superconvergence, usually enjoyed

by approximations of continuous (on the trial space) functionals in a Galerkin
setting [1, Sect. 3]. In the context of finite element discretization based on the
volume variational formulation of (1) an equivalent volume expression for the
force offers a remedy,

F(u) =

∫

Ω

T(u) · gradΨdx , T(u) = ∇u · ∇u⊤ − 1
2 (∇u⊤∇u) I ,(3)

where Ψ ∈ H1(Ω) is a suitable cut-off function. This is the foundation of the
so-called eggshell method [2, 3]. Yet, volume expressions are not an option for
computations using the boundary element method (BEM).

Virtual work principle. Force is the shape gradient of the total field energy [4],
which, for the linear electrostatic setting of (1), is given by

E(Ω) := 1

2

∫

Ω

‖∇u(x)‖2 dx =
1

2

∫

∂Ω

g(x)∇u(x) · n(x) dS(x) .(4)

Appealing to the velocity method of shape calculus, see [11, Sect. 2.11] or [5], we
find for the force density (viewed as a distribution) the boundary formula

dE
dΩ

(Ω;V) =
1

2

∫

∂Ω

(
((∇g −∇u) · n)(∇u · n) +∇g · ∇u

)
(V · n) dS ,(5)

which generalizes the customary surface force formula. Here, V is a continuously
differentiable test vector field, defined on and compactly supported on the whole
enclosing box.

Yet, as elaborated in [6], the Lagrangian pullback approach for PDE-constrained
shape calculus yields an equivalent volume formula more suitable for use with
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finite-element Galerkin discretization, see also [12, 14, 13]. This suggests that a
similar Lagrangian pullback approach applied to the total energy functional (4)
constrained by the BIE (2) may also provide a more stable boundary-based shape-
gradient formula, which is better suited for the BEM.

On the technical level, the pullback approach relies on the flow map induced
by V to transform the integrals in (2) back to a fixed domain. Then, based on
solution ψ of the state problem (2) and the solution ρ of the adjoint variational
problem

ρ ∈ H− 1
2 (Γ) : aV (ϕ, ρ) =

1
2

∫

Γ

g(x)ϕ(x) dS(x) ∀ϕ ∈ H− 1
2 (Γ) ,(6)

we arrive at an expression for the shape gradient that is entirely boundary-based
[9, Thm. 2.1], [7]:

dE
dΩ

(Ω;V) = 1
2

∫
Γ
ψ(x̂)(∇g(x̂) ·V(x̂))dS(x̂)

+
∫
Γ

∫
Γ
ψ(ŷ)

{
∇xG(x̂, ŷ) · V(x̂) +∇yG(x̂, ŷ) ·V(ŷ)

}
ρ(x̂)dS(x̂)dS(ŷ)

−
∫
Γ

∫
Γ

{
ρ(x̂)g(ŷ)

(
∇x∇yG(x̂, ŷ) · V(x̂)+

∇y∇yG(x̂, ŷ) · V(ŷ)
)
· n̂(ŷ)

}
dS(x̂)dS(ŷ)

+
∫
Γ

∫
Γ
ρ(x̂) g(ŷ) ∇yG(x̂, ŷ) ·

(
∇V(ŷ)n̂(ŷ)

)
dS(x̂)dS(ŷ)

−
∫
Γ

∫
Γ
ρ(x̂)

(
∇yG(x̂, ŷ) · n̂(ŷ)

)
∇ ·
(
g(ŷ) V(ŷ)

)
dS(x̂)dS(ŷ)

− 1
2

∫
Γ
ρ(x̂)(∇g(x̂) ·V(x̂))dS(x̂) .

(7)

The pink terms are clearly well-defined for all ρ, ψ ∈ H− 1
2 (Γ), whereas the

yellow terms , some of which feature strongly singular kernels, seem to be prob-
lematic. Yet, smart rephrasing of these integrals reveals that there is a fortunate
cancellation of singularities, which allows to recast them as double integrals with
L∞(Γ× Γ)- kernels!

Theorem 1. On Lipschitz boundaries Γ and for g and V continuously differen-
tiable in a neighborhood of Γ, the expression (7) is well-defined for all (ψ, ρ) ∈
H− 1

2 (Γ)×H− 1
2 (Γ).

This result suggests that, approximations obtained by plugging boundary el-
ement Galerkin solutions for ψ and ρ into the new formula (7) after stabilizing
rearrangement may yield more accurate surface force distributions than using the
boundary formula (5). As of the beginning of 2020 a rigorous theoretical under-
pinning of this expectation is still work in progress.

Numerical results. We point out that the expression (7) entails knowledge of
an extension of the Dirichlet data g into a neighborhood of Γ. Of course, for
(1) extension by a constant value is the natural choice and was employed in the
numerical experiment below.
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In numerical tests we studied approximate dual norms of the BEM-discretized
shape gradients and observed that

• both the boundary formula (5) and the new expression (7) provide com-
parable accuracy, if Γ is smooth,

• the formula (7) is vastly superior to (5) in case of non-smooth Γ provided
that a smooth extension of g is used.

We illustrate this for the 2D setting of a square box containing a conductor with
a square cross-section and U0 = 1 [9, Sect. 5.2.1]. The plot of Figure 1 displays
the error in approximate dual norm for the two shape gradient formulas.

Figure 1. Dual norms of errors of shape gradient formulas with
respect to a reference solution computed with BEM with 8000
panels.
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Spectral Non-Conforming BEM for (local) Multiple Trace
Formulations

Carlos Jerez-Hanckes

(joint work with José Pinto, Ignacio Labarca)

We are interested in solving time-domain and time-harmonic acoustic wave trans-
mission problems arising by incident waves propagating through a composite ob-
ject. More precisely, we consider a bounded Lipschitz domain Ω ∈ Rd, d = 2, 3,
composed of M non-overlapping subdomains Ωi, i = 1, . . . ,M, such that

Ω =

M⋃

i=1

Ωi,

where Ωi ∩ Ωj = ∅ for i 6= j. We call Γij := ∂Ωi ∩ ∂Ωj the interface between

domains Ωi and Ωj . We also denote by Ω0 := Rd \ Ω the unbounded exterior
domain. Notice that one can write

∂Ωi =
⋃

j∈Λi

Γij ,

where Λi corresponds to an index set defined by

Λi := {j ∈ {0, . . . ,M} : j 6= i and Γij 6= ∅} .
The above materials are characterized by piecewise-constant properties, ci > 0 cor-
responding to domain wavespeeds (resp. wavenumbers κi) in each Ωi, i = 0, . . . ,M .
Assuming some impinging wave, we denote by ui = u|Ωi the total wave inside Ωi
and by u0 = u|Ω0 the scattered wave in the exterior domain. With this, for all
i = 0, . . . ,M , we seek to solve either time-domain or -harmonic acoustic transmis-
sion problems:

−∆ui +
1

c2i

∂2ui
∂t2

= 0 in Ωi × (0,∞](1)

−∆ui − κ2iui = 0 in Ωi.(2)

Suitable transmission (and initial) conditions are imposed. We will attempt to
solve the above problem by conveniently combining the following ingredients
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Ω0; c0

Ω1 , c1

Ω2 , c2

Γ01

Γ12 triple point

incident field

uinc

scattered field

uscat

transmitted field

Figure 1. Example of scatterer with two homogenous subdomains.

(i) Boundary integral equations (BIEs) in the form of the local multiple traces
formulation (MTF) following [1] (along with the notation therein);

(ii) Spectral Galerkin with Chebyshev polynomials for spatial discretization
[2, 3]; and,

(iii) Convolution quadrature (CQ) for the time-domain case [4].

Problem 1 (Multiple traces formulation). We seek λ ∈ VM := V0 × . . . × VM

such that the variational form:

(3) 〈F(s)λ,ϕ〉× = 〈g,ϕ〉× , for all ϕ ∈ ˜̃VM ,
is satisfied for g = (g0, g1, . . . , gM ) ∈ VM with

(4) F(s) :=




A0(s) − 1
2 X̃01 . . . − 1

2 X̃0N

− 1
2 X̃10 A1(s) . . . − 1

2 X̃1N

...
...

. . .
...

− 1
2 X̃N0 − 1

2 X̃N1 . . . AM (s)




: VM → Vpw,M .

with the block operator composed of the standard boundary integral operators
over ∂Ωi with (complex)-wavenumber s:

(5) A(s) :=

(
−Kℓ(s) Vℓ(s)
Wℓ(s) K′

ℓ(s)

)
: Vℓ → Vℓ.

We consider spectral elements to discretize the spatial densities in the MTF.
We assume that for each interface Γjℓ there exists a C1-parametrization hjℓ that

maps the nominal segment Γ̂ := [−1, 1] into Γjℓ. We achieve a non-conforming
Petrov-Galerkin discretization of problem (3) by using second kind Chebyshev
polynomials:

(6) Un(t) :=
sin(n+ 1)θ

sin θ
, t = cos θ,
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as trial functions and weighted second kind Chebyshev polynomials as test func-

tions (see Table 4 for definition). Their density in spaces Vpw,ℓ and
˜̃Vℓ was given

in [3]. We recall the orthogonality property:

(7)

∫ 1

−1

Um(t)Un(t)
√

1− t2dt =

{
0 n 6= m,
π/2 n = m,

which jointly with the relation between Fourier series and Chebyshev expansion
lead us to a faster computation of the discretization matrix entries by means of
the FFT. Basis and test functions are defined over a whole boundary ∂Ωℓ as

λℓn :=
∑

j∈Λℓ

λjℓn 1Γjℓ
where 1Γjℓ

is a characteristic function over the interface Γjℓ

and

(8) λjℓn := λ̂n ◦ h−1
jℓ , λ̂n(t) := (Un(t), Un(t)), t ∈ Γ̂.

Similarly, test functions are defined as ϕℓn :=
∑

j∈Λℓ

ϕjℓn 1Γjℓ
with

(9) ϕjℓn := ϕ̂n ◦ h−1
jℓ , ϕ̂n(t) := (Un(t)

√
1− t2, Un(t)

√
1− t2), t ∈ Γ̂.

Letting Xℓ
L := span{λℓn}Ll=0 ⊆ Vpw,ℓ and Y

ℓ
L := span{ϕℓn}Ll=0 ⊆ ˜̃Vℓ for L ∈ N, we

define the discrete version of Problem 1:

Problem 2 (Spectral non-conforming Petrov-GalerkinMTF). We seek λ ∈ XL :=
X0
L × . . . XM

L such that the variational form:

(10) (F(s)λ,ϕ)× = (g,ϕ), for all ϕ ∈ YL := Y 0
L × . . .× YML ,

is satisfied for g = (g0, g1, . . . , gM ) ∈ VM .

Existence and uniqueness of solutions for Problem 2 depends on the existence
of an inf-sup condition. This result remains elusive by now, but various numerical
experiments show the good behaviour of the proposed discretization scheme [2, 3].
We will assume there exists a unique solution for Problem 2.

Notice that the discrete problem consists in finding a solution in the space
Vpw,M instead of VM , which was the case for Problem 1. Existence and uniqueness
for the continuous problem remains valid in Vpw,M , as mentioned in [3], due to the
equivalence of the duality product between VM and Vpw,M when test functions

are elements of ˜̃VM .
Multistep-based and multistage CQ were introduced by Lubich in [5, 6] and in

[7], respectively. Both methods will be explained in the following sections, with
their assumptions and limitations, following the presentation given in [8].
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Trial functions Test functions

H1/2(Γ̂) Un(t) H̃−1/2(Γ̂) Un(t)
√
1− t2

H−1/2(Γ̂) Un(t) H̃1/2(Γ̂) Un(t)
√
1− t2

Table 4. Functions used for the spectral elements discretization
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3D Hybrid imaging method based on converging
Gauss-Newton iterations

Frédérique Le Louër

(joint work with Olha Ivanyshyn Yaman, Maria-Luisa Rapún)

1. Introduction

We are concerned with accurate full imaging methods of three-dimensional par-
ticles when a reduced amount of monochromatic data are available. While there
exists a variety of instantaneous shape detection methods using multiple incident
lights in multifrequency regime, one has to turn to iterative optimization meth-
ods when only limited aperture measurements are available from a single light
scattering at a single frequency.

To solve this inverse shape problem, we shall distinguish global methods, such
as topological imaging methods, from local methods, namely shape optimization
methods. On the one hand, the inverse problem is commonly reformulated as
the minimization problem of the least-squares functional, which accounts for the
difference between the measured and reconstructed data. The topological gradient
of this misfit functional measures the variations of such functional in the presence
of an infinitesimal scatterer at each point of the region of interest. This indicator
function localizes accurately inhomogeneities without a priori information on the
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unknown particles. On the other hand, shape optimization of initial guesses can
be performed through parametric boundary optimization and enables to recover
the shape of the detected unknown particles.

Combination of topological [8, 9] and shape optimization [7] tools by means
of converging Gauss-Newton iterations [4] generates full automatic algorithms for
solving imaging problems, namely location and shape detection of a few particles.
In a first part, we present the ingredients of this hybrid adaptive algorithm that was
recently applied to 3D holographic imaging [1]. Ongoing works will be dedicated to
an alternative approach by replacing shape derivatives with material derivatives of
boundary integral operators. The resulting algorithm [10] initially introduced in [6]
has the interesting feature to avoid the numerous numerical solution of boundary
value problems at each regularized Gauss-Newton iteration step, that are replaced
by simple matrix vector products.
Both theoretical and numerical aspects of the work may provide an overview of the
applications of boundary integral equation methods in the shape and topological
sensitivity analysis of linear waves problems.

2. Full automatic imaging algorithm based on

Gauss-Newton iterations

Let Ω represent a finite number of disjoint bounded particles in the free space R3.
We consider the perfect conductor problem at a single frequency κ > 0.





curl curlEs − κ2Es = 0 in R3\Ω
n× (Es +Einc) = 0 on ∂Ω
lim

|x|→∞
(curlEs × x− iκ|x|Es) = 0

where Einc is an incident electromagnetic wave. Let Γmeas be a discrete subset
of nearfield observation points. We define the boundary to data map F (∂Ω) =
Es

|Γmeas
. Given noisy measured nearfield data E∗

δ collected on Γmeas, we want

to solve the inverse problem equation F (∂Ω) = E∗
δ . This can be performed by

repeating a two-step algorithm: Let R be the investigated sampling area and
Ω−1 = ∅. For k ≥ −1:

1. At iteration k, if k = −1 or the IRGN algorithm stagnates , compute new
topological derivatives (TD) for all z ∈ R, denoted by Dk

T (z) [8, 9]. Then

we consider the next updated shape Ωk+1 = Ωk ∪ {z ∈ R\Ωk ; Dk
T (z) <

(1− Ck) min
y∈R

Dk
T (y)}, where Ck > 0 is arbitrarily chosen.

2. Or else, while a given stopping rule given by Morozov’s principle is not
reached and the IRGN does not stagnate, we solve the inverse problem
equation using the converging IRGN method through first order lineariza-
tion with respect to boundary parametrizations q of class C 1 at least.
Assuming ∂Ωk = qk(∂Ωref), we compute the next iterate qk+1 by solving

! argminq
[
‖F (∂Ωk) + ∂qF [∂Ωk](q − qk)−E∗

δ ‖2 + αk‖q − q0‖2
]
.
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Figure 1. On the left, we present a full reconstruction of a few per-
fectly conducting particles using monochromatic data obtained from
a single light scattering Einc = (e−4ix3 , 0, 0) with 2% noise level. On
the right, we observe that subsets of original shapes are local minima,
then the IRGN algorithm stagnates and new TDs are automaticcaly
computed to recover new particles.

Remark 1. From a computational point of view, the indicator function and
Fréchet derivatives formulæ [5, 8, 9] are relatively easy to implement with BEM
solvers. However, Step 2 requires numerous solution of the direct problem to
compute the Fréchet derivatives ∂qF [∂Ωk] at each iteration step when using the
conjugate gradient method to solve the regularized least squares problem. One
may avoid this occurence using material derivatives of the integral representation
of the boundary to data map F .

3. Material derivatives of boundary integral operators

The potential theory allows to rewrite the inverse problem equation for the bound-
ary to data map F as the following system of equations

{
Iop[q]ψ = = f [q] ,

P[q]∣∣Γmeas
ψ = E∗

δ
∣∣Γmeas

,

where Iop[q] is the boundary integral equation (BIE) operator posed on the surface
q(∂Ωref) and P[q] is the potential representation of the scattering field Es, and
f [q] = (−nq ×Einc)|Γq .

Step 2. may be replaced by the application of the IRGN method to the first
order linearization of this system [6, 10]. More precisely, at iteration k, both the
BIE solution ψ and the parametrization q are updated simultaneously by solving

! argminψ,q

[∥∥∥∥Ak
(
ψ −ψk
q − qk

)
−Bk

∥∥∥∥
2

+ αk

∥∥∥∥
(
ψ −ψ0

q − q0

)∥∥∥∥
2
]
,

where we have set

Ak =

(

Iop[qk] ∂q(Iop[qk]ψk)− ∂qf [qk]

P[qk] ∂q(P[qk]ψk)

)

Bk =

(

f [qk]− Iop[qk]ψk

E∗

δ − P[qk]ψk

)

The Fréchet differentiability analysis requires substantial trasformations of the
involved operators. Many techniques have been proposed in the litterature [2, 3, 11]
and the use of the Piola transform of q yields rather simple Fréchet derivative
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formulæ [10]. The main result is that the Fréchet derivatives are obtained by
differentiating their kernels with no loss of regularity, namely they are well defined
in the standard energy spaces.

Ongoing works focus on the numerical comparison of these two algorithms. Con-
ceptually, the underlying ideas presented in this short note can be extended to a
wide class of linear waves problems provided that the Green’s functions associated
to the investigated media are available.
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The Wigner-Smith Time Delay Matrix in Computational
Electromagnetics

Eric Michielssen

(joint work with Utkarsh R. Patel)

In 1960, Felix Smith published a seminal paper “Lifetime Matrix in Collision The-
ory”, a description of procedures to characterize time delays that particles expe-
rience during quantum mechanical interactions [1]. Starting from the Schrödinger
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equation, Smith showed that the matrix Q defined as

(1) Q = jS† ∂S

∂ω

where S is a potential well’s scattering matrix and ω denotes angular frequency,
fully characterizes the delays experienced by particles as they traverse the system.
While the “WS time delay matrix” Q has found applications in the study of phys-
ical transport and chaos [2], few studies have focused on its use in (computational)
electromagnetics.

This report discusses how the WS time delay theory can be extended to
Maxwell’s equations and explores its potential applications in electromagnetics.
Starting from Maxwell’s equations and their frequency derivative, closed-form ex-
pressions for the entries of the electromagnetic WS time delay matrix Q are devel-
oped for guiding (Fig. 1), scattering (Fig. 2), and radiating systems (Fig. 3) that
are lossless and reciprocal.

For a guiding system with perfect electrically conducting walls that is termi-
nated by homogeneous waveguides supportingMg propagating modes, the (q, p)-th
entry of the Mg ×Mg Hermitian WS time delay matrix Qg can be expressed as

Qg
qp = Q̂qp +

j

2
S†
qp

∂

∂ω

(
1

Zp

)
[np]

2 − j

2
Sqp

∂

∂ω

(
1

Zq

)
[nq]

2 .(2)

Here, Zp and np are waveguide impedance and power normalization constants and

† represents adjoint. In (2), the (q, p)-th entry of Q̂ is

(3) Q̂qp =
1

2
ε

∫

Ω

E∗
q(r) ·Ep(r)dV +

1

2
µ

∫

Ω

H∗
q(r) ·Hp(r)dV ,

where the integration is performed over the volume of the guiding system Ω, ε and
µ are permittivity and permeability of the material inside the guiding system, and
Ep/q(r) and Hp/q(r) are electric and magnetic fields that arise upon excitation
of the p-th and q-th ports. Note that the last two terms of the right-hand side
of (2) are correction terms that are non-zero only when ports are excited by non-
transverse electromagnetic modes.

For a scattering system with a scatterer circumscribed by a sphere of radius
a and excited by a free-space port that is defined on a sphere of radius R ≫ a
and that supports Ms propagating modes(see Fig. 2), the (q, p)-th entry of the

Figure 1. Guiding System. One or more propagating mode exist
in each physical port.
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Figure 2. Scattering system excited through free-space port de-
fined on a sphere of radius R.

Ms ×Ms time delay matrix Qs reads

Qs
qp =

1

2

∫

R3

[
εE∗

q(r) ·Ep(r)− E∗
q,‖(r) ·Ep,‖(r)

]
dV

+
1

2
µ

∫

R3

[
H∗
q(r) ·Hp(r) −H∗

q,‖(r) ·Hp,‖(r)
]
dV.(4)

Here, the integration is performed over all of space, and Ep,‖(r) and Hq,‖(r) are
the electric and magnetic fields computed with the far-field approximation. Note
that compared to (3), (4) introduces a correction factor that is a function Ep,‖(r)
and Hp,‖(r). This correction term extracts the time delay caused by the scattering
process from the total time waves naturally dwell within Ω (which tend to infinity
as R → ∞).

Radiating systems are hybrids of the guiding and scattering systems. For a
Mr = Mg + Ms-port radiating system composed of lossless antennas that are
excited by PEC waveguides supporting Mg propagation modes and a free-space
port supporting Ms modes, the Mr ×Mr WS time delay matrix Qr reads

Qr
qp = Q̂r

qp +
j

2
S†
qp

∂

∂ω

(
1

Zp

)
(np)

2δ̂p≤Mg −
j

2
Sqp

∂

∂ω

(
1

Zq

)
(nq)

2δ̂q≤Mg(5)

where Q̂r
qp is also given by (4) and δ̂f = 1 if f is true and is 0 otherwise.

Applications of the electromagnetic WS time delay matrix abound. Diagonal-
ization of Q yields a set of modes that experience a well-defined time delay upon
interacting with a system. Modes characterized by large time delays oftentimes
are quasi-resonant in nature, whereas those with small delays behave in a ray-like
manner. WS theory therefore allows for a classification of fields interacting with
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Figure 3. Radiating system excited through free-space and
waveguide ports.

waveguides, scatterers, and antennas that naturally connects the wave and asymp-
totic ray regimes. WS theory also allows for a broadband characterization of the
impedances of multiport systems.
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Functional a-posteriori error estimates for BEM

Dirk Praetorius

(joint work with Stefan Kurz, Dirk Pauly, Sergey Repin, and Daniel Sebastian)

Introduction. We consider the Poisson model problem

∆u = 0 in Ω subject to Dirichlet boundary conditions u = g on Γ := ∂Ω,(1)

where Ω ⊂ R
d is a Lipschitz domain with compact boundary, and (1) is supple-

mented by a natural radiation condition if Ω is unbounded.
For the ease of presenting the idea of [16], we consider an indirect BEM ansatz

u = Ṽ φ in Ω with unknown density φ ∈ H−1/2(Γ),(2)
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where Ṽ : H−1/2(Γ) → H1
ℓoc(R

d) is the single-layer potential operator defined by

Ṽ φ(x) :=

∫

Γ

G(x− y)φ(y) dΓ(y) with G(z) =

{
− 1

2π log |z|, for d = 2,

+ 1
4π |z|−1, for d = 3.

(3)

Taking the trace of (2), we obtain the weakly-singular integral equation

g = V φ on Γ with unknown density φ ∈ H−1/2(Γ),(4)

where the integral representation of the weakly-singular boundary integral opera-

tor V = (Ṽ ·)|Γ : H−1/2(Γ) → H1/2(Γ) formally coincides with that of the single-
layer potential (3). Since V is continuous and elliptic, the Lax–Milgram lemma
proves that (4) admits a unique solution φ ∈ H−1/2(Γ).

While the exact solution φ (as well as the corresponding potential u = Ṽ φ)
can hardly be computed in practice, we suppose that φh ∈ H−1/2(Γ) is a com-
puted (but essentially arbitrary) approximation φh ≈ φ. Owing to the mapping
properties of the single-layer potential, it then holds that

∆uh = 0 in Ω for the induced approximate potential uh := Ṽ φh ∈ H1(Ω)(5)

We stress that, for the indirect BEM ansatz, the potential u has a physical mean-
ing, while the integral density φ has not. In our recent work [16], we derive
computable a-posteriori error estimators µh and ηh for the potential error

µh ≤ ‖∇(u− uh)‖L2(Ω) ≤ ηh (+ data oscillations)(6)

with a particular emphasis on constant-free estimates. Clearly, the computation
of uh in Ω is computationally expensive and thus shall be avoided, until a pre-
scribed accuracy ηh ≤ tol can be guaranteed. As a matter of fact, the advertised
approach applies to any approximation φh ≈ φ and hence covers Galerkin BEM
and collocation BEM as well as inexact computations based on iterative solvers.

State of the art. Earlier works provide a-posteriori estimates for the density
error ‖φ − φh‖H−1/2(Γ) (mainly exploiting that φh is a Galerkin approximation

of φ by piecewise polynomials). See, e.g., [6, 7, 2, 3] for weighted-residual error
estimators, [17, 18, 15, 14] for two-level estimators, [20] for estimators exploiting
the Calderón projector, [9, 10, 4] for estimators based on the localization of the
H1/2-residual norm, and [5, 13, 8] for averaging and (h−h/2)-type error estimators.
Moreover, we refer to the recent review [11]. Clearly, a-posteriori error control of
the density also provides a bound for the potential error: From boundedness of

the single-layer potential operator Ṽ , it follows that

‖∇(u− uh)‖L2(Ω) ≤ C ‖φ− φh‖H−1/2(Γ),(7)

where, however, the constant C > 0 is generic, depends on Ω, and is hardly acces-
sible. Finally, one particular advantage of BEM is its potentially high convergence
order for point errors of the potential, i.e., |u(x) − uh(x)| for some fixed x ∈ Ω,
where we refer to [12, 1] for a-posteriori error control and adaptive algorithms.

Functional a-posteriori error estimate. We employ the so-called hypercircle
method (see, e.g., [19]), which even simplifies because of ∆u = 0 = ∆uh.
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Theorem 1 (Functional error identity). Exploiting (1) and (5), it holds that

max
τ∈L2(Ω)
∇·τ=0

M(τ ; g − uh|Γ) = ‖∇(u− uh)‖2L2(Ω) = min
w∈H1(Ω)

w|Γ=g−uh|Γ

M(∇w),(8)

where M(τ ; f) = 2 〈f , τ |Γ ·n〉L2(Γ)−‖τ‖2L2(Ω) and M(∇w) = ‖∇w‖2L2(Ω). More-

over, the unique maximizer (resp. minimizer) is w = u−uh (resp. τ = ∇(u−uh)).

With Theorem 1, each τ ∈ L2(Ω) with ∇ · τ = 0 provides a lower bound for
the potential error ‖∇(u− uh)‖L2(Ω), while each w ∈ H1(Ω) with w|Γ = g − uh|Γ
provides an upper bound. To compute such functions, we employ the FEM. To
lower the computational costs, we fix a bounded boundary layer domain ω ⊆ Ω
with Γ ⊂ ∂ω and dist(Γ, ∂ω\Γ) and let Th be a conforming triangulation of ω.

To motivate the following corollaries, consider for ω = Ω the problem

∆(u− uh) = 0 in Ω subject to (u− uh)|Γ = g − uh|Γ,(9)

Then, (10) is the mixed FEM formulation of (9) with τh ≈ τ = ∇(u − uh),
while (13) is the primal FEM formulation of (9) with wh ≈ u− uh. In either case,
the zero boundary conditions on ∂ω\Γ are motivated by the fact that, first, they
are clearly exact if g − uh|Γ = 0 and, second, they allow for a trivial extension of
the computed functions from ω to Ω (which is needed to apply Theorem 1).

Corollary 2 (Computable lower bound). Let P q(Th) be the space of Th-piecewise
polynomials of degree q. Let RT q(Th) ⊂ P q+1(Th) be the corresponding Raviart–
Thomas space on ω and RT q0 (Th) := {τh ∈ RT q(Th) : τh|∂ω\Γ · n = 0}. Then,
there exists a unique pair of τh ∈ RT q0 (Th) and ph ∈ P q(Th) such that

{
〈τh , σh〉L2(ω) + 〈∇ · σh , ph〉L2(ω) = 〈g − uh|Γ , σh|Γ · n〉L2(Γ),

〈∇ · τh , qh〉L2(ω) = 0,
(10)

for all σh ∈ RT q0 (Th) and all qh ∈ P q(Th). Extending τh by zero to Ω\ω, it holds
that τh ∈ L2(Ω) with ∇ · τh = 0. In particular, we obtain that

2 〈g−uh|Γ , τh|Γ · n〉L2(Γ) − ‖τh‖2L2(ω) ≤ ‖∇(u− uh)‖2L2(Ω).(11)

For the upper bound, we proceed analogously. However, since discrete FEM
functions cannot satisfy continuous Dirichlet conditions, we must discretize the
Dirichlet conditions of (9). Therefore, the upper bounds additionally involves
certain data oscillation terms.

Corollary 3 (Computable upper bound). Let Sq(Th) := P q(Th) ∩ H1(ω) be the
standard Courant FEM space and Sq0(Th) := {vh ∈ Sq(Th) : vh|∂ω\Γ = 0}. Sup-

pose that Jh : H1/2(Γ) → {vh|Γ : vh ∈ Sq(Th)} is, e.g., the L2(Γ)-orthogonal
projection. Then, there exists a unique wh ∈ Sq0(Th) such that

wh|Γ = Jh(g − uh|Γ) and 〈∇wh , ∇vh〉L2(ω) = 0 for all vh ∈ Sq0(Th).(12)
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Extend wh by zero to Ω\ω to get wh ∈ H1(Ω), and the triangle inequality leads to

‖∇(u− uh)‖L2(Ω) ≤ ‖∇wh‖L2(ω) + C ‖(1− Jh)(g − uh|Γ)‖H1/2(Γ),(13)

where C > 0 depends only on the definition of the H1/2-norm and C = 1 if the
latter is defined by harmonic extension.

Adaptive algorithm. The discrete majorant ‖∇wh‖L2(ω) from Corollary 3 can
be used to drive an adaptive mesh-refining algorithm.

In the initial step, let T Γ
h be a (boundary) triangulation of Γ, which is extended

to some (volume) triangulation Th of some boundary layer ω ⊆ Ω.
In the successive steps of the adaptive loop, we proceed as follows: Given the

triangulation Th of ω, we extract the triangulation T Γ
h , compute the BEM solution

φh and the FEM majorant wh, use ‖∇wh‖L2(T ) to mark elements T ∈ Th, and
refine the marked elements. By this procedure, we obtain a refined triangulation
Th of ω. We then use the latter to shrink the FEM domain ω (e.g., as a fixed-order
patch of the new boundary mesh T Γ

h ), restrict Th to the shrunken ω, and continue
with the next step of the adaptive loop.

Note that by shrinking ω, we practically ensure that the dimension of the BEM
space stays proportional to the dimension of the auxiliary FEM space. Of course,
it is important that Corollary 2–3 are independent of ω.

Conclusions. The proofs of Theorem 1 and Corollary 2–3 are independent of
the approximation φh ≈ φ and avoid, in particular, the use of any Galerkin-type
orthogonality. This makes the proposed approach interesting in engineering, where
primarily collocation BEM is used. Moreover, the analysis applies to indirect BEM
(as presented here) as well as direct BEM for both interior and exterior problems.
Finally, the mathematical concepts go beyond the Poisson model problem.

In first experiments with lowest-order BEM for the 2D Poisson problem (1), our
empirical observations are as follows [16]: For lowest-order BEM, first-order FEM
elements are sufficient (i.e., q = 1 in Corollary 2–3). After a few adaptive steps,
the oscillation term ‖(1− Jh)(g− uh|Γ)‖H1/2(Γ) becomes negligible and there even

holds ‖∇(u− uh)‖L2(Ω) ≤ ‖∇wh‖L2(ω) with ‖∇wh‖L2(ω)/‖∇(u− uh)‖L2(Ω) ≈ 1.2.
Mathematically, it remains to prove that upper and lower bound in (6) are equiv-
alent (at least up to oscillations terms) and that the proposed adaptive strategy
leads to optimal convergence. Both is observed experimentally. We are currently
working on a 3D implementation, where the overall goal will be to deal with 3D
Maxwell.

An obvious drawback of the approach is that it requires a FEM mesh on a
boundary layer ω ⊆ Ω along Γ. However, we stress that the generation of such a
FEM mesh is a standard problem for FEM computations, where the geometry is
usually given in terms of a CAD representation.
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Asymptotically optimal BEM for the Vlasov-Poisson system

Sergej Rjasanow

(joint work with Torsten Keßler)

1. Introduction

In this talk, we consider a combination of the Boundary Element Methods (BEM)
and of the particles method for numerical solution of the Vlasov–Poisson sys-
tem. This system describes the time, space and velocity distribution function for
collisionless electron plasma. The numerical evaluation of the acceleration force
involves the solution of the Poisson equation in the whole spatial domain. How-
ever, by the use of the BEM, a volume mesh can be avoided and only the a
discretisation of the boundary is required. The fast BEM, based on hierarchical
techniques allows to reduce the computational costs from quadratic to linear com-
plexity. In particular, the Coulomb forces acting on the particles are computed in
linear complexity. We validate our approach with the help of classical non-linear
plasma phenomena and show that our method is able to simulate electron plasma
in complex three-dimensional domains with mixed boundary conditions in almost
linear complexity.

2. Vlasov-Poisson system

Let Ω ⊆ R3 be a physical domain. The Vlasov equation for the particle density

f : R+ × Ω× R
3 → R+

reads

ft + v · gradxf +
q

m
E · gradvf = 0(1)

for the time, space and velocity variables (t, x, v) ∈ R+ × Ω × R3. Here, q ∈ R

denotes the charge and m ∈ R+ the mass of the particle. The electric field,

E : R+ × Ω → R
3

is obtained from

E = −∇φ ,
−ε0∆φ = ̺ ,(2)

and connected to the Vlasov equation via the macroscopic charge density

̺ = q

∫

R3

f dv .(3)

The parameter ε0 is the electric permittivity constant. The Vlasov-Poisson system
(1)-(2) is subjected to an initial condition

(4) f(0, x, v) = f0(x, v) ,

for x ∈ Ω and v ∈ R3. If Ω is a bounded Lipschitz domain with boundary Γ,
then the outward unit normal vector nx ∈ S2 is defined for almost all x ∈ Γ. In
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this case also a set of boundary conditions for the unknown functions f and φ
are required. An appropriate boundary condition for f can be specular or diffuse
reflection (see [2] for more details) or simple absorption

f(t, x, v) = 0 , t > 0 , x ∈ Γ , v ∈ R
3 .

The most simple boundary condition on the boundary Γ for the potential φ is a
Dirichlet boundary condition

(5) φ(x) = gD(x) , t > 0 , x ∈ Γ .

3. Numerical solution

For the numerical solution of the Vlasov equation (1), we first generate Np numer-
ical particles

(6)
( 1

Np
, xj(0), vj(0)

)
, j = 1, . . . , Np

from the initial condition f0. They will approximate the distribution function f
for t > 0, i.e.

(7) f(t, x, v) ≈ |Ω|
Np

Np∑

j=1

δxj(t) δvj(t), t > 0 ,

where |Ω| is the volume of the physical domain. The corresponding approximation
of the charge density (3) reads

(8) ̺(t, x) = q

∫

R3

f(t, x, v) dv ≈ q
|Ω|
Np

Np∑

j=1

δxj(t) ,

The Vlasov equation for the approximation (7) is equivalent to the following system
of ODEs,

(9)
ẋi = vi ,

v̇i = − q

m
∇φ(xi) , i = 1, . . . , Np,

where φ is the solution to the boundary value problem

(10)
−ε0∆φ = q

|Ω|
Np

Np∑

j=1

δxj(t) in Ω,

φ = gD on Γ = ∂Ω .

If we denote the fundamental solution of the Laplace equation by

u∗(x, y) =
1

4 π

1

|x− y| , x, y ∈ R
3 , x 6= y
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then a possible particular solution of the Poisson equation (10) is

(11) φp(x) =
q

ε0

|Ω|
Np

Np∑

j=1

u∗(x, xj(t))

and the Poisson equation (10) can be reduced to the Laplace equation

(12)
−∆φL = 0 in Ω,

φL = gD − φp on Γ = ∂Ω .

The problem (12) can be efficiently solved by the use of the fast BEM, see [5],[6],[1].
The solution of the Poisson equation is then φ = φL + φp. The problem (12) has
a unique solution which is given for by the representation formula

(13) φL(x) =

∫

Γ

u∗(x, y)γ1φL(y) dsy −
∫

Γ

γ1,yu
∗(x, y)γ0φL(y) dsy,

where γ0φL denotes the Dirichlet and γ1φL the Neumann trace of the unknown
solution φL. By applying the interior trace operator γ0 to the representation
formula (13) and using the jump relations (see e.g. [4]) and the Dirichlet boundary
condition, we obtain the boundary integral equation

(14)

∫

Γ

u∗(x, y)t(y)dsy =
1

2
g(x) +

∫

Γ

γ1,yu
∗(x, y)g(y)dsy for x ∈ Γ ,

where the abbreviations t = γ1φL and g = gD−φp have been used. The boundary
element discretisation starts with a mesh on the boundary Γ, i.e. by a conforming
surface triangulation Γh with NBEM plane triangles τℓ andMBEM nodes xi The piece-
wise constant functions

Ψ =
(
ψ1, . . . , ψNBEM

)
,

where ψℓ is 1 on triangle τℓ and 0 outside τℓ will be used as a basis and test
functions for the discretised single layer potential. For the double layer potential
the piece-wise linear basis functions, i.e.

Φ =
(
ϕ1, . . . , ϕMBEM

)
,

where ϕj(xi) = δij and ϕj is linear on each τℓ, and piece-wise constant test
functions. The BEMGalerkin method for (14) leads to a system of linear equations

(15) Vht =
(1
2
Mh +Kh

)
g ,

Summarising, the numerical procedure for the Vlasov-Poisson system is as follows:

(1) Preparation step
• Generate the surface discretisation Γh,
• Generate the BEM matrices Vh and Kh in H2-format,
• Generate the initial particle system (6).
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(2) Time steps
• Evaluate the particular solution (11) at the boundary nodes xi,
• Compute the projection of the boundary condition g,
• Solve the linear system (15),
• Compute the gradient of the representation formula (13) at the posi-
tions of the particles,

• Change the velocities of the particles corresponding to (9),
• Change the positions of the particles corresponding to (9). If a par-
ticle hits the boundary, apply the boundary conditions for f .

4. Numerical results

In this section, we show that the above numerical procedure can be realised in
almost linear complexity with respect to the most important discretisation pa-
rameters, namely in number of particles and in number of the surface triangles.
Figure 1 illustrates the linear scaling of the computational times with the number
of particles in case of a sphere meshed with 1 280 triangles. Figure 2 demonstrates
the linear scaling with respect to the number of surface triangles for a fixed number
of 10 000 particles. We refer to [3] for more numerical results.
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Figure 1. Double logarithmic plot of the computational times.
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Sparse Approximation of Integral Operators related to lossy
Helmholtz Problems

Stefan Sauter

(joint work with Steffen Börm, Maria Lopez-Fernandez)

1. Introduction

In various applications (see, e.g., [1], [13], [22] for physical ones and [15], [16], [17],
[18], [21], [24] for mathematical ones), the problem arises to discretize boundary
integral operators related to the lossy Helmholtz operator Lu = −∆u + ζ2u for
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complex frequencies ζ in C≥0 := {ζ ∈ C | Re ζ ≥ 0}. The boundary, typically, is
the surface of a three-dimensional scatterer covering a bounded Lipschitz domain
Ω ⊂ R3 with Γ := ∂Ω. In the most simple setting of the acoustic simple layer
potential the arising boundary integral operator corresponds to the sesquilinear
form

aζ (ϕ, ψ) := (V (ζ)ϕ, ψ) :=

∫

Γ

∫

Γ

G (ζ, y − x)ϕ (y)ψ (x)dΓydΓx ∀ϕ, ψ ∈ H−1/2 (Γ)

with the kernel function

(1) G (ζ, z) :=
e−ζ‖z‖

4π ‖z‖ .

The Sobolev spaces Hs(Γ) for s ∈ R are defined in the usual way (see, e.g., [19]).
The norm is denoted by ‖·‖Hs(Γ). Here (·, ·) denotes the continuous extension of

the L2 (Γ) scalar product (with complex conjugation on the second argument) to
the anti-dual pairing on H1/2 (Γ)×H−1/2 (Γ).

The Galerkin discretization of this sesquilinear form aζ (·, ·) employs boundary

element spaces which we briefly introduce. Let G =
{
τi : 1 ≤ i ≤ M̃

}
denote a

conforming triangulation of ∂Ω, consisting of affine or possibly curved triangles.
The finite-dimensional boundary element space of polynomial degree p ∈ N0 and
smoothness degree m ∈ {−1, 0} sub-ordinate to G is given by

Sp,mG :=
{
u ∈ L1 (Γ) | ∀τ ∈ G u|τ ◦ χτ ∈ Pp

}
∩Hm+1 (Γ) .

If no confusion is possible, we write S short for Sp,mG . The standard Lagrange
nodal basis is denoted by bi, i ∈ I := {1, . . . , n}, and depends as well on p, m, G.
Finally we have

(2) Sp,mG = span {bi : 1 ≤ i ≤ n} ⊂ H−1/2 (Γ) .

The maximal mesh width is denoted by

hG := max {hτ : τ ∈ G} with hτ := diam τ.

Another mesh parameter is

(3) hmin := min
{
dist (τ, τ ′) : ∀τ ∈ G ∀τ ′ ∈ G with τ ∩ τ ′ = ∅

}
.

We say that a boundary element mesh is quasi-uniform if there exists a constant
0 < Cqu = O (1) such that

(4) hG ≤ Cquhmin.

By using the basis bi we obtain a representation of the sesquilinear form aζ (·, ·)
as an n× n matrix. Let K (ζ) = (Ki,j (ζ))

n
i,j=1 ∈ Cn×n be defined by

(5) Ki,j (ζ) := (V (ζ) bj , bi) , 1 ≤ i, j ≤ n.

Remark 1. The matrix K (ζ) is fully populated containing, in general, n2 non-
zero entries. This is a major bottleneck in a numerical realization of the boundary
element method.
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The goal of this paper is to introduce a sparse approximation of the matrix K (ζ)
as a directional H2 matrix which enjoys exponential convergence with respect to
its order. Since the mid 1980ies, the development of compression algorithms for
densely populated matrices related to the numerical discretization of non-local
operators has become an important topic in numerical analysis and scientific com-
puting. We refer to [9] for a detailed literature review. We note that the existing
literature on sparse representations of high frequency integral operators is mostly
concerned with the “pure” Helmholtz problem, i.e., the operator Lζu := −∆u+ζ2u
for purely imaginary frequency ζ ∈ iR (exceptions are the papers [3], [2], [14]). In
our paper we consider more general frequencies ζ ∈ C with Re ζ ≥ 0.

2. Directional H2 Matrices for Helmholtz Equations with Decay

Directional H2 matrices have been introduced in [8], [10], [20], [4], [7], [5] for
the high-frequency Helmholtz problems for purely imaginary frequency. The new
point in this report is to introduce an admissibility condition which depends on
the imaginary and real part of the complex frequency ζ to identify pairs of re-
gions ωt, ωs ⊂ Γ, where the kernel function can be approximated by a separable
expansion of the form:

G (ζ, y − x) ≈
k∑

ν=1

k∑

µ=1

γν,µ (ζ)Φ
t
ν (ζ, x) Ψ

s
µ (ζ, y) ∀ (x, y) ∈ ωt × ωs,

i.e., an expansion where x and y appear only in a factorized way. The number k
is the rank of the separable expansion.

To formulate the algorithm we first introduce some notation. For an indexed
subset ωt ⊂ Γ, we denote by Bt the minimal axis-parallel bounding box Bt such
that

(6) ωt ⊂ Bt.

The center Mt of ωt is defined as the barycenter of Bt..

Definition 2 (directional admissibility condition for complex frequencies). For

η = (ηi)
3
i=1 ∈ R3

>0 a pair of regions ωt, ωs and a direction c ∈ S2 are η-admissible
with respect to a complex frequency ζ ∈ C>0 if they satisfy the following three
conditions:

|Im ζ|
∥∥∥∥
Mt −Ms

‖Mt −Ms‖
− c

∥∥∥∥ ≤ η1
max {diam(Bt) , diam(Bs)}

,(7a)

max {diam(Bt) , diam(Bs)} ≤ η2 dist (Bt, Bs) ,

(7b)

|Im ζ|max
{
diam2 (Bt) , diam

2 (Bs)
}
≤ max {η2, η3 (Re ζ) dist (Bt, Bs)}dist (Bt, Bs) .

(7c)

For the pure Helmholtz problem, i.e., Re ζ = 0, our conditions reduce to those
in [10], [7, Sec. 3.3] which are very similar to those in the early paper [8]. Our
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modification takes into account the exponential decay of the kernel function with
increasing real part of the frequency ζ, reflected by the first factor in

G (ζ, z) = e−(Re ζ)‖z‖ e− i Im(ζ)‖z‖

4π ‖z‖
and provides a continuous transition of the elliptic to the hyperbolic case.

Based on this admissibility condition, it is nowadays standard to build a H2

matrix approximation of the sequilinear form aζ (·, ·):
1) The index set I is organized as a cluster tree. Algorithms for building cluster

trees from index sets I corresponding to boundary element basis functions can be
found, e.g., in [25], [11].

2) A minimal partitioning of I × I, consisting of admissible blocks and non-
admissible pairs of (small) clusters, can be constructed by a simple divide and
conquer algorithm [12].

3) For each admissible pair of clusters with admissible direction c, the kernel
function is split according to
(8)

G (ζ, z) = e− i(Im ζ)〈z,c〉Gc (ζ, z) with Gc (ζ, z) := e−(Re ζ)‖z‖ e− i(Im ζ)(‖z‖−〈z,c〉)

4πr
.

Then, the factor function Gc (ζ, ·) is approximation on the pair of clusters by a
tensor polynomial Chebyshev expansion.

4) Finally, the polynomial expansion system is modified in order to satisfy
a second functional hierarchy – this is the difference between H-matrices and
H2-matrices. The idea of a recursive definition of an approximate polynomial
expansion system goes back to [23] and has been introduced for our application in
[9].

3. Main Results

The DH2 sparse approximation of the Galerkin discretization of the boundary in-
tegral operator related to the acoustic single layer potential for the lossy Helmholtz
problem satisfies:

(1) the compression algorithm presented here results in a sparse DH2-matrix
approximation which converges exponentially with respect to the rank k
of the expansion.

(2) The analysis in [9] shows how to choose the control parameters (η, k)
in order to satisfy a prescribed accuracy for this perturbation. However,
numerical experiments indicate that the rank of this approximation may
be larger than necessary. In [7], [6] a recompression algorithm is presented
for the pure Helmholtz problem (ζ ∈ iR) which further compresses an
already sparse DH2-matrix. This recompression algorithm on top of our
DH2-matrix approximation are employed numerical experiments which are
presented in [9].
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(3) The storage complexity of the algorithm is estimated in [9] for a quasi-
uniform setting (cf. (4)) by

O
(
n

η22
+min

{
(logn)

( |Im ζ|
η2

)2

,
n

η3

|Im ζ|
Re ζ

})
.

As long as |Im ζ| ≤ O (
√
n) or for the sectorial case, i.e., |Im ζ| ≤ αRe ζ,

the complexity of the algorithm does not exceed O
(
n log2 n

)
.

For the details and proofs we refer to [9].
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[6] S. Börm and C. Börst. Hybrid matrix compression for high-frequency problems. arXiv
preprint arXiv:1809.04384, 2018.
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[9] S. Börm, M. Lopez-Fernandez, and S. Sauter. Variable order, directional h2-matrices for
helmholtz problems with complex frequency, 2019.

[10] B. Engquist and L. Ying. Fast directional multilevel algorithms for oscillatory kernels. SIAM
J. Sci. Comput., 29(4):1710–1737, 2007.

[11] W. Hackbusch. Hierarchical matrices: algorithms and analysis, volume 49. Springer, Hei-
delberg, 2015.

[12] W. Hackbusch and Z. Nowak. On the Fast Matrix Multiplication in the Boundary Element
Method by Panel-Clustering. Numerische Mathematik, 54:463–491, 1989.

[13] J. D. Jackson. Classical Electrodynamics. John Wiley & Sons, New York, NY, 3 edition,
1998.

[14] M. Kachanovska. Hierarchical matrices and the high-frequency fast multipole method for
the Helmholtz equation with decay. Technical report, MPI Leipzig, 3 2014.

[15] D. Lahaye, J. Tang, and K. Vuik, editors. Modern solvers for Helmholtz problems. Geosys-
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Does the Galerkin method converge for the standard second-kind
integral equations for the Laplacian on Lipschitz domains?

Euan A. Spence

(joint work with Simon N. Chandler-Wilde)

1. Formulation of the question

Given a bounded Lipschitz domain Ω ⊂ Rd, d = 2, 3, with boundary Γ, the inte-
rior and exterior Dirichlet and Neumann problems for Laplace’s equation can be
reformulated as boundary integral equations involving the operators

(1)
1

2
I ±D and

1

2
I ±D′

where the double-layer operator D and the adjoint double-layer operator D′ are
defined by

(2) Dφ(x) =

∫

Γ

∂Φ(x,y)

∂n(y)
φ(y) ds(y) and D′φ(x) =

∫

Γ

∂Φ(x,y)

∂n(x)
φ(y) ds(y),

for x ∈ Γ and φ ∈ L2(Γ), where Φ(x,y) is the fundamental solution for Laplace’s
equation:

(3) Φ(x,y) :=
1

2π
log

(
a

|x− y|

)
, for d = 2, and :=

1

4π|x− y| , for d = 3,

with a ∈ R. Integral equations involving the operators (1) can be posed in a
variety of spaces. We work in the space L2(Γ), since this is the most natural
space in which to seek approximations of the solutions of these equations via the
Galerkin method. For simplicity of exposition, we restrict attention to 1

2I − D,
but highlight that analogues of our results below hold for all four of the operators
in (1) (see [3]).

When Γ is Lipschitz, the integral in the definition of D is understood as a
Cauchy principal value, D is bounded on L2(Γ) by [2], and 1

2I −D is invertible on

L2(Γ) by [10].
A long-standing open question about the operator 1

2I − D posed on L2(Γ) is
the following:
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Q1. Can 1
2I −D be written as the sum of a coercive operator and a compact

operator when Γ is Lipschitz (d = 2 or 3), in particular when Γ is Lipschitz
polyhedral (d = 3)?

In this paper, we say that an operator A : H → H, where H is a Hilbert space, is
coercive if there exists an α > 0 such that

∣∣(Aφ, φ)H
∣∣ ≥ α ‖φ‖2H for all φ ∈ H.

The main motivation for posing Q1 is to understand the behaviour of the
Galerkin method applied to boundary integral equations involving 1

2I −D.
Recall the definition of the Galerkin method for approximating solutions of the

operator equation Aφ = f , where φ, f ∈ H, A : H → H is a bounded linear
operator, and H is a Hilbert space: given a sequence (HN )∞N=1 of nested finite-
dimensional subspaces of H with dim(HN ) → ∞ as N → ∞,

(4) find φN ∈ HN such that
(
AφN , ψN )H =

(
f, ψN

)
H for all ψN ∈ HN .

We say that the Galerkin method is convergent for the sequence (HN )∞N=1 if, for
every f ∈ H, the Galerkin equations (4) have a unique solution for all sufficiently
large N and φN → A−1f as N → ∞. We say that (HN )∞N=1 converges to H if,
for every φ ∈ H,

inf
ψN∈HN

‖φ− ψN‖ → 0 as N → ∞.

A necessary condition for the convergence of the Galerkin method is therefore that
(HN )∞N=1 converges to H.

The significance of Q1 to the Galerkin method is given by the following theorem
from [5, Chapter II, Lemma 5.1 and Theorem 5.1].

Theorem 1. If A is invertible then the following are equivalent:

• The Galerkin method converges for every sequence (HN )∞N=1 that con-
verges to H.

• A = A0 +K where A0 is coercive and K is compact.

Q1 can therefore be rephrased as

Q1′. Does the Galerkin method converge in L2(Γ) for the operator 1
2I − D

for every sequence (HN )∞N=1 that converges to L2(Γ) when Γ is Lipschitz
(d = 2 or 3), in particular when Γ is Lipschitz polyhedral (d = 3)?

2. Previous work related to Q1.

It has been proved that 1
2I −D on L2(Γ) can be written as the sum of a coercive

operator and a compact operator when:

• Γ is C1, since here D is compact by [6].
• Γ is a 2d curvilinear polygon with each side C1,α for some 0 < α < 1 and
with each corner angle in the range (0, 2π); in this case ‖D‖L2(Γ),ess < 1/2,

where ‖ · ‖L2(Γ) is the essential norm on L2(Γ), defined by
∥∥D
∥∥
L2(Γ),ess

:= inf
K compact

∥∥D −K
∥∥
L2(Γ)

.
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Therefore, if ‖D‖L2(Γ),ess < 1/2 then D = D0+K, where ‖D0‖L2(Γ) < 1/2
and K is compact. This result was given in [8, 9], and with the analogous
result for polygons given independently in [1, §3 and Lemma 4].

Additionally, in the review article on the double-layer operator [11], Wendland
highlights that 1

2I − D on L2(Γ) can be written as the sum of a coercive opera-
tor and a compact operator when Γ is Lipschitz with sufficiently small Lipschitz
character due to the results of [7]. Indeed, the results in [7, Lemma 1, Page 392]
concern the essential spectral radius but the arguments can be adapted to prove
that ‖D‖L2(Γ),ess < 1/2 if the Lipschitz character of Γ is small enough (see [3]).

3. The answer

The paper [3] answers Q1 in the negative; i.e. [3] gives examples of 2-d Lipschitz
domains and 3-d Lipschitz polyhedra for which 1

2I −D cannot be written as the

sum of a coercive operator and a compact operator on L2(Γ). For brevity of
exposition, we focus here on the 3-d Lipschitz polyhedral case.

The results in [3] are obtained by rephrasing Q1 in terms of the essential nu-
merical range of the operator D. Recall that the numerical range and the essential
numerical range of an operator A : H → H are defined by, respectively,

W (A) :=
{
(Aψ,ψ)H : ‖ψ‖H = 1

}
, and Wess(A) :=

⋂

K compact

W (A+K).

It is straightforward to show that (i) A is coercive iff 0 /∈W (A), and (ii) A is the
sum of a coercive operator plus a compact operator iff 0 /∈ Wess(A). Q1 and Q1′

can therefore be rephrased as

Q1′′. Are the points ±1/2 outside Wess(D) on L2(Γ) when Γ is Lipschitz (d = 2
or 3), in particular when Γ is Lipschitz polyhedral (d = 3)?

Theorem 2 (Answer to Q1 when d = 3 and Γ is Lipschitz polyhedral). Let Ω
be the “open book” polyhedron defined in [3] with opening angle θ and number of
“pages” n (see Figure 1 for an example).

(i) If n = 2 there exists θ0 such that, for all θ ≤ θ0, then ±1/2 ∈ Wess(D).
(ii) For n ≥ 2 there exists θ1(n) such that, for all θ ≤ θ1,

Wess(D) ⊃
{
z ∈ C : |z| < 1

4

√
2n− 1

}

Since

Wess(D) ⊂
{
z ∈ C : |z| ≤ ‖D‖L2(Γ),ess

}
,

Theorem 2 exhibits a class of Lipschitz polyhedra for which ‖D‖L2(Γ),ess can be
arbitrarily large. This is in contrast with the 2-d case where, as recalled above,
‖D‖L2(Γ),ess < 1/2 when Γ is a polygon by [8, 9, 1]. It is also in contrast to the

result that the essential spectral radius of D on L2(Γ) is < 1/2 for every Lipschitz
polyhedron [4, Theorem 4.1].
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Figure 1. Views from above and below of the “open book”
polyhedron Ω in the case that the number of “pages” n = 4 and
the opening angle θ = π/2.

References

[1] G. A. Chandler. Galerkin’s method for boundary integral equations on polygonal domains.
The ANZIAM Journal, 26(1) (1984), 1–13.

[2] R. R. Coifman, A. McIntosh, and Y. Meyer. L’intégrale de Cauchy définit un opérateur borné
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Space–time finite and boundary element methods for the
heat equation

Olaf Steinbach

The numerical analysis of boundary integral equations and boundary element
methods for the heat equation is well established, see, e.g., [1] and [2] for an
overview. In fact, the heat single layer boundary integral operator V turns out to
be elliptic in the anisotropic Sobolev space H−1/2,−1/4(Σ) with Σ := ∂Ω× (0, T )
being the lateral boundary of the space time domain Q := Ω × (0, T ). While
in the case of the Laplace equation the ellipticity of the single layer boundary
integral operator is related to the ellipticity of the interior and exterior Dirichlet
forms, this relation with a domain variational formulation as used in finite element
methods for the heat equation is not obvious. This is of particular interest when
considering the non–symmetric coupling of finite and boundary element methods
for the heat equation, see, e.g., [3, 4] for a free space transmission problem for the
Poisson equation.

As first model problem we consider the Dirichlet problem for the heat equation,

(1) ∂tu−∆xu = f in Q, u = 0 on Σ, u(0) = 0 in Ω.

The standard variational formulation of problem (1) in Bochner spaces reads to
find u ∈ X := {w ∈ L2(0, T ;H1

0 (Ω)), ∂tw ∈ L2(0, T ;H−1(Ω)), w(0) = 0 in Ω} such
that

(2)

∫ T

0

∫

Ω

[
∂tu v +∇xu · ∇xv

]
dx dt =

∫ T

0

∫

Ω

f v dx dt

is satisfied for all v ∈ Y := L2(0, T ;H1
0(Ω)). Unique solvabilty of the variational

formulation (2) and of related space–time finite element methods using conforming
finite element spaces Yh = Xh ⊂ X is based on appropriate inf–sup stability
conditions, e.g., [5]. Although in (2) we use the same finite element test and
ansatz spaces Xh = Yh, the underlying topology is different.

Instead we consider a different setting of the variational formulation (2) in
anisotropic Sobolev spaces:

(3) Find u ∈ H
1,1/2
0;0, (Q) such that (2) is satisfied for all v ∈ H

1,1/2
0;,0 (Q).

Note that the ansatz space H
1,1/2
0;0, (Q) covers homogeneous Dirichlet boundary

conditions and initial conditions, while the test space covers homogeneous Dirichlet
boundary conditions and final conditions. The variational formulation (3) admits

a unique solution u ∈ H
1,1/2
0;0, (Q) for any given f ∈ [H

1,1/2
0;,0 (Q)]′. In fact, using a

modified Hilbert transformation HT : H
1,1/2
0;0, (Q) → H

1,1/2
0;,0 (Q) it turns out that

the bilinear form
∫ T

0

∫

Ω

∂tuHT v dx dt
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is indeed symmetric and H
1/2
0, (0, T ;L2(Ω)) elliptic, while 〈∇xu,∇xHTu〉L2(Q) is

positive semi–definite, see [6] for more details on coercive space–time finite element
methods, and [7] for an efficient realization of the modified Hilbert transformation.

In order to characterize the mapping properties of the heat boundary integral
operators, instead of the homogeneous Dirichlet boundary value problem (1) we
now consider Dirichlet problem for the homogeneous heat equation,

(4) ∂tu−∆xu = 0 in Q, u = g on Σ, u(0) = 0 in Ω.

When using a bounded extension ug ∈ H
1,1/2
;0, (Q) of the given Dirichlet datum

g ∈ H1/2,1/4(Σ) we can reformulate the Dirichlet problem (4) as in (1), and hence
we can apply the above results to establish the associated Dirichlet to Neumann
map, and to characterize the spatial normal derivative on Σ as

(5) ‖∂nxu‖2[H1/2,1/4
,0 (Σ)]′

≤ ‖u‖2
H

1/2
0, (0,T ;L2(Ω))

+ ‖∇xu‖2L2(Q).

Note that [H
1/2,1/4
,0 (Σ)]′ is the adjoint of the Dirichlet trace space of H

1,1/2
;,0 (Q) of

functions which are zero at the final time. When using the norm equivalence

‖u‖
H

1/2
0, (0,T ;L2(Ω))

≃ ‖∇xu‖L2(Q)

for functions satisfying the homogeneous heat equation, see, e.g., [1], we can
now prove, as in the case of the Laplace operator, the ellipticity of the single
layer boundary integral operator V , i.e., when replacing ‖u‖

H
1/2
0, (0,T ;L2(Ω))

by

‖∇xu‖L2(Q). However, when replacing ‖∇xu‖L2(Q) by ‖u‖
H

1/2
0, (0,T ;L2(Ω))

this then

results in the ellipticity of HTV . Note that the boundary element trace spaces
H1/2,1/4(Σ) and H−1/2,−1/4(Σ) do not take care of the initial and final zero condi-

tions, but the underlying domain spacesH
1,1/2
0, (Q) andH

1,1/2
,0 (Q) do. In particular

this is important when analysing the non–symmetric coupling of space–time finite
and boundary element methods.

Although the use of the modified Hilbert transformation HT in combination
with the heat single layer boundary integral operator V requires a more detailed
consideration, in particular from a computational point of view, we expect more
insight in the properties of the heat boundary integral operators. This will be the
topic of a forthcoming publication, [8].
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Pseudodifferential equations in polyhedral domains II: hp
approximation and graded meshes

Jakub Stocek

(joint work with H. Gimperlein, E. P. Stephan)

Starting from the regularity results in the talk by H. Gimperlein, this talk discusses
the numerical approximation of boundary problems involving nonlocal operators,
such as the integral fractional Laplacian. The article [4] surveys recent progress
in their numerical analysis.

For elliptic differential boundary value problems in polyhedral domains, explicit
singular expansions of their solutions give rise to h and hp discretizations with
optimal convergence rates for finite [2] and boundary element methods [11]. In
recent work [9, 10], corresponding results have been obtained for the fractional
Laplacian and, in [7], for a class of nonlocal transmission problems.

We consider the numerical approximation of the integral fractional Laplacian,
defined for a Schwartz function u on Rn by

(−∆)su(x) = cn,s P.V.

∫

Rn

u(x)− u(y)

|x− y|n+2s
dy, (s ∈ (0, 1)).

Here P.V. denotes the Cauchy principal value and cn,s =
22ssΓ(n+2s

2 )
π

n
2

. The operator

(−∆)s : H̃s(Rn) → H−s(Rn) is a pseudodifferential operator of order 2s.

The corresponding fractional Dirichlet problem in a domain Ω ⊂ Rn is given by

(1)
(−∆)su = f in Ω,

u = 0 in ΩC = R
n \ Ω ,

and its weak formulation is given by: Find u ∈ H̃s(Ω) such that for all v ∈ H̃s(Ω)

(2)
cn,s
2

∫∫

Rn×Rn

(u(x)− u(y))(v(x) − v(y))

|x− y|n+2s
dx dy =

∫

Rn

f(x)v(x) dx .

We discuss the Galerkin discretization of (2) by piecewise polynomials V ph ⊂ H̃s(Ω)
of degree p: Find uh ∈ V ph such that for all v ∈ V ph

(3)
cn,s
2

∫∫

Rn×Rn

(uh(x)− uh(y))(vh(x) − vh(y))

|x− y|n+2s
dx dy =

∫

Rn

f(x)vh(x) dx .
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For f ∈ H−s(Ω) there exists a unique solution u ∈ H̃s(Ω) to (2) and a unique
solution uh ∈ V ph to (3).

For a polygon Ω ⊂ R2 and sufficiently smooth right hand side f , we obtain a
precise decomposition of the solution u near the boundary into edge and corner
singular functions and a smooth remainder:

Theorem 1. The solution of (2) has the form:

u = ureg +
∑

e∈E
ue +

∑

v∈V
uv +

∑

v∈V

∑

e∈E(v)

uev.(4)

Here ue(x) admits an asymptotic expansion near the edge e with leading part
ue(x) ∼ dist(x, e)s, uv(x) admits an asymptotic expansion near the vertex v with
leading part uv(x) ∼ dist(x, v)λ, and uev admits a related asymptotic expansion
for the edge-vertex singularity. The remainder term ureg is of higher regularity.

The decomposition follows from an extension of the boundary problem to R3
+, as

popularized by Caffarelli and Silvestre [5]. The resulting local, degenerate mixed
boundary value problem in the upper half space R3

+ allows to study the solution
u using classical techniques for mixed boundary problems [6].

We present a careful study of the corner exponent λ generalizing classical results
for screen problems for the ordinary Laplacian −∆ which correspond to s = 1

2 , e.g.
in [12]. λ relates to the lowest eigenvalue for a perturbed Laplace-Beltrami oper-
ator on S2

+ with mixed Dirichlet and Neumann boundary conditions. We discuss
finite element approximations of λ, as well as highly-accurate semi–analytical ap-
proximations, as well as qualitative analytical bounds. In particular, we prove that
max{0, s− 1

2} < λ < 2s. The upper and lower bounds are sharp: λ→ max{0, s− 1
2}

as the opening angle at the vertex tends to 2π, while λ→ 2s as the opening angle
tends to 0.

Theorem 1 allows to derive quasi-optimal convergence rates for Galerkin approx-
imations of the fractional Laplacian, for the h-version on β-graded meshes and
hp-versions. In 2d it turns out that the approximation error is dominated by
the edge, not corner singularities, a consequence of the above-mentioned bound
λ > max{0, s− 1

2}.
Our main approximation result for graded meshes generalises work for convex

polyhedral domains by Acosta and Borthagaray [1]:

Theorem 2 ([9]). Let u ∈ H̃s(Ω) be a solution to (1) and Πhu be the best approx-

imation by p.w. linear functions on a β-graded mesh in the H̃s(Ω) norm.
Then for β > 2(2− s)

‖u−Πhu‖H̃s(Ω) ≤ Cβ,εh
min{β/2,2−s}−ε.

For the hp-method our main theorem generalises results by Bespalov and Heuer
for boundary integral equations [3]:
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Theorem 3 ([10]). Let u ∈ H̃s(Ω) be a solution to (1) and Πh,pu be the best
approximation by piecewise polynomial functions on a quasi-uniform mesh Th.
Then,

‖u−Πh,pu‖H̃s(Ω) ≤ Ch
1
2 p−1(1 + log(ph−1))β ,

where β ∈ N relates to the edge and corner behaviour.

The exponential convergence of the hp-method on geometrically graded meshes
is the content of current work.

Beyond the approximation results, the talk discussed the details of the imple-
mentation of hp-version finite elements for the integral fractional Laplacian. It
illustrated the theoretical results by numerical experiments, to be published in
[9, 10].
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Quadrature for Parabolic Space-Time Galerkin BEM

Johannes Tausch

Boundary integral formulations of parabolic PDEs involve layer operators on the
lateral boundary Σ of the space-time domain Q. For instance, the single layer
operator of the heat equation is given by

Vq(x, t) =
∫

Σ

E(x− y, t− τ)q(y, τ) dΣy,τ , (x, t) ∈ Σ,
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where the heat kernel is

E(x− y, t− τ) =

{
1

(4π(t−τ))d/2 exp
(
− |x−y|2

4(t−τ)

)
, t > τ,

0, t ≤ τ.

There are two choices for the construction of finite element spaces for the Galerkin
discretization

(1) A tensor product of a finite element space on the boundary surface and a
finite element space on the time interval.

(2) A space of piecewise polynomials on a triangulation of Σ. Since a parabolic
PDE has a time and space variables, the triangulation consists of triangles
in two, and tetrahedra in three spatial dimensions.

The first choice is easier to implement and has been analyzed in [1]. The second
choice has received some recent interest [2] and enables space-time adaptivity and
moving geometries with changes of topology. In either case, the numerical real-
ization of Galerkin method involves computing possibly singular integrals. In the
context of layer potentials for elliptic operators it is well known how to obtain sin-
gularity removing transformations which lead to efficient quadrature rules [4]. For
parabolic operators discretized with tensor product meshes a similar methodology
was developed in [3].

The goal of this work is to introduce these transformations for the case of a
triangulation of Σ. If Σx,Σy are two patches on the space-time boundary, then
the task is to compute integrals of the form

(1) I =

∫

Σx

∫

Σy

E(x− y, t− τ)ψ(x,y, t, τ) dΣy,τ dΣx,t .

Here ψ(x,y, t, τ) is a smooth function that incorporates contributions of the shape
functions and the kernel has singularities if Σx and Σy coincide, have a common
vertex, edge or, in the case of three spatial dimensions, have a common face.

The patches Σx and Σy can be parametrized by the standard simplex

σ(n) = { x̂ : 0 ≤ x̂n ≤ · · · ≤ x̂1 ≤ 1}

using an affine transformation. Thus integral (1) becomes

(2) I =

∫

σ(n)

∫

σ(n)

k(x̂, ŷ) dŷ dx̂.

The integration domain σ(n) × σ(n) is a complex polytope in 2n dimension which
is the convex hull of the vertices

ei,j =

[
ei
ej

]
, i, j ∈ {0, . . . , n},
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where the ei’s denote the vertices of the standard simplex σ(n)

e0 =




0
0
...
0


 e1 =




1
0
...
0


 e2 =




1
1
...
0


 . . . en =




1
1
...
1


 .

The polytope σ(n) × σ(n) is then divided into simplices in R2n using the planes
x1 = y1, . . . , xn = yn

σ(n) × σ(n) =

Nn⋃

k=1

Sk .

We obtain N2 = 6 and N3 = 20. The next step is to introduce the singular and
non-singular variables. For two spatial dimensions (n = 2) we set

s = 2 : s = 3 : s = 4 :

z′1 = y1 − x1, z′1 = y1 − x1, z′1 = x1,

z′2 = y2 − x2, z′2 = x2, z′2 = x2,

z̆1 = x1, z′3 = y2, z′3 = x1,

z̆2 = x2, z̆1 = x1, z′4 = x2,

depending on whether Σx and Σy are identical (s=2), have a common edge (s=3)
or a common vertex (s=4). Here, s is the number of singular variables. Proceed-
ing analogously for three spatial dimensions implies that the number of singular
variables is s ∈ {3, 4, 5, 6}.

The simplices Sk are again images of simplices in z-coordinates, the latter sim-
plices can be mapped by a second linear transformation to the standard simplex
σ(2n). By construction, the singular variables are mapped on the s-dimensional
standard simplex σ(s). The domain for the remaining variables is a simplex in
R

2n−s whose vertices depend linearly on the singular variables. Since the latter
variables do not enter the kernel, they only appear as polynomials and can be
integrated analytically. Thus integral (2) appears as

(3) Ik =

∫

σ(s)

1

b ·w′n2
E

( |Bw′|
b ·w′ 12

)
ψ(w′) dw′.

where ψ(·) is a polynomial, and B and b represent the coefficients of the transfor-
mation that maps w′ to x−y and t− τ . This integral is singular at w′ = 0 which
suggests to use the Duffy-like transform

w′ =

[
ξ2

ξ2w

]
where w ∈ σ(s−1),

which has Jacobian ξ2s−1. Then

t− τ = b′ ·w = ξ2 (b0 + b1w1 + · · ·+ bs−1ws−1) := ξ2 β(w),
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and integral (3) becomes

(4) Ik =

1∫

0

∫

σ(s−1)

ξ2s−1−n

β(w)
n
2
E

(
ξ
c(w)

β(w)
1
2

)
ψ(ξ2w) dw dξ.

Note that the smallest power of ξ in the numerator occurs when n = 2 and s = 2.
In this case 2s− 1−n = 1, so the singularity at ξ = 0 gets canceled by this power.
However, this does not prove that the integrand will always be a smooth function.
In particular, the integrand is singular when the quantity t− τ (and hence β(w))
changes signs when Σx and Σy overlap in the time variable.

Recall that the function E(·) is continued by zero when β(w) ≤ 0, thus we have
to integrate integral (4) only over the intersection of σ(s−1) with the half-space
H+ = {w : β(w) ≥ 0}, i.e., the domain

T := σ(s−1) ∩H+.

We will now describe the geometry of T in more detail. We set d = s − 1 and
re-name the vertices of σ(d) to vi such that

vi ∈ H+, i ∈ {0, . . . , d̂},
vd̂+j ∈ H−, j ∈ {1, . . . , d̃}.

Here, H− defines the complementary half-space. Since a simplex has an edge
between any pair of vertices, there are intersection points vi,j with the plane H0

on the edges between vi and vd̂+j . For convenience, we also denote the vertices

vi by vi,0. It is then easy to verify that the vertices of T are the convex hull of

the points vi,j , i = 0 . . . d̂, j = 0 . . . d̃, which motivates us to define the transform

(5) w = φ(ŵ, w̃) =
∑

i,j

vi,j φi(ŵ)φj(w̃).

Here φi denote the linear Lagrange polynomials of the standard simplex, i.e.,

φi(ej) = δi,j . Since 0 ≤ φi ≤ 1 and
∑

i φi = 1 it follows that φ maps σ(d̂) × σ(d̃)

into T . The following result states that the map φ is also onto.

Theorem 1. If the plane H0 does not contain any of the vertices of σ(d) then T is

combinatorially equivalent to σ(d̂) × σ(d̃) and equation (5) defines a bijective map

between σ(d̂) × σ(d̃) and T .

We do not give a careful proof of this result here. We only mention that the
idea is to arrange the vertices ei,j in and vi,j into two rectangular arrays. The
faces of each polytope are obtained by canceling rows and columns from the array.
Thus there is a one-to-one correspondence of all faces. Further, beginning with the
lowest-dimension, we see that φ in (5) maps bijectively between the corresponding
faces.

Returning to the affine function β(w), we see that

β(w) =
∑

i,j

β(vi,j)φi(ŵ)φj(w̃) =
∑

i

β(vi,0)φi(ŵ)(1− w̃1)
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Here, the last step follows from the fact that β vanishes on the vertices on H0 and
that φ0(w̃) = 1− w̃1. Now introduce another Duffy transform

w̃ =

[
1− ζ

(1− ζ)w̆

]
where w̆ ∈ σ(d̃−1).

Thus ζ = 1− w̃1 and integral(4) becomes

Ik =

1∫

0

1∫

0

∫

σ(d̂)

∫

σ(d̃−1)

ξ

ζ
E

(
ξ

ζ
ψ1(ζ, ŵ, w̆)

)
ψ2 (ξ, ζ, ŵ, w̆) dŵdw̆ dζdξ

where ψ1 > 0 is smooth and ψ2 is a polynomial. To handle the ratio ξ/ζ we
introduce the following two transform which map (λ, µ) ∈ [0, 1]2 to two triangles
in the (ξ, ζ) plane which add up to [0, 1]2,

(a)

[
ξ
ζ

]
=

[
λµ
λ

]
, and (b)

[
ξ
ζ

]
=

[
λ
λµ

]

Since the Jacobian contributes an additional factor of λ we find that Ik is the sum
of

I
(a)
k =

1∫

0

1∫

0

∫

σ(d̂)

∫

σ(d̃−1)

E
(
µψ1 (λ, µ, ŵ, w̆)

)
ψ2 (λ, µ, ŵ, w̆) dŵdw̆ dλdµ

I
(b)
k =

1∫

0

1∫

0

∫

σ(d̂)

∫

σ(d̃−1)

1

µ
E

(
1

µ
ψ1 (λ, µ, ŵ, w̆)

)
ψ2 (λ, µ, ŵ, w̆) dŵdw̆ dλdµ

These integrands are smooth and can be treated using standard quadrature rules.
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Boundary integral equations and boundary element methods for
eigenvalue problems in acoustics and electromagnetics

Gerhard Unger

We analyze boundary integral equations and boundary element methods for eigen-
value problems in acoustics [6, 8] and electromagnetics [3, 9]. The cavity eigen-
value problem and the scattering resonance for an impenetrable and a penetrable
scatterer are considered. The proposed boundary integral formulations for these
eigenvalue problems are boundary integral formulations of the first kind and are
based on the same boundary integral equations and boundary integral operators
as those for the related source problems. Boundary integral formulations of eigen-
value problems always lead to nonlinear eigenvalue problems with respect to the
eigenvalue parameter even if the original eigenvalue problem is a linear one. The
reason for that is that the eigenvalue parameter occurs nonlinearly in the funda-
mental solution of the involved partial differential operator. However, as described
below, the discretized eigenvalue problems may be transformed to equivalent linear
eigenvalue problems by the contour integral method.

The considered boundary integral formulations of the eigenvalue problem are
eigenvalue problems for holomorphic Fredholm operator-valued functions. For such
kind of eigenvalue problems a comprehensive spectral theory exists [7]. Moreover,
abstract results on the convergence for the approximation of such kind of eigenvalue
problems are available [4, 5]. In particular, these convergence results are valid for
the conforming Galerkin approximation of eigenvalue problems for holomorphic
operator-valued functions if the occurring operators satisfy a G̊ading’s inequality.
We have applied these convergence results in [8] to Galerkin boundary element
approximations of acoustic eigenvalue problems and in [6] to coupled FEM-BEM
formulations of vibro-acoustic eigenvalue problems, and we have shown that quasi-
optimal error estimates are achieved. For electromagnetic eigenvalue problems the
occurring boundary integral operators satisfy only a generalized G̊arding’s inequal-
ity. In such a case additional properties of the approximation spaces are required in
order to guarantee convergence. In [2] sufficient conditions for the convergence of
a conforming Galerkin approximation for such kind of eigenvalue problems are de-
rived in an abstract setting. In [9] we have shown that these conditions are satisfied
for the Galerkin approximation of boundary integral formulations of electromag-
netic eigenvalue problems when classical boundary elements of Raviart-Thomas or
Brezzi–Douglas–Marini type are used.

The Galerkin approximation of boundary integral formulations of eigenvalue
problems result in eigenvalue problems for holomorphic matrix-valued functions
for which commonly the contour integral method [1] is applied. The contour inte-
gral method is a reliable method for the approximation of all eigenvalues which lie
inside of a given contour in the complex plane, and for the approximation of the
corresponding eigenvectors. The method is based on the contour integration of
the inverse of the occurring matrix-valued function of the eigenvalue problem and
utilizes that the eigenvalues are poles of it. By contour integration a reduction
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of the eigenvalue problem for a holomorphic matrix-valued function to an equiva-
lent linear matrix eigenvalue problem is possible such that the eigenvalues of the
linear eigenvalue problem coincide with the eigenvalues of the nonlinear eigen-
value problem inside the contour. For the practical application of this method
an efficient approximation of the contour integral over the inverse of the under-
lying matrix-valued function of the eigenvalue problem is necessary. This can be
achieved for example by the composite trapezoidal rule which requires the solu-
tion of several linear systems involving boundary element matrices related to the
eigenvalue problem.

In photonics and plasmonics there is currently an intensive discussion in which
respect eigenvalues and eigenmodes related to scattering problems can be used to
describe the scattering behavior of a scatterer in given frequency range. In math-
ematical terms this leads to the question of modal expansion and of the modal
approximation of the solution operator of scattering problems. We use boundary
integral equation methods together with the analytic Fredholm theory to tackle
this question. The solution operator of scattering problems can be described,
when using appropriate boundary integral operators, as the inverse of a holomor-
phic Fredholm operator-valued function, which is a meromorphic operator-valued
function. The Keldysh theorem [7] for holomorphic Fredholm operator-valued
functions provides for any simple connected bounded domain in the complex plane
with smooth boundary a representation of the principal part of the inverse of such
kind of functions in terms of its eigenvalues which lie inside the domain and in
terms of the corresponding eigenmodes. Numerical experiments in [3] show that
at least for well separated eigenvalues this principal part can be utilized to achieve
good approximations of scattering properties over a whole frequency range of in-
terest. However, one of the central questions is still open, namely: under which
condition it is possible to represent the solution operator of scattering problems
purely in terms of the eigenvalues and eigenmodes.
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A New Approach to Time Domain Boundary Integral Equations for
the Wave Equation

Carolina Urzúa-Torres

(joint work with Olaf Steinbach)

Let Ω ⊂ Rn (n = 1, 2, 3) be a bounded interval for n = 1, or a bounded Lipschitz
domain for n ≥ 2. Let (0, T ) be a time interval with finite time horizon T > 0. We
define the space-time cylinder Q := Ω× (0, T ) ⊂ Rn+1, and its lateral boundary
Σ := ∂Ω × [0, T ]. As model problems, we consider both the interior Dirichlet
initial boundary value problem for the wave equation

(1)





∂ttu(x, t)−∆xu(x, t) = 0 for (x, t) ∈ Q,

u(x, t) = g(x, t) for (x, t) ∈ Σ,

u(x, 0) = 0 for x ∈ Ω,

∂tu(x, 0) = 0 for x ∈ Ω,

and its corresponding exterior counterpart in Rn \Q.
Different strategies have been used to derive variational methods for time do-

main boundary integral equations for the wave equation (1). The more established
and succesful ones include weak formulations derived via the Laplace transform,
and also space-time energetic variational formulations, often referred as energetic
BEM in the literature. These approaches started with the groundbreaking works
of Bamberger and Ha Duong [2], and Aimi et al. [1], respectively. We refer the
reader to [4, 5, 6] and the references therein for an overview and more recent de-
velopments on time dependent boundary integral equations for the wave equation.

In spite of their extensive use, the corresponding numerical analysis of these
formulations is still incomplete and presents difficulties that are hard to overcome,
if possible at all.

One of these difficulties is the fact that current approaches provide continuity
and coercivity estimates which are not in the same space-time (Sobolev) norms.
Indeed, there is a so-called norm gap arising from a loss of regularity in time of
the related boundary integral operators. Yet, recent work by Joly and Rodŕıguez
shows that these norm gaps are not present in 1D [6]. Moreover, to the best of
the authors’ knowledge, there is no proof nor numerical evidence that such loss of
time regularity should hold for higher dimensions either. These two observations
encourage us to believe that one may be able to prove sharper results using different
mathematical tools.
On the other hand, current strategies do not provide the foundations for space-time
boundary element methods, which are basically boundary element discretizations
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where the time variable is treated simply as another space variable, in contrast to
techniques such as time-stepping methods and convolution quadrature methods
[7].

Space-time discretization methods offer an increasingly popular alternative,
since they allow the treatment of moving boundaries, adaptivity in space and time
simultaneously, and space-time parallelization. However, in order to exploit these
advantages, one needs to have a complete numerical analysis of the corresponding
Galerkin methods.

In this talk, we present a new approach to formulate boundary integral equations
for the wave equation. Based on [8, 10], we work directly in the time domain and
aim for a mathematical framework that overcomes the aforementioned difficulties
and also paves the way to stable space-time FEM/BEM coupling.

For this, we begin by considering the Sobolev spaces used by Costabel in [3],
which are defined on the extended space-time cylinders Q− := Ω × (−∞, T ) and
Q+ := Ω × (0,∞), and allow us to include the zero initial conditions u(x, 0) = 0
and ∂tu(x, 0) = 0 for x ∈ Ω. There we derive trace theorems, Green’s formulas,
representation formulas, boundary integral operators, and Calderón identities.

Next, we discuss how to exploit the tools from [8] to achieve an ellipticity
estimate for the weakly singular boundary integral operator V arising from (1) in
1D. This new estimate is in the natural energy trace space for V , i.e. it does
not lose time regularity. The key piece for this result is a Hilbert-type transform
studied in [8, 9] for the heat equation. We explain how this leads to the expected
estimates in 1D and the connection of our work with the energetic BEM approach.
Finally, we conclude by mentioning how we expect that these ideas extend to higher
dimensions.

References

[1] A. Aimi, M. Diligenti, C. Guardasoni, and S. Panizzi, A space-time energetic formulation
for wave propagation analysis by BEMs, Riv. Mat. Univ. Parma 7 (2008) 171–207.

[2] A. Bamberger, T. Ha Duong: Formulation variationnelle pour le calcul de la diffraction
d’une onde acoustique par une surface rigide, Math. Methods Appl. Sci. 8 (1986) 598–608.

[3] M. Costabel: Boundary Integral Operators for the Heat Equation, Integral Equations and
operator Theory 13 (1990) 498–552.

[4] M. Costabel: Developments in boundary element methods for time-dependent problems. In:
Problems and Methods in Mathematical Physics (L. Jentsch, F. Tröltzsch eds.), Teubner
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SWITZERLAND

Dr. Carlos F. Jerez-Hanckes

Faculty of Engineering and Sciences
Universidad Adolfo Ibáñez
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Mathematical Institute
University of Oxford
AWB
Woodstock Road
Oxford OX2 6GG
UNITED KINGDOM


