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Introduction by the Organizers

The mini-workshop Kronecker, plethysm, and Sylow branching coefficients and
their applications to complexity theory, organised by Christine Bessenrodt (Leibniz
University Hannover), Chris Bowman (University of Kent), and Eugenio Giannelli
(University of Florence) was attended by 17 researchers from Europe and North
America. The expertise of the participants ranged from algebraic combinatorics,
group theory and representation theory to their connections to complexity theory.



518 Oberwolfach Report 9/2020

Main objects of study. We let Sn denote the symmetric group on n letters.
Given λ a partition of n, we have a corresponding simple CSn-module SC

λ called
a Specht module. For n = a × b, we let Sa ≀ Sb ≤ Sn denote a wreath product
subgroup of Sn. For a prime, p, we let Pn ≤ Sn denote a Sylow p-subgroup of
Sn. We define the Kronecker, plethysm and Sylow branching coefficients to be the
decomposition multiplicities of the following representations

(1) SC

λ ⊗ SC

µ indSn

Sa≀Sb
(SC

λ ⊘ SC

µ) indSn

Pn
(U)

as a direct sum of simple CSn-modules (for U any simple CPn-module). These
coefficients have been described as “perhaps the most challenging, deep and mys-
terious objects in algebraic combinatorics” and were identified by Richard Stanley
on his list of the definitive open problems in algebraic combinatorics.

The week at Oberwolfach. The workshop brought together specialists with
different but overlapping and well complementing backgrounds in ordinary and
modular representation theory (Law, Morotti, Navarro, Olsson, Sutton, Vallejo,
Tiep, Wildon), and algebraic combinatorics and its applications (Ikenmeyer, Orel-
lana, Pak, Panova, Rosas, Zabrocki). The format of the workshop was designed to
foster collaborations and to inspire new research: the Monday was spent entirely
on introductory talks to each of the focus research areas and there was plenty of
time throughout the week for collaborative work. This format was very successful
in this regard and the highlights were announced by research teams at the end of
the week. We detail the programme of the week.

• In their introductory lectures, both Rosa Orellana and Chris Bowman
focussed on stability properties of Kronecker and plethysm coefficients,
which have been conjectured to be simpler than their non-stable counter-
parts in a number of ways; both speakers highlighted a fifteen year old
conjecture of Klyachko and Kirillov which states that stable Kronecker
coefficients form a saturated semigroup. This led to a lively and ongoing
debate (which lasted through the week) and a bet was placed by Igor Pak
and Chris Bowman on the validity of this conjecture (the former staking
it to be incorrect and the latter that it was correct). This bet was resolved
by Greta Panova who described a counterexample to this conjecture on
the Thursday of the workshop.

• Local-global conjectures are at the heart of modern representation theory
of finite groups. Among these, the most important and most studied is cer-
tainly the McKay conjecture that dates back to 1972 and has been seminal
for many important counting conjectures on characters. On these lines,
one of the spectacular highlights of the meeting was Gabriel Navarro’s
Monday lecture, reporting on joint work with Pham Tiep. In his talk he
presented a new and striking conjecture which proposes a direct relation
between McKay correspondences and restriction of characters to Sylow p-
subgroups. This conjecture provides a fundamental shift of perspective in
local-global representation theory and promises to be the source of many
new avenues of research. Navarro also announced several results, bringing
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new deep information on fields of values of characters, and at the same
time providing evidence towards the validity of his new conjecture.

We are pleased to mention that after a week of intense work and ex-
change of ideas with other participants (Navarro, Tiep, Law and Vallejo),
Eugenio Giannelli managed to prove the new Navarro–Tiep conjecture for
symmetric and alternating groups.

• Pham Tiep’s talk started playfully with the question “Why do we care
about tensor products?”. His answer was compelling in its sheer breadth:
detailing his recent work on the Aschbacher–Scott program and his ver-
ification of conjectures of John Thompson and Michael Larsen and their
connections across representation theory, group theory, algebraic geometry
and number theory.

• Igor Pak detailed new upper and lower bounds for Kronecker coefficients
by using recent work on 3-dimensional contingency tables (generalising
the notion of a 3-dimensional Young diagram or “pyramid”). Such bounds
were utilised by Pak–Panova to understand the asymptotically largest Kro-
necker coefficients and by Ikenmeyer–Mulmuley–Walter to show that the
problem of deciding positivity of Kronecker coefficients is NP-hard.

• Greta Panova and Christian Ikenmeyer told a story of the recent highs
and lows in the Geometric Complexity Theory program. Greta Panova
focussed on their recent negative results. The central idea of GCT is to
provide obstructions which separate the arithmetic versions of P and NP.
Classically, this means proving that the determinantal complexity of the
permanent grows super-polynomially. The GCT machine translates this
into proving strict inequalities between Kronecker and plethysm coeffi-
cients. Greta Panova discussed their recent seismic paper in which they
proved that this problem is much more difficult than anticipated: “oc-
currence obstructions” (inequalities in which the Kronecker coefficient is
zero and the plethysm coefficient is strictly positive) do not exist. In
other words to prove P 6= NP, it is not enough to find pairs such that the
Kronecker coefficient is zero and the plethysm coefficient is (a perhaps un-
known) positive number. Rather, we require “multiplicity obstructions”
involving precise information about the exact values of both (non-zero)
coefficients.

Christian Ikenmeyer, on the other hand, told us that this is not the
end of the world. In an enlightening talk, he focussed on possible replace-
ments for the determinant and permanent as the polynomials in the GCT
program. Their recent work in the context of Chow varieties has shown
that multiplicity obstructions do exist and that they are stronger than
occurrence obstructions. Christian also ran through a “miniature GCT
program” involving the elementary symmetric and power sum polynomi-
als. This highlighted how each step of the program should work (given an
input of a pair of polynomials) in order to separate out complexity classes.
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• In their talks on Tuesday andWednesday, Stacey Law and Carolina Vallejo
presented new results on Sylow Branching Coefficients for symmetric and
alternating groups. Vallejo also mentioned significant new results towards
a complete proof of a long standing open problem proposed by Malle and
Navarro in 2012. The completion of this project was at the centre of col-
laborative work between Giannelli, Law and Vallejo during the afternoons
at Oberwolfach.

• The quest for Sylow Branching Coefficients started with the study of
McKay bijections for symmetric groups at the prime p = 2. In this
sense it is incredible and a bit frustrating that we are currently unable to
decompose the permutation characters induced from Sylow 2-subgroups.
Bessenrodt, Giannelli and Olsson discussed this problem at Oberwolfach
(and also before this meeting). Despite some encouraging progress, a com-
plete solution seems still far from reach.

• A current benchmark problem for Kronecker coefficients is the Saxl con-
jecture which claims that all Kronecker coefficients for the square of the
staircase character are positive. The existence of such an Sn-character for
all n > 9 was conjectured by Heide, Saxl, Tiep and Zalesski, but without
providing candidates. On her Simons Visiting Professorship, Greta Panova
visited Christine Bessenrodt at Hannover, and they began work on a vast
generalisation of Saxl’s conjecture. Based on computer calculations, they
formulated a conjectural classification of all irreducible characters such
that the Kronecker coefficients of their squares are all positive. This opens
up Saxl’s original conjecture (phrased only for triangular numbers) to all
integers and hence promises the possibility of an inductive attack.

• In 2019, Bowman, De Visscher, and Enyang had provided a “lattice permu-
tation condition” for calculating stable Kronecker coefficients, and Orel-
lana, Zabrocki had provided a “semistandard condition” for calculating
stable Kronecker coefficients. Both teams used tableaux-theoretic ideas
arising in slightly different Schur, Weyl and Howe dualities involving (mul-
ti-set) partition algebras. During the week, Chris Bowman, Rosa Orellana,
and Mike Zabrocki pored over many intricate calculations; they attempted
to reconcile these approaches and began several pump-priming projects
(including the search for a presentation of the multiset partition alge-
bra, an action of this algebra on multiset tableaux, and implementation
of algorithms in SAGE) with the eventual aim of solving the stable Kro-
necker problem in its entirety. This was also the subject of Orellana and
Zabrocki’s talks.

• New links of the Kronecker problem to modular representation theory ap-
peared in talks by Louise Sutton on Wednesday and Lucia Morotti on
Friday. In her talk, Louise Sutton presented new results on Kronecker
coefficients with applications to Saxl’s conjecture, and connected to de-
composition numbers of symmetric groups and Hecke algebras. In the
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situation of the modular Kronecker problem, even determining when a ten-
sor product of representations for the symmetric and alternating groups
is irreducible is difficult. Morotti spoke about this problem and discussed
her impressive results completing the classification of irreducible tensor
products for these groups as well as their double covers at characteristic
p 6= 2.

Wider categorical, combinatorial, and character-theoretic perspectives.
A number of themes relating to wider contexts arose repeatedly throughout the
week. Bowman and Wildon suggested a number of starting points for the search
of a “plethystic crystal”, only to discover that Zabrocki and Orellana had been
looking at this exact same problem in an ongoing collaboration hosted at the
American Institute of Mathematics.

The modular decomposition number problem also arose again and again during
the week, culminating on the final day when Bowman announced the proof of a
vast generalisation of Riche–Williamson’s work on p-Kazhdan–Lusztig polynomials
and decomposition numbers of symmetric groups. In a similar vein, Mark Wildon
proposed an entirely new avenue of research “What plethystic isomorphisms have
modular analogues?”. Unfortunately, this question was only raised on the final
day of the workshop and so did not receive the attention it deserved.

Zeros of characters, character values and more generally the study of the field of
values of irreducible characters intertwined at several points in the workshop. In
one direction, while unique factorisation of Kronecker products was disproved by
a counterexample produced by Bessenrodt, the tools used in this context led to a
number of wider questions concerning the vanishing sets of irreducible characters.
In another direction, such character theoretic questions also arose in Navarro and
Tiep’s new conjecture which was proposed at the workshop.

It was widely agreed that these topics deserve much further investigation at a
larger workshop, and that Oberwolfach would make an ideal location for such a
future event.

Acknowledgement: The MFO and the workshop organizers would like to thank the
National Science Foundation for supporting the participation of junior researchers
in the workshop by the grant DMS-1641185, “US Junior Oberwolfach Fellows”.
Moreover, the MFO and the workshop organizers would like to thank the Simons
Foundation for supporting Greta Panova and Pham Huu Tiep in the “Simons
Visiting Professors” program at the MFO.
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Abstracts

Character values and Sylow Subgroups

Gabriel Navarro

(joint work with Pham Huu Tiep)

1. Introduction. I think that, in a certain sense, this talk and my presence
here closes a circle that was opened in December 2012. I met E. Giannelli in
Florence and asked him about the decomposition into irreducible constituents of
the permutation character (1P )

G in symmetric groups, where P is a Sylow p-
subgroup of G. I received an e-mail a month later telling me that he knew how to
do a few cases. Later, in 2018 ([2]), he determined, with Stacey Law, and for p odd,
the constituents of the character (1P )

G, what we are going to call Irr((1P )
G), but

not the multiplicities (yet). These multiplicities are now called, in Sn, branching
Sylow coefficients, and it is the reason of my presence in the workshop.

Why my interest in this particular character?

Let me start by saying that one of the main problems in representation theory
of finite groups, is to understand the global/local connections between a group
and the local subgroups. Richard Brauer was a pioneer in this idea. Examples of
that are that simple groups could be classified by using centralizers of involutions;
Brauer’s first main theorem; or Problem 12 of his famous list: what does the
character table X(G) of G, know about P ∈ Sylp(G)? In fact, let me raise a
more general problem here: what does Xp(G) know about P , where Xp(G) is the
submatrix of the character table that corresponds to p-elements? (For instance, if
p 6= 3, 5, Xp(G) determines if P is abelian. Is this true in general?)

About this particular character (1P )
G:

• In 1998 ([5]), I wrote a paper “Fusion in the Character Table”, proving that
from the character table of G you can determine the character (1P )

G in p-solvable
groups. Why the name fusion? It is easy to see that knowing (1P )

G is equivalent
to knowing |xG ∩P | for every p-element x ∈ G. I don’t think this is known even if
P is abelian. Recall that an abelian p-group is determined by the multiset of the
orders of its elements.

• In 2012 ([4]), I wrote a paper with Gunter Malle about the constituents of (1P )
G.

One of the most essential results in character theory degrees is the Itô-Michler
Theorem asserting that p does not divide χ(1) for all χ ∈ Irr(G) if and only if P
is normal and abelian. We have, if Brauer’s Height Zero Conjecture is true, that
p does not divide χ(1) for all characters in the principal p-block if and only if P
is abelian. We were able to separate “normal” from “abelian”, and the answer
was (1P )

G: P ⊳ G if and only if p does not divide the degrees of the characters
in Irr((1P )

G).
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But overall, I was essentially interested in characters of p′-degree (not divisible by
p) and the McKay conjecture.

2. McKay connections. After Brauer, the most important thing that has hap-
pened in my part of Representation Theory is the McKay conjecture. For col-
leagues not entirely familiar with this problem, the McKay conjecture from 1971
asserts that |Irrp′(G)| = |Irrp′(NG(P ))|, where Irrp′(G) is the set of irreducible
complex characters of G of degree not divisible by p.

Looking for some explanations, one wonders if there are some special types of
bijections: ∗ : Irrp′(G) → Irrp′(NG(P )), and the first thing that comes to your
mind is to restrict characters to NG(P ) and check if you see something. If χ is a
character of G and H is a subgroup, then χH is the restriction. Spoiler: restriction
to NG(P ) is not the answer in general. In G = Sn, there are different p′-degree
characters that have the same restriction to NG(P ). Perhaps the experts have an
explanation for this: for p = 5 the only example that I know of is S5, and the two
characters of degree 4. For p = 3, I only know of two examples: in S10 and S19. I
have checked up to S25. No examples for p = 2. In any case, even when there is a
natural bijection (for example, Sn and p = 2), this approach is too naive.

Let us introduce some important notation. If K is a field (of characteristic zero,
almost all the time Q) and χ is a character then K(χ) is the smallest field con-
taining the values of χ and K. There are two important numbers associated to
χ: the degree χ(1) and the conductor c(χ), which is the smallest f ≥ 1 such
that Q(χ) ⊆ Qf , where here Qf is the f -th cyclotomic field. (That is, c(χ) is the
conductor of the field Q(χ).)

An uncontroversial assertion, perhaps, is that if there is a canonical bijection ∗ :
Irrp′(G) → Irrp′(NG(P )) then one should have Q(χ) = Q(χ∗) for all χ ∈ Irrp′(G).
But this is false in general. The following seems to be working, however ([6]).

Conjecture (Galois-McKay) There is a bijection ∗ : Irrp′(G) → Irrp′(NG(P ))
such that Qp(χ) = Qp(χ

∗), where Qp is the field of p-adics.

Here we are interested in the field of values of the p′-degree characters over Q.

If Q ⊆ F ⊆ Qn, then it is elementary to show that there is a finite group G
and χ ∈ Irr(G) such that Q(χ) = F . However, we were realizing that F2 =
{Q(χ)/Q |χ ∈ Irr2′(G), G is a finite group} are not all the abelian extensions!
What are these fields? My interest was to find more global/local connections,
perhaps even find a new refinement of McKay. We proved the following last year
([3]).

Theorem Suppose that Q(χ) = Q(
√
d), where d 6= ±1 is a square-free integer. If

χ(1) is odd, then d ≡ 1 mod 4.

So for instance, there is no χ(1) odd such that Q(χ) = Q(
√
2) or Q(

√
2i), etc.

Looks elementary. But it is not.

Our main result here (whose proof was completed at the Institute) is the following:
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Theorem (N-Tiep). F2 is the set of abelian extensions F/Q such that Q2a ⊆
F ⊆ Qn, where n = 2am is the conductor of F , and m is odd.

There is an odd version of this result, which occurs if the quasi-simple groups
satisfy a natural condition. All these results, and others (such as Gow’s conjecture
on real groups and the exponent of P/P ′ [7]) would be a consequence of the
following.

Conjecture (Restriction to Sylow, N-Tiep, 2020) There is a bijection

∗ : Irrp′(G) → Irrp′(NG(P ))

such that Q(χP ) = Q((χ∗)|P ) for χ ∈ Irrp′(G).

3. Close the circle. I come back to (1P )
G. What is the subset of Irrp′(G), if it

exists, that corresponds via a McKay bijection ∗ onto Irr(NG(P )/P )? Giannelli
has an answer for symmetric groups ([1]). For p-solvable groups, these are the
p′-special characters of Gajendragadkar. What about groups of Lie type? These
characters should be strongly p-rational (if G ⊳ Γ and Γ/G is a p′-group, then
all Irr(Γ|χ) are p-rational). In p-solvable groups, we also have that χ0 ∈ IBr(G)
for these characters. Perhaps there is something about χ0 in general.
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Introduction to Geometric Complexity Theory

Christian Ikenmeyer

Geometric complexity theory studies specific orbit closure questions that have
implications in computational complexity theory. In this short talk I highlighted
different orbit closure containment questions besides Valiant’s well-known determi-
nant versus permanent question that can be studied with representation theoretic
branching rules.

The starting point of geometric complexity theory [1] is an adapted result of
Valiant [2] that can be phrased as follows. Let

detn :=
∑

π∈Sn
sgn(π)

∏n
i=1 xi,π(i).
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Fix m ∈ N and a homogeneous polynomial f of degree m. Then there exists n ∈ N
such that

(1) xn−m
1 f ∈ GLn2detn.

In the talk I proved this result via algebraic branching programs, which is a conve-
nient way of depicting sparse iterated matrix multiplication. The smallest n that
is required for this inclusion is called the border determinantal complexity dc(f) of
f . The permanent polynomial is defined as

perm :=
∑

π∈Sm

∏m
i=1 xi,π(i).

Mulmuley and Sohoni’s strengthening of Valiant’s conjecture can be phrased as

the sequence of natural numbers dc(perm) is not polynomially bounded,

i.e., there does not exist a univariate real polynomial q such that dc(perm) ≤ q(m).
The proof of Valiant’s theorem naturally leads to other orbit closures that can

be used instead of GLn2detn. For example, define the (degree d, width w) iterated
matrix multiplication polynomial (homogeneous of degree d in (d − 2)w2 + 2w
many variables) as follows:

immd
w :=

∑

i1,...,id−1∈{1,...,w}

x
(1)
1,i1

x
(2)
i1,i2

x
(3)
i2,i3

· · ·x(d)id−1,1

Then in the conjecture above we can replace GLn2detn by

GL(n−2)n2+2nimmn
n

A paper by Ben-Or and Cleve [3] lets us simplify this orbit closure in a way that
it still has a very similar impact on algebraic complexity theory:

GL9(n−2)+6immn
3

Very recently, [4] shows that we can simplify further:

GL4(n−2)+4immn
2

Moreover, the polynomial immn
2 can be replaced by a homogeneous degree n poly-

nomial in n variables, so that the group action is GLn.
A different approach is homogenization, where the left hand side of equation (1)

is also adjusted by removing the padding with xn−m
1 . In fact, for the purposes of

algebraic complexity theory, instead of studying

xn−m
1,1 perm

?∈ GL(n−2)n2+2nimmn
n

we can also study the cleaner version

perm
?∈ GL(m−2)n2+2nimmm

n

In this cleaner version, the recent no-go results about occurrence obstructions
[5, 6] do not hold, which is already an indication that we gain by studying the
homogenized setting.
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An introduction to plethysm

Mark Wildon

(joint work with Melanie de Boeck and Rowena Paget)

Let Λ be the ring of symmetric functions and let sλ =
∑

t∈SSYT(λ) x
t be the Schur

function labelled by the partition λ, defined combinatorially as the generating
function enumerating semistandard tableaux of shape λ. For example,

s(2,1)(x1, x2, x3) = x
1 1
2
+ x

1 1
3
+ x

1 2
2
+ x

1 2
3
+ x

1 3
2
+ x

1 3
3
+ x

2 2
3
+ x

2 3
3

(1)

= x21x2 + x21x3 + x1x
2
2 + x1x

2
3 + x22x3 + x2x

2
3 + 2x1x2x3.

Informally, the plethysm f ◦ g of f, g ∈ Λ is defined by substituting the monomials
in g for the variables in f . This definition is unambiguous and easy to work with
when g is a sum of distinct monomials. We give an example using s(2)(x1, x2) =

x21+x1x2+x
2
2 and s(2)(y1, y2, y3) = y21 +y

2
2+y

2
3+y1y2+y1y3+y2y3. Substituting

monomials we find

(2) (f ◦ g)(x1, x2) = f(x21, x
2
2, x1x2) = x41 + x31x2 + 2x21x

2
2 + x1x

3
2 + x42.

Note that since f is a symmetric function, it does not matter how we order the
monomials of g; for instance,

(3) f(x21, x
2
2, x1x2) = f(x1x2, x

2
1, x

2
2)

Moreover, since g is symmetric, f ◦ g is symmetric. If g has a repeated monomial
then it is substituted in f according to its multiplicity: for instance if g = (x1+x2)

2

then s(2) ◦ g = s(2)(x
2
1, x

2
2, x1x2, x1x2). As this may indicate, there are subtleties

in extending the plethysm product to arbitrary g: see [9] for the general definition
and an excellent introduction to plethysm.
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A fundamental open problem in algebraic combinatorics is to find the coefficients
〈sν ◦ sµ, sλ〉 in the decomposition of the plethysm sν ◦ sµ as a linear combination
of Schur functions. This problem can be attacked using representations of gen-
eral linear and symmetric groups, invariant theory, and ideas from combinatorial
enumeration, such as the cycle index and the plethystic semistandard tableaux
defined below. In my talk I surveyed some of these connections and gave some of
the more useful rules for computing plethysms. I ended with a summary of the
state of the art on Foulkes’ Conjecture.

A combinatorial model. Let PSSYT(µν) be the set of semistandard ν-tableaux
whose entries are themselves semistandard µ-tableaux. (This requires the semis-
tandard µ-tableaux to be ordered in some way: as seen in (3), the choice of order
is irrelevant.) We define the weight of a plethystic semistandard tableau to be
the sum of the weights of its µ-tableau entries. The ‘substitute monomials’ rule
implies that sν ◦ sµ =

∑
T∈PSSYT(µν) x

T . This definition appears in [7, Defini-

tion 3.1], where it is used to find the maximal constituent of sν ◦ sµ in the reverse
lexicographic order on partitions. To give a small example, 1 1 1 2 has weight
(3, 1) and, using the same formalism as (1),

(s(2) ◦ s(2))(x1, x2) = x
1 1 1 1

+ x
1 1 1 2

+ x
1 1 2 2

+ x
1 2 1 2

+ x
1 2 2 2

+ x
2 2 2 2

(4)

= x41 + x31x2 + x21x
2
2 + x21x

2
2 + x1x

3
2 + x42

= s(4)(x1, x2) + s(2,2)(x1, x2).(5)

This agrees with (2). Working with further variables gives nothing new: in fact
s(2) ◦ s(2) = s(4) + s(2,2).

General linear groups and invariant theory. Given λ ∈ Par(r), let ∇λ denote the
corresponding Schur functor: thus if V is a polynomial representation of GLd(C)
of degree s then ∇λ(V ) is a polynomial representation of degree rs. For example,
∇(r) and ∇(1r) are the rth symmetric power and rth exterior power functors,
respectively. Let ΦW denote the formal character of a representation W ; for
instance, if E is the natural representation of GLd(C) then

Φ∇λ(E) = s(r)(x1, . . . , xd)

and correspondingly, ∇λ(E) has a canonical basis of weight vectors indexed by
SSYT(λ). The fundamental bridge between plethysm and Schur functors is the
relation

(6) Φ
∇ν

(
∇µ(E)

) = (sν ◦ sµ)(x1, . . . , xd).

For example, if E = 〈e1, e2〉 then Sym2E = 〈e21, e1e2, e22〉 and

Sym2(Sym2E) =
〈
(e21)(e

2
1), (e

2
1)(e1e2), (e

2
1)(e

2
2), (e1e2)(e1e2), (e1e2)(e

2
2), (e

2
2)(e

2
2)
〉
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where the basis vectors are ordered to correspond with (4). Using this we may
verify (6) and see the decomposition in (4) algebraically: the ‘multiply out’ map
Sym2(Sym2E) → Sym4E has kernel spanned by (e21)(e

2
2) − (e1e2)(e1e2), which is

a highest weight vector in ∇(2,2)E. This is interpreted geometrically in a very
instructive example in [6, §11.3]; in my talk I sketched a proof using the related
invariant theory of SL2(C) that

(7) Sym2SymnE ∼=
∑

0≤s≤n/2

∇(2m−2s,2s)E.

Symmetric groups. Now suppose that E = 〈e1, . . . , ed〉 where d ≥ r. Let λ be a
partition of r. The polynomial representation ∇λ(E) of GLd(C) has a (1r)-weight
space, denoted ∇λ(E)(1r), in which the diagonal matrix diag(α1, . . . , αd) acts by
multiplication by x1 . . . xd. This weight space is invariant under the permutation
matrices in GLd(C) that permute e1, . . . , ed amongst themselves. The fundamental
bridge between representations of general linear and symmetric groups is that
∇λ(E)(1r) ∼= Sλ, where Sλ is the Specht module canonically labelled by λ.

To see how composition of polynomial representations is reflected in weight
spaces, an example is helpful. Observe that SymrE(1r) = 〈e1e2 . . . er〉 is the trivial
module and, more generally,

(
SymmE

)⊗n

(1mn)
= 〈ei1 . . . eim ⊗ · · · ⊗ ej1 . . . ejm〉

where (in slightly informal notation),
(
{i1, . . . , im}, . . . , {j1, . . . , jm}

)
is an ordered

partition of {1, . . . , r}. Hence the weight space is isomorphic to the permutation
module of Smn acting on the cosets of the Young subgroup Sm × · · ·×Sm of Smn.
Suppose we replace ⊗n with the Schur functor Symn. The basis for the weight
space then becomes

(ei1...im) . . . (ej1 . . . ejm) ∈ SymnSymmE

where concatenation shows the product for Symn. The order of sets in the partition
is now irrelevant, and so the weight space is isomorphic to the permutation module
of Smn acting on the cosets of the wreath product Sm ≀ Sn containing the Young
subgroup Sm × · · · × Sm as its base group. This is the Foulkes module H(mn).

More generally, one can show that

(8) ∇ν
(
∇µ(E)

)
(1nm)

∼=
(
(̃Sµ)

⊗n
⊗ InfSm≀Sn

Sn
Sν

)
IndSmn

Sm≀Sn
.

Here the tilde denotes that the action of Sm×· · ·×Sm on (Sµ)⊗n is extended to a
top group Sn in the wreath product Sm ≀Sn by permuting factors; in the example
above, the representation we induce is the trivial representation of Sm ≀ Sn.

Rules for computing plethysm. Generalizing the result of Iijima [7] mentioned
above, de Boeck, Paget and the author [4, Theorem 1.5] proved the following
theorem.

Theorem 1. The maximal constituents of sν◦sµ are precisely the maximal weights
of the plethystic semistandard tableaux of shape µν .
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This strengthened an earlier result proved by Paget and Wildon in [11] using (8).
Also in [4], the authors gave a simpler proof of a result originally due to Brion [1],
strengthened with an explicit combinatorial bound on the stable multiplicity.

Theorem 2. Let ν ∈ P(n) and let µ be a partition. If r ∈ N then

〈sν ◦ sµ+(1r), sλ+(nr)〉 ≥ 〈sν ◦ sµ, sλ〉
for all partitions λ. Moreover 〈sν ◦sµ+N(1r), sλ+N(nr)〉 is constant for N ≥ n(µ1+
· · ·+ µr−1) + (n− 1)µr + µr+1 − (λ1 + · · ·+ λr).

Still in [4], the authors proved the following two theorems, generalizing results
due to Newell, Conca and Varbaro [2], and Ikenmeyer [8, Theorem 4.3.4] respec-
tively.

Theorem 3. Let ν ∈ P(n) and let µ be a partition. If r is at least the greatest
part of µ then 〈sν ◦ s(r)⊔µ, s(nr)⊔λ〉 = 〈sν ◦ sµ, sλ〉 for all partitions λ.

Theorem 4. Let µ be a partition. If 〈s(n⋆) ◦sµ, sλ⋆〉 ≥ 1 then 〈s(n+n⋆) ◦sµ, sλ+λ⋆〉
≥ 〈s(n) ◦ sµ, sλ〉.

Many further results on plethysm are known and it will be clear that the selec-
tion above is biased to the author’s work.

Foulkes’ Conjecture. In the language of symmetric functions, Foulkes’ Conjecture
states that if n ≥ m then 〈s(n)◦s(m), sλ〉 ≥ 〈s(m)◦s(n), sλ〉 for all partitions λ ofmn.

Equivalently, using the symmetric group, H(nm) is isomorphic to a submodule of
H(mn). Foulkes’ Conjecture is proved only when n ≤ 5 (see [3] for the case n = 5),
when m+n ≤ 19 (computationally in [5] for m+n ≤ 19, extending [10]) and when
n is very large compared to m (see [1]). The full decomposition of s(n) ◦ s(m) is
known for allm only when n = 2, when we have (7) and s(n)◦s(2) =

∑
λ∈Par(n) s2λ.

Problem 9 in Stanley’s influential survey article [12] is to find a combinatorial
interpretation of the multiplicity 〈s(n) ◦ s(m), sλ〉. Even a solution in the special
case s(n) ◦ s(3) would be of considerable interest.
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[10] Jürgen Müller and Max Neunhöffer, Some computations regarding Foulkes’ conjecture, Ex-
periment. Math. 14 (2005), no. 3, 277–283.

[11] Rowena Paget and Mark Wildon, Generalized Foulkes modules and maximal and minimal
constituents of plethysms of Schur functions, Proc. Lond. Math. Soc. (3) 118 (2019), no. 5,
1153–1187.

[12] Richard P. Stanley, Positivity problems and conjectures in algebraic combinatorics, Mathe-
matics: frontiers and perspectives, Amer. Math. Soc., Providence, RI, 2000, pp. 295–319.

Sylow branching coefficients for symmetric groups

Stacey Law

(joint work with E. Giannelli)

A central problem in character theory is to ask what the character table, or even
just the first column of character degrees, can tell us about the structure of a finite
group G. Immediately, we can recover properties such as the size of G, or the size
of the abelianisation of G, from the number of linear (i.e. degree 1) characters.
Of course, these are quite elementary properties. To know more sophisticated
information, for instance, the local structure of G, we need to introduce a prime
p.

A classical result on character degree is the Itô–Michler Theorem, which asserts
that if P is a Sylow p-subgroup of G, then P is abelian and normal in G if and
only if all irreducible characters of G have degree coprime to p. The topic of
whether P is abelian was considered in Brauer’s Problem 12 [1], or more famously
in Brauer’s Height Zero Conjecture, looking more generally at defect groups and
irreducible characters of p-blocks of finite groups. Indeed, fundamental questions
about the relationship between the representation theory of a finite group and that
of its Sylow subgroups have driven much research in the area over the last several
decades.

To highlight a number of recent results, we note that given a finite group G
and a Sylow p-subgroup P , the permutation character (1P )

G controls important
structural properties. Here 1P denotes the trivial character of P .

Theorem (Malle–Navarro (2012) [5]). Let G be a finite group, p a prime and
P ∈ Sylp(G). Then P ⊳ G if and only if p ∤ χ(1) for all irreducible constituents χ

of (1P )
G.

At the other end of the spectrum, we have the following result which determines
not when P is normal, but when P is self-normalising.

Theorem (Navarro–Tiep–Vallejo (2014) [8]). Let G be a finite group and p an
odd prime. Let P ∈ Sylp(G). Then P = NG(P ) if and only if 1G is the only

irreducible constituent of (1P )
G of degree coprime to p.
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However, not very much is known yet in general about what characters induced
from a Sylow p-subgroup look like, or what information we can learn from them.
This is the case even for symmetric groups, which is our main focus.

Understanding this induced character (1P )
G, for instance, is equivalent by Frobe-

nius Reciprocity to understanding when 1P is a constituent of restrictions of char-
acters from G to P ∈ Sylp(G). More generally, our main object of investigation is
the restriction of irreducible characters of Sn to Pn and their decomposition into
irreducible constituents.

Definition. Let p be a prime, n ∈ N and Pn ∈ Sylp(Sn). For χ ∈ Irr(Sn), let

χPn =
∑

φ∈Irr(Pn)

Zχ
φφ,

where each Sylow branching coefficient Zχ
φ ∈ N0 is the multiplicity of φ as an

irreducible constituent of the restriction χPn . In other words, Zχ
φ = [χPn , φ] =

[χ, φSn ].

Of course, we can define this for general groups G, but the rich theory of
symmetric groups allows us to ask, and sometimes answer, questions for Sn which
might otherwise be out of reach for arbitrary groups.

A first question for Sylow branching coefficients is that of positivity: when is
Zχ
φ > 0?

To fix some notation, it is well-known that the set Irr(Sn) of irreducible characters
of Sn is in bijection with P(n), the set of partitions of n; we simply denote the
character corresponding to a partition λ by χλ, or even by λ itself when clear from
context. We begin with the trivial character of Pn.

Theorem (Giannelli–L. [2]). Let n ∈ N and p be an odd prime. Let Pn ∈
Sylp(Sn) and χλ ∈ Irr(Sn). Then Zλ

1Pn
= 0 if and only if n = pk and λ ∈

{(n− 1, 1), (2, 1n−2)}, with 8 exceptions when p = 3 and n ≤ 10.

This allows us to give a description of Irr(H), where H is the Hecke algebra
corresponding to (1Pn)

Sn . In particular, understanding the dimensions of these
irreducibles is equivalent to knowing exactly the values of the Sylow branching
coefficients when φ = 1Pn , which leads to the following:

Question. Is there a combinatorial description of the map

Z
1Pn

: P(n) → N0, λ 7→ Zλ
1Pn

?

Our results on when Z
1Pn

> 0 were also recently applied to the representation
theory of simple groups by Malle and Zalesski in [6], as part of their study of
so-called Sylow p-regular characters and Steinberg-like characters.

Moving on to general irreducible characters φ, we define

Ω(φ) := {χ ∈ Irr(Sn) | Zχ
φ > 0}.
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Note the above shows that Ω(1Pn) is almost all of Irr(Sn). In fact, this is the case
for all φ ∈ Lin(Pn), the linear characters of Pn. For p an odd prime and Ωn :=

∩φ∈Lin(Pn)Ω(φ), we have shown in [3] that limn→∞
|Ωn|

| Irr(Sn)|
= 1. This follows from

explicit bounds on the sets Ω(φ). Letting Bn(t) = {χλ ∈ Irr(Sn) | λ1, l(λ) ≤ t},
we have shown the following (note the case of p = 3 is in a separate preprint).

Theorem (Giannelli–L. [3]). Let p be an odd prime and n ∈ N. Let Pn ∈ Sylp(Sn)
and φ ∈ Lin(Pn). We determine exactly

m(φ) := max{t | Bn(t) ⊆ Ω(φ) and M(φ) := min{t | Ω(t) ⊆ Bn(t)}.
We remark that m(φ) is always large (to give a rough estimate, it is always

greater than n
2 , easily giving the earlier limit), and the difference between M(φ)

and m(φ) is very small. The main ideas of our proofs is to restrict and induct
between various wreath product subgroups of Sn and apply Mackey theory, along
with the Littlewood–Richardson rule and knowledge of certain plethysm coeffi-
cients.

In the course of this work, we also prove the following, a symmetric group analogue
of a result of Navarro [7].

Theorem (Giannelli–L.–Long [4]). Let p be any prime and n ∈ N. Let Pn ∈
Sylp(Sn) and N = NSn(Pn). Let φ, ψ ∈ Lin(Pn). Then the inductions φSn and

ψSn are equal if and only if φ and ψ are N–conjugate.

A next main challenge is to compute the multiplicities Zχ
φ themselves, that

is, to give combinatorial formulas or interpretations for the values of the Sylow
branching coefficients. During the course of this mini-workshop, we have done
so for Zλ

1Pn
for some special shapes of partitions λ, including hooks and certain

two-row partitions; more general λ and also what happens when p = 2 are work
in progress.
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Introduction to Geometric Complexity Theory. Kronecker and
plethysm coefficients in GCT

Greta Panova

(joint work with C. Ikenmeyer and P. Bürgisser)

In his landmark paper from 1979, Valiant defined algebraic complexity classes for
computing polynomials in formal variables. Later these classes were denoted by VP
and VNP, and represented the algebraic analogues of the original P and NP classes.
The flagship problem in arithmetic complexity theory is to show that VP 6= VNP

and is closely related to P 6= NP, see below. As with P vs NP, the general strategy is
to identify complete problems for VNP, i.e. complete polynomials, and show they
do not belong to VP. Valiant identified such VNP-complete polynomials, most
notably the permanent of a n × n variable matrix. At the same time he showed
that the determinant polynomial is VP–universal, i.e. every polynomial from VP
can be computed as a polynomially sized determinant of a matrix whose entries
are affine linear forms in the original variables. This sets the general strategy of
distinguishing VP from VNP by showing that the permanent is not a determinant
of some poly-sized matrix.

Originally, the Geometric Complexity Theory (GCT) program of Mulmuley
and Sohoni aims to prove the algebraic version of the “P vs NP” problem (VPs

vs VNP) by distinguishing permanents from determinants in an algebro-geometric
and representation theoretic setting following the foundational work of Valiant.
In particular, the aim is to show that the permanent of a m × m matrix perm
cannot be expressed as n × n determinant detn of a matrix with affine linear
entries in the variables xij when n is polynomial in m. By the universality of the
determinant for VP, this would imply that perm 6∈ VP, and since perm is VNP-
complete, that VP 6= VNP. More generally, the GCT approach can be used to
obtain lower bounds, and applied to other problems like the complexity of Matrix
Multiplication, general tensor rank questions etc.

In order to distinguish complexity classes we rely on universal polynomial rep-
resentatives. For every polynomial p(x1, . . . , xn) in any number of variables there
exists some n such that p = det(A), where A is an N × N matrix whose entries
are affine linear forms in the variables x = (x1, . . . , xn), i.e. BxT + v for some
B ∈ Matn×n(C) and v ∈ Cn. The determinantal complexity dc(p) is the minimal

such N . E.g. if p = x21 + x1x2 + x2 then dc(p) = 2 since p = det

[
x1 x1 + 1
−x2 x1

]

and 2 is minimal possible since dc(p) ≥ deg(p) = 2. Valiant’s universality theo-
rem gives that VP = {f : dc(f) ≤ poly(n)}. Since pern is VNP-complete, then
VP 6= VNP is equivalent to

Conjecture 1 (Valiant). dc(perm) grows superpolynomially.

It is only known that dc(perm) ≤ 2m − 1, and dc(perm) ≥ m2

2 .
To approach this conjecture, GCT considers the algebraic varieties arising as

the collection of all possible affine linear forms of the variables [Xij ]. To formalize
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this algebraically, such a set can be obtained under the orbit of action of the
general linear group GLn2(C) over the vectors of n2 variables X = (Xij)

n
i,j=1,

taking the determinant of the newly formed matrices, and taking the closure of
these polynomials to account for all possible affine linear forms. The resulting set
(algebraic variety) is GLn2 ◦ detn, and if a polynomial p 6= detn(BX + v) then
p 6∈ GLn2 ◦ detn. Hence we have

Proposition 2 (Lower bounds via geometry, Mulmuley–Sohoni). If p /∈ GLn2 detn,
then dc(p) > n.

And since perm is VNP-complete the following Conjecture implies VP 6= VNP.

Conjecture 3 (GCT: Mulmuley and Sohoni). The maximal n for which perm is

not in GLn2 detn (which is ≤ dc(perm)) grows superpolynomially.

One can now apply the GL action on the LHS on the padded permanent
pernm := (X1,1)

n−mperm and exploit this group action on both sides. We have
the correspondence

(1) pernm ∈ GLn2detn ⇐⇒ GLn2pernm ⊆ GLn2detn

To distinguish the permanent from the determinant, it is algebraically more con-
venient to consider the coordinate rings of these orbit closures. The group action
carries over turning these rings into group modules (representations), which can
be decomposed into irreducible components with multiplicities denoted by δ for
the determinant and γ for the permanent:

C[GLn2detn]d ≃
⊕

λ⊢nd

V
⊕δλ,d,n

λ , and C[GLn2pernm]d ≃
⊕

λ

V
⊕γλ,d,n,m

λ .

In order to show the inclusion in (1) does not hold it is enough to find one
component λ which violates it.

Definition 4 (Representation theoretic obstruction). If δλ,d,n < γλ,d,n,m, then λ

is a representation theoretic obstruction. Its existence shows GLn2pernm 6⊆
GLn2 detn and so dc(perm) > n. If n > poly(m) then VP 6= VNP.

Conjecture 5 (GCT: Mulmuley–Sohoni). There exist representation theoretic
obstructions that show superpolynomial lower bounds on dc(perm).

If also δλ,d,n = 0, then λ is an occurrence obstruction.

Conjecture 6 (Mulmuley–Sohoni). There exist occurrence obstructions for n >
poly(m), i.e. showing superpolynomial lower bounds on dc(perm) and thus VP 6=
VNP.

The connections with algebraic combinatorics arise by considering the mul-
tiplicities of the representations above. The rectangular Kronecker coefficients
g(λ, d×n, d×n) appear as the upper bounds for the multiplicity of λ in the coor-
dinate ring of detn, and the plethysm coefficients aλ(d[n]) = multλSym

dSymnV
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are upper bounds for the multiplicity of λ in the coordinate ring of the or-
bit closure of the padded permanent Xn−m

1,1 permm, as well as any homogenous

polynomial. In particular, we have that δλ,d,n ≤ sk(λ, nd) ≤ g(λ, nd, nd) and
aλ(d[n]) := multλSym

d(Symn(V )) ≥ γλ,d,n,m. With Ikenmeyer we showed that
using Kronecker coefficients as bounds cannot resolve this conjecture, and this
was greatly generalized, using the combinatorics of Young tableaux and similar
objects, leading to

Theorem 7 (Bürgisser–Ikenmeyer–Panova). Let n, d,m be positive integers with

n ≥ m25 and λ ⊢ nd. If λ occurs in C[GLn2Xn−m
11 perm], then λ also occurs

in C[GLn2 · detn]. In particular, Conjecture 5 is false, there are no “occurrence
obstructions”.

Other models that can lead to VP 6= VNP replace the determinant with other
universal polynomials, e.g. the Iterated Matrix Multiplication (IMM) and the trace
of the matrix power as a special case. Define the trace of the power polynomial
as Pow

m
n := tr(Xm), where X = (Xi,j), let pc(perm) be the smallest n such

that perm = tr(Am), where A is an n × n matrix with entries Ai,j homogeneous
linear forms. Noam Nisan proves that pc(perm) and dc(perm) are polynomially
equivalent.

Conjecture 8 (VP vs VNP equivalent). The sequence pc(perm) grows superpoly-
nomially. If GLn2perm 6⊆ GLn2Powm

n , then pc(perm) > n.

Theorem 9 (Gesmundo–Ikenmeyer–Panova). For n,m ≥ 3 we have

C[GLn2Pow
m
n ]d = C[GLn2 ]Sd =

⊕

λ

V
⊕sm(λ,n)
λ ,

where the sum is over all λ ⊢ md and sm(λ, n) :=
∑

µ⊢dm,ℓ(µ)≤n sk(λ, µ) is a sum

of symmetric Kronecker coefficients.

Unfortunately, in this case the occurrence obstructions also do not exist.

Theorem 10 (Gesmundo–Ikenmeyer–Panova). Let m ≥ 10 and n ≥ m+ 2. For
every λ ⊢ dm that satisfies qλ(d[m]) > 0 we have sm(λ, n) > 0.

Despite the lack of occurrence obstructions (for det vs per), there is still hope
that multiplicity obstructions for lower bounds can be found. With Dörfler and
Ikenmeyer, we considered a toy problem of distinguishing the polynomials of the
forms f = ℓ′1 . . . ℓ

′
n and power sum p = ℓn1 + · · · + ℓnk , where ℓ

′
i and ℓj are linear

forms in the variables X1, . . . , Xm via the GCT approach. Namely, replacing det
and per, to show that not all p can be expressed in the form of f one can consider
their corresponding coordinate rings decomposed as GLm-irreducible modules.

Theorem 11 (Dörfler–Ikenmeyer–Panova). Let m ≥ 3, n ≥ 2, k = d = n + 1,
λ = (n2 − 2, n, 2). We have

multλ(C[GLm ◦ (ℓ1 · · · ℓn)]d) < multλ(C[GLm ◦ (ℓn1 + · · ·+ ℓnk )]d),
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i.e., λ is a multiplicity obstruction that shows

{ℓn1 + · · ·+ ℓnk} 6⊆ {ℓ1 · · · ℓn| ℓi – linear forms}.
Moreover, here there are no occurrence obstructions, i.e., all partitions λ appearing

in the power sum ring also appear with positive multiplicity in C[GLm ◦ (ℓ1 · · · ℓn)].

Merging the Kronecker and modular decomposition number problems

Louise Sutton

(joint work with C. Bessenrodt and C. Bowman)

Let Sn be the symmetric group on n letters. Recently Heide, Saxl, Tiep and
Zalesski [3] provided insight into the Kronecker positivity problem. It was con-
jectured that for any n 6= 2, 4, 9 there is an irreducible CSn-module in which the
Kronecker coefficients in the decomposition of its tensor square are always posi-
tive. Saxl suggested in 2012 that the irreducible CSn-module DC(ρ) indexed by
a staircase partition ρ = (k, k − 1, k − 2, . . . , 2, 1) is such a candidate.

Saxl’s Conjecture. Let ρ = (k, k− 1, k− 2, . . . , 2, 1) ⊢ n be a staircase partition.
Then

DC(ρ)⊗DC(ρ) =
⊕

λ

g(ρ, ρ, λ)DC(λ)

with multiplicity g(ρ, ρ, λ) 6= 0 for all partitions λ of n.

The Kronecker coefficients g(ρ, ρ, λ) are known to be positive when λ is a hook
or two-part partition with n sufficiently large [5], when n is arbitrary and λ is a
hook partition [4, 1] or a double-hook partition [1], and for any λ comparable to
ρ in dominance order in [4]. In joint work with Bessenrodt and Bowman [2], we
determine Kronecker positivity for large new families of partitions by connecting
the Kronecker positivity problem to the 2-modular representation theory of Sn.

We now observe that the Kronecker multiplicities in Saxl’s conjecture are in-
timately related to the 2-modular representation theory of Sn. Let F be a field
of characteristic 2. Then the Specht module SF(ρ) indexed by the staircase parti-
tion ρ = (k, k − 1, . . . , 2, 1) is both projective and simple. Thus its tensor square
decomposes into indecomposable projective modules as follows

DF(ρ)⊗DF(ρ) =
⊕

ν 2-regular

G(ρ, ρ, ν)P F(ν),

where G(ρ, ρ, ν) is the corresponding multiplicity of the projective module P F(ν).
Comparing the above decompositions, we can write the associated coefficients in
terms of the other:

(†) g(ρ, ρ, λ) =
∑

ν

G(ρ, ρ, ν)dλ,ν ,

where dλ,ν is the composition multiplicity [SF(λ) : DF(ν)]. Thus to determine
Kronecker positivity we study a family of Specht modules S(λ)F whose correspond-
ing decomposition numbers dFλ,ν are non-zero, and moreover the multiplicities
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G(ρ, ρ, ν) are also non-zero. Thus, by applying Ikenmeyer’s main result from [4],
we obtain a new family of partitions that satisfy Kronecker positivity in Saxl’s
conjecture.

Theorem. Let n = k(k + 1)/2, ρ = (k, k − 1, . . . , 2, 1) and λ ⊢ n such that
the complex irreducible Sn-character χ

λ is of height 0. Then g(ρ, ρ, λ) > 0. In
particular, all χλ of odd degree are constituents of the Saxl square.

One now observes that the symmetric group algebra is obtained from the
Iwahori–Hecke algebra of type A, denoted Hq,F(Sn), upon fixing the parame-
ters e = charF, where q is a cyclotomic eth root of unity. Since decomposition
numbers in characteristic zero provide a lower bound to decomposition numbers in
positive characteristic, so that dCλ,ν ≤ dFλ,ν , it suffices to study the representation

theory of these Specht modules as H−1,C(Sn)-modules (that is, with e = 2).
We study the decompositions of Specht modules indexed by 2-separated parti-

tions. Given a staircase partition ρ, we obtain a 2-separated partition, denoted
ρλµ, from ρ by adding 2 copies of a partition λ to the right of ρ and 2 copies of
a partition to the bottom of ρ such that λ and µ do not touch (except perhaps
diagonally), as pictured below.

+2λ

+2µ

=

We determine that Specht modules indexed by 2-separated partitions are semi-
simple, with the following decomposition.

Theorem. Let e = 2 and let ρλµ denote a 2-separated partition of n. Then

SC

−1(ρ
λ
µ) =

⊕

ν

c(νT , λT , µ)DC

−1(ρ
ν
∅)

where c(νT , λT , µ) is the corresponding Littlewood–Richardson coefficient.

Using this result and Ikenmeyer’s result [4], together with the observation †, we
determine that a large new family of 2-separated partitions satisfies Kronecker
positivity in Saxl’s conjecture.

Theorem. Let w = k(k + 1)/2, n = w(2w + 1), ρ(2w) = (2w, 2w − 1, . . . , 1),
τ = ρ(2w− 1) = (2w− 1, 2w− 2, . . . , 1) and ρ(k) = (k, k− 1, . . . , 1). Then for λ, µ
any pair such that c(ρ(k), λ, µT ) > 0 we have that

g(ρ(2w), ρ(2w), τλµ ) ≥ c(ρ(k), λ, µT ) > 0.
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Moreover, this result provides us with a new infinite family of partitions whose
Kronecker coefficients are unbounded.
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The multiset partition algebra and Kronecker product

Mike Zabrocki

(joint work with Rosa Orellana)

The actions of GLn and CSk on the k-fold tensor of an n dimensional vector space
centralize each other. This algebra action is known as Schur–Weyl duality and, as
a consequence of this centralizer property, facts about the representation theory
of one algebra can be deduced from the other and, if we denote the irreducible
representations of an algebra A by Wλ

A, then

V ⊗k
n

∼=
⊕

λ

Wλ
GLn

⊗Wλ
CSk

.

The theory of centralizer algebras has been used to study the representation
theory of other pairs of algebras acting on other spaces. Another well known
duality is that of the action of GLn and GLk acting on the polynomial ring in the
set of variables Xn×k := {xij with 1 ≤ i ≤ n and 1 ≤ j ≤ k}, then it is known
that the actions of GLn acting on the first index of the variable and GLk acting
on the second index centralize each other and this polynomial ring decomposes as

C[Xn×k]deg r
∼=

⊕

λ

Wλ
GLn

⊗Wλ
GLk

.

Denote the multiplicity of an irreducible in a module by
〈
Wλ

A,−
〉
, then in

particular, Schur–Weyl duality relates the ‘branching rule’ for the restriction from
Sk to Sk−1 and tensor by Vn as

〈
Wµ

Sk−1
, Res ↓Sk

Sk−1
Wλ

Sk

〉
=

〈
Wλ

GLn
,Wµ

GLn
⊗ Vn

〉

and this happens if and only if the partition µ differs from the partition λ by 1
in a single row. The second duality relates the branching from GLk to GLk−1 to
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tensoring by a polynomial ring, showing that

〈
Wµ

GLk−1
, Res ↓GLk

GLk−1
Wλ

GLk−1

〉
=

〈
Wλ

GLn
,Wµ

GLn
⊗ C[Xn×1]deg |λ|−|µ|

〉
.

This multiplicity is 1 if and only if the partitions are interleaved µ1 ≤ λ1 ≤ µ2 ≤
λ2 ≤ · · · . These two rules are known as Pieri rules and are used as the base step
for developing the Littlewood–Richardson rule for the common multiplicities

cνλµ =
〈
W ν

GLn
,Wλ

GLn
⊗Wµ

GLn

〉

=
〈
Wλ

GLk
⊗Wµ

GLℓ
, Res ↓GLk+ℓ

GLk×GLℓ
W ν

GLk+ℓ

〉

=
〈
Wλ

Sk
⊗Wµ

Sℓ
, Res ↓Sk+ℓ

Sk×Sℓ
W ν

Sk+ℓ

〉
.

In the 1990s, Martin introduced a diagram algebra Pk(n), known as the partition
algebra, which is isomorphic to the centralizer algebra of the symmetric group Sn

acting on the tensor space V ⊗k
n where Sn ⊆ GLn as permutation matrices. In

analogy to Schur–Weyl duality we have the decomposition

V ⊗k
n

∼=
⊕

λ

Wλ
Sn

⊗Wλ
Pk(n)

.

In this talk I presented the analogous algebra MPr,k(n), an algebra with a basis
indexed by multiset partitions [4], which is the centralizer algebra when Sn acts
on the polynomial ring, thus giving us the other analogous decomposition

C[Xn×k]deg r
∼=

⊕

λ

Wλ
Sn

⊗Wλ
MPr,k(n)

.

Besides the beauty of the algebra itself, the reason we are interested in this
centralizer algebra is that we would like to give a combinatorial interpretation to
the common multiplicities

gλµν =
〈
W ν

Sn
,Wλ

Sn
⊗Wµ

Sn

〉

=
〈
Wλ

MPd,k(n)
⊗Wµ

MPr−d,ℓ(n)
, Res ↓MPr,k+ℓ(n)

MPd,k(n)×MPr−d,ℓ(n)
W ν

MPr,k+ℓ(n)

〉

=
〈
Wλ

Pk(n)
⊗Wµ

Pℓ(n)
, Res ↓Pk+ℓ(n)

Pk(n)×Pℓ(n)
W ν

Pk+ℓ(n)

〉

known as Kronecker coefficients.
The presentation also included an idea for an approach to completing this goal

by developing a combinatorial interpretation [3] for the repeated Pieri rule (with
the restriction that n was sufficiently large) which we developed using a basis
for the symmetric functions [1, 2]. The repeated Pieri rule was stated in terms of
set valued tableaux and multiset tableaux that are analogous to standard tableaux
and semi-standard tableaux. The hope is that we can generalize the combinatorics
that was used to arrive at the Littlewood–Richardson rule.
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Restriction of characters and Sylow subgroups

Carolina Vallejo Rodŕıguez

(joint work with E. Giannelli and S. Law)

Let G be a finite group and p be a fixed prime, the McKay conjecture asserts
that the number of irreducible complex characters (simple CG-modules) of G of
degree (dimension) coprime to p can be computed locally, namely in the normal-
izer of a Sylow p-subgroup P of G. This astonishing conjecture lies at the core of
the global-local principles in Group Representation Theory and has been general-
ized in many different ways taking into account congruences of character degrees
(Isaacs and Navarro), values over the field of p-adic numbers (Navarro), Schur
indices (Turull), Brauer p-blocks (Alperin), derived equivalences (Broué), values
of restrictions to Sylow subgroups (this latter generalization due to Navarro and
Tiep has been announced in the MFO mini-workshop 2009a), etc. In the self-
normalizing case P = NG(P ) we are looking for ways of relating irreducible char-
acters of degree coprime to p of G and linear (that is one-dimensional) characters
of P . If p is odd, then there is an extremely nice way of relating these two sets [7],
so that algebraic properties are preserved. More precisely, there is a bijection for
the McKay conjecture χ 7→ χ∗ such that the correspondent linear character χ∗ of
P appears in the restriction to P of the given character χ of degree coprime to p
of G (and conversely χ appears in the induction (χ∗)G by Frobenius reciprocity).
For p = 2 this nice situation does not happen in general outside solvable groups
[6] or symmetric groups acting on 2k letters [1]. Nevertheless a beautiful corre-
spondence does exist for symmetric groups and p = 2, which can be described
both by combinatorial [2] and purely character theoretical means [4]. For these
particular cases, either p odd and P self-normalizing or p = 2 and G = S2k , the
decomposition of the permutation character (1P )

G obtained by inducing the triv-
ial representation from the Sylow 2-subgroup P up to G is sufficiently understood.
In the case of symmetric groups, p = 2 and more complicated 2-adic expansions
of n, the decomposition of this permutation character is still unknown and results
on the direction of understanding (1P )

G are hard to achieve (see [3]).
On another line, building on the existence of nice correspondences for the

McKay conjecture it is possible to show that for odd primes, the property of having
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a self-normalizing Sylow p-subgroup depends only on the number of representa-
tions of degree coprime to p appearing in the decomposition of the permutation
character (1P )

G (see [7]). At the opposite side of the spectrum, the normality of
P in G can also be characterized in terms of the decomposition of (1P )

G for any
prime by [5]. More precisely, P is normal in G if, and only if, every irreducible
constituent of (1P )

G has degree coprime to p. Recall that the Itô–Michler theo-
rem asserts that P is normal and abelian in G if, and only if, every irreducible
character of G has degree coprime to p. Somehow, the result of Malle and Navarro
shows that in order to detect the normality of P in G (hence isolating this prop-
erty from the commutativity) it is enough to look at irreducible constituents of
the permutation character (1P )

G and use the same criterion (namely, impose that
every character has degree coprime to p). The authors of [5] go one step further
and propose the following.

Conjecture (Malle, Navarro). Let G be a finite group, p a prime and P a Sylow
p-subgroup of G. The subgroup P is normal in G if, and only if, every irreducible
constituent of (1P )

G appearing with multiplicity coprime to p has degree coprime
to p.

This conjecture tells us that in order to characterize the normality of P in the
manner of Itô–Michler, a smaller subset of irreducible characters of G suffices,
namely those constituents of (1P )

G appearing with multiplicity coprime to p. In
joint work with E. Giannelli and S. Law, and following the approach of Malle
and Navarro, we show that proving the above conjecture reduces to a problem on
Sylow branching coefficients for symmetric (and alternating) groups at the prime
p ∈ {2, 3}. Let P be a Sylow p-subgroup Sn where p is a fixed but arbitrary
prime. Recall that given φ and irreducible character of P and a partition λ of n,
the Sylow branching coefficient Zλ

φ of λ with respect to φ is the multiplicity of χλ,

the character labelled by the partition λ, as an irreducible constituent of (φ)G.
That is, Zλ

φ = [χλ, (φ)G] = [(χλ)P , φ]. Ultimately, for p ∈ {2, 3}, we must work to
find a partition λ of n with the following properties:

• λ is not self-adjoint.
• The degree χλ(1) is divisible by p.
• If p = 3, then p does not divide the multiplicity of χλ in (1P )

G. In other
words, the Sylow branching coefficient Zλ

1P is coprime to p.

• If p = 2, then the sum of the multiplicity of χλ in (1P )
G and in (sgn|P )G

is odd, where sgn = χ(1n). In other words, Zλ
1P + Zλ

sgn|P is odd.

During the MFO mini-workshop 2009a we found partitions λ as above whenever
n = pk, and we continue working on more complicated p-adic expansions.
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Bounds on Kronecker coefficients via contingency tables

Igor Pak

(joint work with Greta Panova)

We present general upper bounds for Kronecker coefficients by using recent work
on 3-dimensional contingency tables. The Kronecker coefficients g(λ, µ, ν) are
defined as structure constants in products of Sn-characters:

χµ · χν =
∑

λ⊢n

g(λ, µ, ν)χλ ,

where λ, µ, ν ⊢ n.

Theorem 1. Let λ, µ, ν ⊢ n such that ℓ(λ) = ℓ, ℓ(µ) = m, and ℓ(ν) = r. Then:

g(λ, µ, ν) ≤
(
1 +

ℓmr

n

)n (
1 +

n

ℓmr

)ℓmr

In particular, when ℓmr ≤ n, this gives g(λ, µ, ν) ≤ 4n. The bound in the theorem
is often much sharper than the dimension bound g(λ, µ, ν) ≤ min{fλ, fµ, fν},
which is the only known general upper bound for Kronecker coefficients. For
example, when n = ℓ3, λ = µ = ν = (ℓ2, . . . , ℓ2), ℓ times, the dimension bound
gives only

g(λ, µ, ν) ≤ fλ = e
1
3
n logn+O(n) .

Our tool is the following general upper bound. Let λ, µ, ν ⊢ n. Denote by
T(λ, µ, ν) the number of 3-dimensional ℓ(λ)× ℓ(µ)× ℓ(ν) contingency tables with
2-dimensional sums orthogonal to three coordinates are given by λ, µ and ν, re-
spectively.

Lemma 2. Let T(λ, µ, ν) be the number of 3-dimensional contingency tables with
marginals λ, µ, ν ⊢ n. Then g(λ, µ, ν) ≤ T(λ, µ, ν).

The theorem follows from the lemma and the analysis of known upper bounds
on T(λ, µ, ν) in some special cases plus majorization technology.

We also compare our upper bound with the upper and lower bounds coming from
counting binary contingency tables. Let us single out the following curious asymp-
totic inequality:
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Theorem 3. Let Ln = {λ ⊢ n, λ = λ′}. We have:
∑

λ∈Ln

g(λ, λ, λ) ≥ ecn
2/3

for some c > 0 .

The proof is based on the following general lower bound. Let λ, µ, ν ⊢ n. A
3-dimensional binary (0/1) contingency table X = (xijk) ∈ B(λ, µ, ν) is called a
pyramid if whenever xijk = 1, we also have xpqr = 1 for all p ≤ i, q ≤ j, r ≤ k.
Denote by Pyr(λ, µ, ν) the number of pyramids with margins λ, µ, ν.

Lemma 4 (Vallejo, Ikenmeyer–Mulmuley–Walter). We have: g(λ, µ, ν) ≥
Pyr(λ′, µ′, ν′).

The theorem used the lemma and the asymptotic analysis of pyramids (plane
partitions).

Multiset Tableaux and the Kronecker Product

Rosa Orellana

(joint work with Mike Zabrocki)

The classical Schur–Weyl duality is a fundamental theorem in representation the-
ory that relates the representation theory of the symmetric, Sk, and general linear,
GLn(C) = GLn, groups. Let V = Cn. Then GLn acts diagonally on the k-tensor
power V ⊗k, i.e.,

(1) A · (v1 ⊗ · · · ⊗ vk) = Av1 ⊗ · · · ⊗Avk, for all A ∈ GLn,

and the symmetric group Sk acts by permuting tensor coordinates, i.e.,

(2) σ · (v1 ⊗ · · · ⊗ vk) = vσ−1(1) ⊗ · · · ⊗ vσ−1(k), for all σ ∈ Sk.

A key observation is that these two actions commute; thus V ⊗k is a GLn × Sk-
bimodule that has a multiplicity-free decomposition as follows,

(3) V ⊗k ∼=
⊕

λ⊢k

V λ ⊗ Sλ,

where V λ is a polynomial irreducible GLn-representation and Sλ is an irreducible
Sk-representation and λ ranges over partitions of k (denoted λ ⊢ k). An important
and beautiful consequence of this duality is the following: When we compute the
character of V ⊗k at an element (A, σ) ∈ GLn × Sk, using Equation (3), where
A has eigenvalues x1, x2, . . . , xn and σ has cycle type µ, we get the Frobenius
identity:

(4) pµ(x1, x2, . . . , xn) =
∑

λ⊢k

χλ(µ)sλ(x1, x2, . . . , xn)

where pµ is the power sum symmetric function, sλ is the Schur function and χλ(µ)
is the irreducible character of Sk evaluated at the conjugacy class indexed by µ.
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A key observation is that Sn is a subgroup of GLn realized as the permutation
matrices. We can then restrict the diagonal action, see (1), of GLn on V ⊗k =
(Cn)⊗k to just the permutation matrices, i.e.,

σ · (v1 ⊗ · · · vk) = σv1 ⊗ · · · ⊗ σvk, for all σ ∈ Sn.

We can then ask: What commutes with this action of Sn on V ⊗k? The answer
was given by Jones [2], it is the partition algebra Pk(n). The partition algebra has
a beautiful realization as a diagram algebra as introduced by Martin [3]. In fact,
Jones showed that V ⊗k decomposes as a Pk(n)× Sn-bimodule as follows:

(5) V ⊗k =
⊕

λ

Lk(λ) ⊗ Sλ,

where Lk(λ) is a representation of Pk(n) and λ is a partition with λ2+λ3+· · · ≤ k.
If we compute the character of V ⊗k in Equation (5), on the left-handside we

get pµ[Ξα] evaluated at the eigenvalues of permutation matrices, i.e., Ξα are the
eigenvalues of a permutation matrix of cycle type α. In [1], Halverson assigned
to every element of the partition algebra a partition type. The character at an
element (dµ, σ) in Pk(n) × Sn where σ has eigenvalues Ξα was given by Zabrocki
and I in [4], where we introduced a new non-homogeneous basis of symmetric
functions s̃λ(x1, . . . , xn) such that

pµ(Ξα) =
∑

λ

χλ
Pk(n)

(dµ)s̃λ(Ξα).

The new basis of symmetric functions {s̃λ} has the stable (reduced) Kronecker
coefficients as structure coefficients,

s̃λs̃µ =
∑

ν

ḡ(λ, µ, ν)s̃ν .

A well-know open problem is to find a combinatorial interpretation of these co-
efficients in the spirt of the Littlewood–Richardson rule. In his talk, Zabrocki
presented two strategies for finding a combinatorial interpretation. Both of these
strategies depend on first finding descriptions of products of the form

s̃µ1
s̃µ2

· · · s̃µk
s̃λ

where λ is a partition and µi’s are positive integers. Notice that these products
contain as a special case the Pieri rules. In my talk, I introduced multiset tableaux,
which are the objects that govern the Schur–Weyl duality between the symmet-
ric group and the partition algebra. Recently, Zabrocki and I in [5] described
combinatorial descriptions for several products of stable Kronecker coefficients. In
particular, we have shown that the coefficients occurring in these types of products
are enumerated by multiset tableaux that satisfy a lattice condition. The main
result described in my talk was a combinatorial interpretation for the coefficients
r(µ, λ, γ) in the product

s̃µ1
s̃µ2

· · · s̃µk
s̃λ =

∑

γ

r(µ, λ, γ)s̃γ .

The details of these results can be found in [5].
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Schur generating functions and the asymptotics of structural
constants from combinatorial representation theory

Mercedes Rosas

(joint work with Emmanuel Briand)

Many families of structural constants coming from the representation theory of the
general linear groups, including the Littlewood–Richardson, Kronecker, plethysm,
Heisenberg, and reduced Kronecker coefficients share the property that they can
be defined by Schur generating series. Let

σ[X ] =
∏

x∈X

1

1− x
=

∑

n≥0

hn[X ]

be the generating series for the homogeneous symmetric functions. The follow-
ing series are the Schur generating functions for the the Littlewood–Richardson,
Kronecker coefficients and plethysm coefficients (with fixed µ), respectively:

σ[XZ + Y Z] =
∑

λ,µ,ν

cλµ,νsµ[X ]sν[Y ]sλ[Z]

σ[XY Z] =
∏

xi,yj,zk

1

1− xiyjzk
=

∑

λ

gµ,ν,λsµ[X ]sν [Y ]sλ[Z]

σ[Xsµ[Y ]] =
∑

λ

pµ,ν,λsµ[X ]sν[Y ]sλ[Z].

Let F (X1, X2, . . . , Xm) be a symmetric function in m alphabets X1, X2, . . . ,
Xm, with no constant term. The Schur generating series corresponding to the
symmetric function F is defined as

σ[F (X1, X2, . . . , Xm)] =
∑

ω

mF (ω)sω1
[X1]sω2

[X2] · · · sωm [Xm],(1)

where we are summing over all sequences of partitions ω = (ω1, ω2, . . . , ωm) such
that ℓ(ωi) ≤ |Xi|.
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m

n

P1

P2

Figure 1. The chamber complex of a piecewise quasipolynomial.

What do multiplicity functions look like? A function f defined on Zr is piecewise
quasipolynomial if

i) The convex cone C(f) in Rm generated by the support of f is a rational
polyhedral convex cone.

ii) There exists a complex of rational convex polyhedral cones subdividing
C(f), and for each of its (closed) chambers σ, a quasipolynomial pσ (de-
fined on the linear span of C(f)) coinciding with f on Zm ∩ σ. This
complex is called the chamber complex of f . See Figure 1.

In the case where F is Schur positive, a major theorem of Meinrenkein and Sja-
maar [5] implies that multiplicity functions mF appearing in Eq. (1) are piecewise
quasipolynomials, see also [1, 2]. In particular, this result implies that for fixed ω,
the function mF (kω) is a quasipolynomial on k.

Let ω0 be an arbitrary tuple of partitions, with no restriction on their lengths.
We are interested in the study of the coefficients mF (ω

0 + kω) where ω is a fixed
tuple of partitions, and k varies.

A well-studied example of this phenomenon is given by the reduced Kronecker
coefficients. Murnaghan [6] discovered that for any triple of partitions λ, µ and
ν, the sequence gλ+(k),µ+(k),ν+(k) stabilizes as k grows. The stable limits of these
sequences are the reduced Kronecker coefficients appearing in so many of the
talks of this mini-workshop. Our methods allow us to easily recover Murnaghan’s
result, along with a formula for the stable limits (a Schur symmetric function for
the reduced Kronecker coefficients), and bounds on k for the stabilization to occur.

A way of describing Murnaghan’s result is saying that the rate of growth of
the sequences (gλ+(k),µ+(k),ν+(k))k≥0 is proportional to the rate of growth of the
simpler sequence (g(k),(k),(k))≥0, regardless of the initial shapes λ, µ and ν. On
the other hand, the constant of proportionality depends on the triple of partitions
obtained after deleting the first parts of λ, µ and ν. (These are the partitions
indexing the corresponding reduced Kronecker coefficient.)

Our main result greatly generalizes Murnaghan’s result. Under mild hypotheses
on the function mF , we find large domains where mF (ω0 + kω) behaves asymp-
totically like mF (kω), up to a constant that is described by means of a new and
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Figure 2. An affine combination of cones. Under mild hypoth-
esis, as we start increasing k on mF (ω0 + kω) we hit the dark
region, that contains a translate of the original cone.

easily computable Schur generating series. For instance, when mF is constant on
a cone, we show that ω 7→ mF (ω0 + ω) is constant on some translate of this cone.

These general results can be applied to particular cases: in addition to Mur-
naghan stability for Kronecker coefficients and Brion’s formula for the reduced
Kronecker coefficients, we also recover Weintraub’s known stability results for
some families of plethysm coefficients. We get new stability or asymptotic results
for Heisenberg coefficients extending some recent work of Li Ying [4], and new
stability results for the reduced Kronecker coefficients.

Allowing the presence of the plethystic minus into our alphabets, we deduce
from this approach a new kind of stability for Kronecker coefficients, that we call
“hook stability”. These results have been obtained in collaboration with A. Rattan
and E. Briand, see [3] for related results.

Finally, we study what happens when we iterate our constructions allowing us
to obtain information regarding the asymptotic growth of the sequences as we
increase the sizes of multiple rows/hooks.

Our main tool is the use of Vertex Operators, as developed by J.-Y. Thibon in
[7, 8]. Fix ω0 as above. We associate to mF (ω0 +ω) an ordinary generating series

Φω0

F . Then, we show that Φω0

F always factors as the product of the generating series
corresponding to the particular case of mF (ω) (that is, when ω

0 is a sequence of
empty partitions), multiplied by a Laurent polynomial. This Laurent polynomial
determines the affine shifts of the cones of mF (ω0 + ω). It only depends on the
“tails” of the partitions.
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Plethystic tableaux and applications

Chris Bowman

(joint work with R. Paget and C. Bessenrodt)

Schur functions are important examples of symmetric functions and are indexed
partitions. Given 2 Schur functions, there are 3 distinct ways of ‘multiplying’ them
together to obtain a new symmetric function. These products are the Kronecker
the plethysm and the Littlewood–Richardson products.

The focus of this talk is on the plethysm product. Plethystic tableaux provide
a new combinatorial gadget with which to try and understand these products.
Examples of these “tableaux of tableaux” are pictured in the figure below. We use
these plethystic tableaux to advance our understanding of the plethysm product
by analogy with the other (better understood) products.

1 1

2

1 1

2

1 1

3

1 2

3

1 1

4

1 1

2

1 1

2

1 1

2

1 2

2

1 1

3

Figure 1. Examples of plethystic tableaux

(+) The first and most fundamental problem is to find a positive combinatorial
interpretation for the decomposition multiplicities in these products. This problem
seems out of reach at the moment and so we set benchmarks for our understanding:
Saxl’s tensor square conjecture is one such benchmark. In this talk we focus on
the homogeneous and multiplicity-free Kronecker and plethysm products.

Multiplicity-free representations are of interest due to their manyfold applica-
tions in algebraic combinatorics. For example, the multiplicity-freeness of Little-
wood–Richardson products of Sn-characters/Schur functions labelled by pairs of
rectangles was used to count self-complementary plane partitions [5] and to provide
explicit bijections related to quantised Littlewood–Richardson coefficients [7, 4, 8].
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Multiplicity-free products are also of interest as their endomorphism algebras are
commutative. Howe surveys the invariant-theoretic importance of multiplicity-free
decompositions in [2].

Stembridge generalised this multiplicity-free question to tensor products of ar-
bitrary algebraic groups in [6]. However, we wish to remain firmly rooted in the
land of symmetric functions and algebraic combinatorics — therefore we will in-
stead focus on the multiplicity-freeness of Kronecker and plethysm products. The
following result was originally conjectured by Bessenrodt in 1999 and was solved
by Bessenrodt–Bowman almost 20 years later.

Theorem. The Kronecker product χλ ⊗ χµ is multiplicity-free if and only if the
partitions λ, µ satisfy one of the following conditions (up to conjugation):

• One of the partitions is (n), and the other one is arbitrary;
• one of the partitions is (n − 1, 1), and the other one is a fat hook (here,
a fat hook is a partition with at most two different parts, i.e. it is of the
form (ab, cd), a ≥ c);

• n = 2k + 1 and λ = (k + 1, k) = µ, or n = 2k and λ = (k, k) = µ;
• n = 2k, one of the partitions is (k, k), and the other one is (k + 1, k −
1), (n− 3, 3) or a hook;

• one of the partitions is a rectangle, and the other one is one of (n −
2, 2), (n− 2, 12);

• the partition pair is one of the pairs ((33), (6, 3)), ((33), (5, 4)), and ((43),
(62)).

Finally, multiplicity-free plethysm products of Sn-characters were recently classi-
fied in [1], thus completing the picture for the last remaining product of symmetric
functions.

Theorem. The plethysm product sν ◦ sµ is multiplicity-free if and only if one of
the following holds:

• either ν or µ is the partition (1) and the other is arbitrary;
• ν ⊢ 2 and µ is (ab), (a+ 1, ab−1), (ab, 1), (ab−1, a− 1) or a hook;
• µ ⊢ 2 and ν is linear or ν belongs to a small list of exceptions ν ∈
{(4, 1), (3, 1), (2, 1a), (22), (32), (22, 1) | 1 ≤ a ≤ 6};

• ν and µ belong to a finite list of small rank exceptional products. In partic-
ular ν and µ are both linear and |ν|+ |µ| ≤ 8 and (ν, µ) 6∈ {((5), (3)), ((4),
(4)), ((4), (14))}; or ν = (12) and µ ∈ {(4, 2), (22, 12)}; or ν = (13) and
µ ∈ {(6), (16), (22)}; or ν = (2, 1) and µ ∈ {(3), (13)}.

(÷) A fundamental question one can ask of any (representation theoretic) prod-
uct is: “does it factorise uniquely?”. For the Littlewood–Richardson product, this
question was answered by Rajan [3] in 2004 (perhaps later than one would expect!).

Theorem. Given partitions λ, µ and α, β we have that

χλ ∗ χµ = χα ∗ χβ

if and only if α = λ and µ = β (up to reordering of the partitions).
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In fact, Rajan proved that tensor products factorise uniquely for any simple Lie
algebra. This might lead an optimist to ask whether the same is true for Kronecker
and plethysm products. This is almost true for the plethysm product, modulo a
few trivial cases:

Theorem. Let µ, ν, π, ρ be arbitrary partitions. If χν ◦ χµ = χρ ◦ χπ then either
ν = ρ and µ = π; or we are in one of five exceptional small rank cases,

χ(2,12) ◦ χ(1) = χ(12) ◦ χ(12), χ(3,1) ◦ χ(1) = χ(12) ◦ χ(2),

χ(2,12) ◦ χ(2) = χ(12) ◦ χ(3,1), χ(2,12) ◦ χ(12) = χ(12) ◦ χ(2,12),

χν ◦ χ(1) = χ(1) ◦ χν .

However, things appear to be much murkier for the Kronecker product. Here
the first counter example to unique factorisability (modulo conjugation) is not
until n = 16. In fact, this counterexample shows that the Grothendick ring of
CSn is not even an integral domain:

Example. Kronecker products do not factorise uniquely. We have that

χ(8,32,12) ⊗ χ(6,4,22,12) = χ(52,4,12) ⊗ χ(6,4,22,12)

This counterexample was found by Christine Bessenrodt using a computer. The
key point here is that (6, 4, 22, 12) labels a self-dual partition which takes many
zero values. It seems highly likely that many such examples will appear for larger
ranks.

However, we should not dismay. There is still hope, in the form of the stable
products. We believe the following theorem is very striking indeed and that it
provides significant evidence for our belief that stable products are more natural
and elementary than their non-stable counterparts.

Theorem. Stable Kronecker and plethysm products factorise uniquely.
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Tensor products and moments

Pham Huu Tiep

Why do we care about tensor products? Perhaps we have already seen enough
answers to this question, from many talks at the workshop. But I will try to
discuss this question from my own perspective.

1. Aschbacher–Scott program and tensor products. It is important to
understand the subgroup structure of G, where G is a (simple) group, finite
or algebraic. This subject has a rich history, dating back at least to Galois’ 1832
letter to Chevalier. It has become a much more active, and useful, area since the
CFSG.

First and foremost, one would like to focus on understanding maximal subgroups
of finite or algebraic groups G. In fact, in most problems, the Aschbacher–
O’Nan–Scott theorem allows one to concentrate on the case where G is almost
quasi-simple. The results of Liebeck–Praeger–Saxl and Liebeck–Seitz then allow
one to assume furthermore that G is a classical group Cl(V ) = GL(V ), Sp(V ),
GO(V ), and GU(V ).

Theorem 1 (Aschbacher [1]). Let G = Cl(V ) be a classical group over an
algebraically closed field F, and let M < G be a maximal Zariski closed subgroup
of G. Then

M ∈
4⋃

i=1

Ci ∪ S,

where Ci, 1 ≤ i ≤ 4, are collections of certain “natural” subgroups of G, and S
consists of the subgroups of the form M = NG(S) for some quasisimple closed
subgroup S < G such that the restriction V ↓S is irreducible.

In particular, C4 consists of stabilizers of tensor decompositions V = V1 ⊗ V2,
or V = V1 ⊗ V2 ⊗ . . .⊗ Vm with V1 ∼= V2 ∼= . . . ∼= Vm.

What about the converse? Given the hypothesis of Aschbacher’s Theorem 1,
assume now that M ∈ ∪4

i=1Ci ∪S. When can one say that M is indeed a maximal
subgroup of G? If M ∈ ∪4

i=1Ci, then the maximality of M has been determined
by Kleidman–Liebeck [5]. So we may assume that M = NG(S) ∈ S. Suppose
in addition that M is not maximal. Then M < N < G, where N is a maximal
subgroup of G, and we can again apply Aschbacher’s Theorem 1 to N : N ∈
∪4
i=1Ci ∪ S. Assume furthermore that N ∈ C4. The tensor-induced subcase is

treated by Magaard–Tiep. So we may assume for the quasisimple subgroup S <
GL(V ) that the S-module V ↓S= A ⊗ B is irreducible and tensor decomposable
(by passing to the universal cover of S). Thus we arrive at the question:

Problem 2. When can the tensor product A ⊗ B of two S-representations be
irreducible?

The case where S is a quasisimple group of Lie type in defining characteristic
is handled by a classical result of Seitz and Steinberg, whereas the case where
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S is a (covering group) of Sn or An is mostly resolved by work of Bessenrodt,
Bessenrodt–Kleshchev, Kleshchev–Tiep, and Morotti.

The main remaining case, where S is a finite quasisimple group of Lie type
over a field of characteristic different from char(F), is the subject of the following
theorem:

Theorem 3. [6], [7], [9] Suppose S is a finite quasisimple group defined over Fq

with q coprime to p = char(F ), and suppose that the FS-module V is irreducible
and tensor decomposable. Then one of the following holds.

(i) q ≤ 3, but G 6∼= SLn(q).
(ii) G = Sp2n(5).
(iii) 2|q, G = F4(q) or 2F4(q), and p divides |G|.
2. Symmetric powers. Of course, there remains also the case where N ∈ S,
that is, an N -module V is irreducible over a proper (quasisimple) subgroup S.
Thus we arrive at the Irreducible Restriction Problem, a very difficult and
important problem. Work of Magaard–Röhrle–Testerman [8] essentially reduces
one configuration of the Irreducible Restriction Problem to

Problem 4 (Kollár–Larsen problem on symmetric powers). Let F = F
and let V = Fd with d ≥ 5. Which Zariski closed subgroups of G = GL(V ) act

irreducibly on some symmetric power Symk(V ) of V for some k ≥ 4?

Theorem 5. [4] Assume a Zariski closed subgroup H of G := GL(V ) acts irre-

ducibly on Symk(V ) for some k ≥ 4. Then L✁H ≤ NG(L), and one of:

(i) L ∈ {SL(V ), Sp(V )};
(ii) char(F) = p, L = SLd(q), SUd(q), or Spd(q), q = pa and d = dim(V );
(iii) k = 4, 5, and (dim(V ), L) = (6, 2J2), (12, 2G2(4)), (12, 6Suz);
(iv) k = 4, 5, p = 5, 7, and L = Monster.

As shown by Balaji–Kollár [2], this result has nice implications on holonomy
groups and stability of vector bundles.

3. Semi-invariants and the α-invariant. For a Kähler manifold X and a com-
pact subgroup G ≤ Aut(X), Tian [11] defined an invariant αG(X). In particular,
Tian showed that a Fano variety X admits a G-invariant Kähler-Einstein metric

if αG(X) > dim(X)
dim(X)+1 .

Consider the case a finite G < GLn+1(C) acts on the projective space Pn.
Then Tian’s invariant αG(P

n) is known to algebraic geometers as the log-canonical
threshold lct(Pn, G).

Theorem 6 (Thompson [10]). Suppose that G < GLn+1(C) is any finite group.
Then αG(P

n) ≤ 4(n+ 1).

In fact, a much stronger bound should hold asymptotically:

Conjecture 7 (Thompson [10]). There exists a constant C > 0 such that
αG(P

n) ≤ C for all n and all finite subgroups G < GLn+1(C).
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How did it happen that this strong upper bound on αG(P
n) was proved by John

Thompson six years before the invariant was defined?
Recall that G < GL(V ) is said to have a semi-invariant of degree k on V if

Symk(V ) contains a one-dimensional G-submodule. Now the connection between
αG(P

n) and semi-invariants of G < GLn+1(C) was observed by Cheltsov–Shramov
to be as follows

αG(P
n) ≤ min{k | G has a semi-invariant of degree k on Cn+1}

n+ 1
.

Theorem 8. [12] Thompson’s conjecture holds, with C = 1184036.

Corollary 9. Let G ≤ GL(V ) be a finite group for V = Cn. Then G has a nonzero
polynomial invariant, of degree at most min(1184036 · dim(V ) · exp(G/G′), |G|).
4. Moments. Let V = Cd and let X ≤ GL(V ) be a Zariski closed subgroup.
Then Katz defined the 2k-moment of X on V to be

M2k(X,V ) =

∫

X

|tr(g)|2kdµ = dim(V ⊗k ⊗ (V ∗)⊗k)X .

For instance, if dim V > 2k then

M2k(X,V ) =

{
k!, X = SL(V ),
(2k − 1)!!, X = Sp(V ),GO(V ).

Conjecture 10 (Larsen). Let V = Cd with d ≥ 5, G = GL(V ), Sp(V ), or
GO(V ). Let X ≤ G be a Zariski closed subgroup, with X◦ being reductive. Assume
M8(X,V ) =M8(G, V ). Then X is big, i.e. X ≥ [G,G].

This conjecture of Larsen is motivated by work of Deligne and Katz on the
monodromy groups of Lefschetz pencils of hypersurface sections on a smooth pro-
jective complex variety, and more recent work of Katz on the monodromy groups
of families of character sums over finite fields. The latter include Kloosterman
sums ∑

x∈F
×

p

ψ

(
ax+

b

x

)
, a, b ∈ F×

p , ψ ∈ Hom((Fp,+),C×),

as well as
∑

x∈Fp

χ(x3 + ax+ b), a, b ∈ Fp, χ(·) = (
·
p
) – the Legendre symbol

which (suitably adjusted) counts the Fp-points of the elliptic curve y
2 = x3+ax+b.

Weil’s celebrated proof of the Riemann hypothesis for curves over function
fields implies that (the modulus of) the above sum is bounded by 2

√
p. Deligne and

Katz showed that the behavior of these sums over Fqk when k → ∞ is controlled
by the monodromy group X which, in certain cases, should be determined by its
moments. Hence, the truth of Larsen’s Conjecture 10 has nice consequences on
the distribution of eigenvalues and the trace of Frobenius element and L-functions
of elliptic curves.
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Theorem 11. [3] Larsen’s conjecture is true, aside from exactly one exception:
V = C6, G = Sp(V ), X = 2J2, for which M2k(G, V ) =M2k(X,V )
when 2 ≤ k ≤ 5.

Note that M12(2J2,C
6) = 10660 > 9449 =M12(Sp6(C),C

6).
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Implementing geometric complexity theory: On the separation of
orbit closures via symmetries

Christian Ikenmeyer

(joint work with Umangathan Kandasamy)

The idea of using the symmetries of the determinant detn and the permanent perm
to separate algebraic complexity classes was pioneered by Mulmuley and Sohoni
in 2001 [12]. This approach is based on the observation that detn and perm are
both characterized by their respective symmetry groups.

A homogeneous projection of a homogeneous polynomial is its evaluation at a
point whose coordinates are given by homogeneous linear polynomials. The set of
all homogeneous projections of detn to polynomials in the variables x1, . . . , xN can
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then be written as {detn(ℓ1, . . . , ℓn2) | ℓi is a homogeneous linear polynomial in
x1, . . . , xN}. The polynomial function (x1,1, . . . , xn,n) 7→ detn(ℓ1, . . . , ℓn2) equals
the composition detn◦A, where A is the linear map (x1,1, . . . , xn,n) 7→ (ℓ1, . . . , ℓn2).
As it is common in representation theory, we write A·detn or just Adetn for detn◦A.
The endomorphism orbit Endn2detn is defined as {Adetn | A ∈ Cn2×n2}. For
fixed m, n with m < n, define the padded permanent perm,n := (xn,n)

n−m · perm.

Let dc
′(perm,n) denote the smallest n such that perm,n ∈ Endn2detn. Valiant’s

V BP 6= V NP conjecture is equivalent to the conjecture that dc
′(perm) grows

superpolynomially.
It turns out that if we restrict Endn2detn to only the points Adetn for which

A is invertible, we get the much simpler group orbit GLn2detn := {gdetn | g ∈
GLn2} ⊆ Endn2detn.

Let Hdetn ⊆ GLn2 denote the symmetry group of detn. From the viewpoint of
algebraic geometry, the set GLn2detn is an affine variety ([7, Sec 4.2], [11, Cor.,
p. 206]) and a homogeneous space that is isomorphic to the quotient GLn2/Hdetn .
It is crucial to note here that the group Hdetn does not carry any information
about the fact that we study a space of polynomials! In this way, we study the
orbit GLn2detn independently of its embedding into the space of polynomials.
This gives a particularly beautiful description of its coordinate ring via invariant
theory:

C[GLn2detn] = C[GLn2 ]Hdetn ,

where C[GLn2 ]Hdetn is the set of regular Hdetn -invariant functions on the variety
GLn2 (see [7, (5.2.6)]. The coordinate ring of GLn2 has classically been studied:
It is a GLn2 ×GLn2-representation whose representation theoretic decomposition
is multiplicity free:

(1) C[GLn2 ] =
⊕

λ

{λ} ⊗ {λ∗},

where λ runs over all nonincreasing lists of n2 integers and {λ} denotes the ir-
reducible rational representation of GLn2 corresponding to λ. Eq. (1) is known
as the algebraic Peter-Weyl theorem. It implies that the multiplicity of λ∗ in
C[GLn2detn] equals the dimension of the Hdetn -invariant space {λ}Hdetn . This
coefficient dim{λ}Hdetn is known to be the symmetric rectangular Kronecker coef-
ficient.

If we replace detn by other polynomials, we get an analogous theory that is
often equally beautiful. The power sum polynomial and the product x1 · · ·xD
are of particular interest in this talk. The corresponding coefficients are not Kro-
necker coefficients, but plethysm coefficients and related coefficients that appear
in algebraic combinatorics.

As we just have seen, group orbits have several desirable properties and can
be understood directly via symmetry groups and algebraic combinatorics. But
endomorphism orbits do not behave that nicely. In general, Endn2detn is not a
variety. In order to enable the study of Endn2detn with methods from algebraic
geometry, we go to the closure (Euclidean closure and Zariski closure coincide here
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by general principles, see [14, §2.C]): Endn2detn, which coincides with the group
orbit closure GLn2detn, see e.g. [1, Sec. 3.5]. Hence we have a chain of inclu-
sions GLn2detn ⊆ Endn2detn ⊆ GLn2detn. The border determinantal complexity
dc(perm) is defined as the smallest n such that perm,n ∈ GLn2detn. Mulmuley and
Sohoni’s conjecture (closely related to Bürgisser’s conjecture) [2, hypothesis (7)])
is that dc(perm) grows superpolynomially. Since dc(perm) ≤ dc

′(perm), this would
imply Valiant’s conjecture. Mulmuley and Sohoni’s conjecture can be attacked by
representation theoretic multiplicities as follows. If we assume for the sake of con-
tradiction that GLn2perm,n ⊆ GLn2detn, then by Schur’s lemma the multiplicities

satisfy multλC[GLn2perm,n] ≤ multλC[GLn2detn]. Thus, if there exists (λ, d) that
satisfies

(2) multλC[GLn2perm,n]d > multλC[GLn2detn]d,

then dc(m) > n. Such a pair (λ, d) is called a multiplicity obstruction.
The algebraic geometry of GLn2detn and the representation theory of its co-

ordinate ring are rather difficult to understand, see e.g. [10, 3]. But the close
relationship between orbit and orbit closure gives hope that results can be trans-
ferred from the orbit to the closure. Indeed, C[GLn2detn] ⊆ C[GLn2detn] is a
subalgebra, and hence we have multλC[GLn2detn] ≥ multλC[GLn2detn]. Getting

lower bounds on multiplicities in C[GLn2detn] seems much harder. But as a first
step towards lower bounds on multλC[GLn2detn], [6] proved that GLn2detn is open
in its closure and that the ring C[GLn2detn] is a localization of C[GLn2detn].

In this talk we present how to tighten the results from [6] in the case of the
power sum polynomial. For m ≥ D let p := xD1 + xD2 + · · · + xDm and let q :=
x1x2 · · ·xD. Let G := GLm. For m = D we separate the two families of orbit
closures Gp 6⊆ Gq of polynomials p and q using multiplicity obstructions λ, i.e.,
multλC[Gp] > multλC[Gq]. Our key contribution is a method of proof that for
the first time implements closely the strategy in [12, 13]: Both the lower bound
on multλC[Gp] and the upper bound on multλC[Gq] are obtained directly from
the symmetry groups of p and q and the dimension of the spaces of Hp- and Hq-
invariants in irreducible GLm-representations. This is the result of our tightening
of the relationship between multλC[Gp] and multλC[Gp].

Before our paper, all existence proofs of multiplicity obstructions Gp 6⊆ Gq for
any p and q required to explicitly construct (with multilinear algebra) copies of
irreducible representations in multλC[Gp]. These papers only took into account
the symmetry group of q instead of both symmetry groups, see [4, 5, 9, 8].
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Irreducible tensor products for symmetric and related groups

Lucia Morotti

Given a group G and a field F , an interesting question is to study for which
irreducible FG-representations V and W the tensor product V ⊗W is also irre-
ducible. This is always the case if V or W is 1-dimensional, so the question could
be restated as:

Given a group G and V and W irreducible FG-representations, both of which are
not 1-dimensional, when is V ⊗W irreducible?

Such irreducible tensor products are called non-trivial. Their classification is rele-
vant to the Aschbacher–Scott classification of maximal subgroups of finite classical
groups.

For example for symmetric groups in characteristic 0, it was first shown by
Zisser in [13] that no non-trivial irreducible tensor products exist. In the same
paper however it was shown that non-trivial irreducible tensor products for alter-
nating groups exist and such products were characterised. In works of Bessenrodt
[1] and Bessenrodt and Kleshchev [2, 5] (almost) homogeneous tensor products of
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symmetric, alternating groups and double covers of symmetric groups in charac-
teristic 0 have been studied, thus solving the question for any of these groups in
characteristic 0.

In positive characteristic p, however the situation is more complicated. It was
conjectured by Gow and Kleshchev in [7] that non-trivial irreducible tensor prod-
ucts for symmetric groups exist only for p = 2. Parts of the conjecture, including
the odd characteristic case, have been proved shortly after the conjecture was for-
mulated by Bessenrodt and Kleshchev [3] and Graham and James [6]. Similarly,
non-trivial tensor products for alternating groups in large characteristic (that is
p ≥ 7) have been studied by Bessenrodt and Kleshchev in [4]. For covering groups
some results were obtained by Kleshchev and Tiep in [8]. In the last few years I
have been able to finish studying non-trivial irreducible tensor products for these
groups, apart for some still open cases for alternating groups in characteristic 2,
see [9, 10, 11, 12].

In order to state results we need to define notation for the irreducible repre-
sentations of these groups. The irreducible representations of Sn are given by the
modules Dλ, while those of An by the modules Eλ or Eλ

±, with λ a p-regular
partition of n. When considering restrictions from Sn to An, it is well known that
Dλ↓An

∼= Eλ or Eλ
+⊕Eλ

−. These representations can also be viewed as irreducible

representations of the double covers S̃n and Ãn respectively. The other irreducible

representations of S̃n and Ãn are the spin irreducible representations, which only
exist if p 6= 2. In characteristic 0 it is well known that (pairs) of spin representations
are labeled by partitions in distinct parts. In odd characteristic labelings of (pairs)
of spin representations have been found by Brundan and Kleshchev, using certain
subsets of partitions. We will write D(λ, 0) or D(λ,±) (resp. E(λ, 0) or E(λ,±))

for the spin irreducible representation(s) of S̃n (resp. Ãn) labeled by λ. As it can
be expected and is known in characteristic 0, D(λ, 0)↓Ãn

∼= E(λ,+) ⊕ E(λ,−),

while D(λ,±)↓Ãn

∼= E(λ, 0).
A special family of representations that plays a major role in the classification

of irreducible tensor products are basic spin representations. A representation V
is basic spin if V is any composition factor of the reduction modulo p of a spin
representation in characteristic 0 labeled by the partition (n). Note that if p 6= 2
then basic spin representations are spin representations, while if p = 2 basic spin
representations are also representations of Sn or An.

The following two theorems can be obtained from the aforementioned papers:

Theorem. Let V and W be irreducible representations of FS̃n, both of which are
not 1-dimensional. Then, up to exchange of V and W and tensoring with the sign
representation, V ⊗W is irreducible if and only if:

(i) V ∼= D(n−1,1), W ∼= D(λ,±) with E(λ, 0) ↓Ãn−1
irreducible and n 6≡

0 mod p,
(ii) V is basic spin, W ∼= D(n−k,k) with D(n−k,k) ↓S̃n−1

irreducible and n 6≡
0,±2 mod p is even if p 6= 2 or n ≡ 2 mod 4 and k is odd if p = 2,

(iii) V ∼= D((6),±), W ∼= D((3, 2, 1),±) and p 6= 2, 3 or 5.
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Theorem. Let V and W be irreducible representations of FÃn, both of which are
not 1-dimensional. If V ⊗W is irreducible then one of the following holds up to
exchange of V and W :

(i) V ∼= E(n−1,1), W ∼= Eλ
± with Dλ ↓S̃n−1

irreducible and n 6≡ 0 mod p,

(ii) V ∼= E(n−1,1), W ∼= E(λ,±) with D(λ, 0) ↓S̃n−1
irreducible and n 6≡ 0 mod

p,
(iii) p 6= 2, V is basic spin, W ∼= E(n−k,k) with D(n−k,k) ↓S̃n−1

irreducible and

n 6≡ 0,±2 mod p is odd,
(iv) p = 2, V is basic spin and at least one between V and W does not extend

to Sn,
(v) n ∈ {5, 6, 9}.

In cases (i), (ii) and (iii) V ⊗W is always irreducible.

In each of the above cases, if V ⊗W is known to be irreducible, formulas for
V ⊗W are also known. For n ≤ 9 it is easy to check which tensor products are
irreducible, since decomposition matrices for such n are known. So the only still
open case is case (iv) of the second theorem.
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Modular plethysms for SL2(F )

Mark Wildon

(joint work with Eoghan McDowell and Rowena Paget)

Let E be a two-dimensional complex vector space. The finite-dimensional irre-
ducible polynomial representations of SL2(C) are, up to isomorphism, the sym-

metric powers SymℓE for ℓ ∈ N0. Working in invariant theory, Hermite discovered
the isomorphism

(1) SymrSymℓE ∼= SymℓSymrE.

This is one of many plethystic isomorphisms of SL2(C)-representations. Another

important example is the Wronskian isomorphism SymrSymℓE ∼=
∧r

Symℓ+r−1E
(see for instance [1]). More generally, let ∇λ denote the Schur functor canoni-
cally labelled by the partition λ. We ask: when is there an SL2(C)-isomorphism

∇λSymℓE ∼= ∇µSymmE? In my talk I surveyed some of the answers to this ques-
tion and then considered the modular analogue in which C is replaced with an
infinite field of prime characteristic.

The first part is on joint work with Rowena Paget [6]; the second is on work in
progress with my Ph.D. student Eoghan McDowell.

Part 1: Complex plethystic isomorphisms. Let sλ denote the Schur function canon-
ically labelled by the partition λ. By the bridge between representation theory and
symmetric functions seen in my introductory talk, there is a plethystic isomor-
phism ∇λSymℓE ∼= ∇µSymmE if and only if (sλ ◦ s(ℓ))(x−1, x) = (sµ ◦ sµ)(x−1, x).
(It is correct to specialize the variables x1, x2 so that they satisfy x1x2 = 1 because
this relation is satisfied by the eigenvalues of every matrix in SL2(C).) Substituting
x = q2 one obtains (iii) in the theorem below; this is the combinatorial statement
that the generating functions enumerating SSYT{1,...,ℓ}(λ) and SSYT{1,...,m}(µ)
by the sum of the contents of each tableau are equal, up to a power of q.

Theorem 1. The following are equivalent:
(i) ∇λSymℓE ∼= ∇µSymmE;
(ii) (sλ ◦ s(ℓ))(x−1, x) = (sµ ◦ s(m))(x

−1, x);

(iii) sλ(1, q, . . . , q
ℓ) = sµ(1, q, . . . , q

m) up to a (known) power of q;
(iv) C(λ) + ℓ+ 1/H(λ) = C(µ) +m+ 1

/
H(µ).

In (iv), C(λ) = {j − i : (i, j) ∈ [λ]} is the multiset of contents of λ, H(λ) =
{h(i,j) : (i, j) ∈ [λ]} is the multiset of hook lengths, and

/
denotes the difference

of multisets, allowing negative multiplicities. (This is clarified in the example
following Theorem 2 below.) The equivalence of (iii) and (iv) is proved using a
unique factorization property of the quantum integers [m]q = (qm − 1)/(q − 1) =
1+ · · ·+ qm−1, and Stanley’s Hook Content Formula [7, Theorem 7.12.2], namely
that

sλ(1, q, . . . , q
ℓ) = qB

∏
(i,j)∈[λ][j − i+ ℓ+ 1]q∏

(i,j)∈[λ][h(i,j)]q
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where qB is a (known) power of q. For example, Hermite reciprocity (1) follows
from (iv), since {1 + ℓ, . . . , r + ℓ}

/
{1, . . . , r} = {1 + r, . . . , ℓ + r}

/
{1, . . . , ℓ}. The

Wronskian isomorphism may be established still more easily, because in this case
the difference multisets on either side of (iv) are equal even before cancellation.

The following theorem is a typical example of a plethystic isomorphism. It was
first proved by King [5, §4.2]. A stronger version including a converse is proved
using the equivalence of (i) and (iii) in Theorem 1.5 of [6].

Theorem 2. Let λ be a partition contained in a box with ℓ+1 rows and a columns.
Let λ• be its complement in this box. Then

∇λSymℓE ∼= ∇λ•

SymℓE.

As a corollary of (iv) in Theorem 1 we obtain the following appealing result.

Corollary 3. Let λ be a partition contained in a box with ℓ+1 rows and a columns.
Let λ• be its complement in this box. There is an equality of multisets

(
C(λ) + ℓ+ 1

)
∪H(λ•) =

(
C(λ•) + ℓ+ 1

)
∪H(λ).

For example, if λ = (4, 3, 3, 1) and the box has 4 rows and 5 columns then
λ• = (4, 2, 2, 1) and the equality in Corollary 3 may be checked using the bold
numbers in the tableaux below.

C(λ) + 4

H(λ•)

10

20

30

31

40

41

42

51

52

62 73

10 21 52 73

20

10

41

31

10

H(λ)

10

10

10

2031

21

41

42

52

52

73

73 62 51 40

41 30

31 20

10

C(λ•) + 4

The author is grateful to Christine Bessenrodt for observing that Corollary 3
holds in a stronger version also considering arm-lengths, as indicated above by
subscripts. This was proved by Bessenrodt [3] by an ingenious application of
[2, Theorem 3.2]. A longer inductive proof can be given by adapting the proof of
Corollary 3 in [8]. Finding a representation theoretic interpretation of this stronger
result was suggested at the workshop as an open problem.

In [6], many further plethystic isomorphisms, and obstructions to such isomor-
phisms, are proved. In particular, in [6, Theorem 1.4] we extend another result of

King [5, §4] to give a complete classification of all isomorphisms between ∇λSymℓE

and ∇λ′

SymmE, where λ′ is the conjugate partition to λ. In [6, §10] we give a

complete classification of all isomorphisms ∇λSymℓE ∼= ∇µSymmE in which λ and
µ are (separately) either hook partitions, two-row partitions, or two-column parti-

tions. One curious family we obtain is ∇(3ℓ−3,2ℓ−1)SymℓE ∼= ∇(ℓ+1,1ℓ−2)Sym3ℓ−4E
for all ℓ ≥ 2. The author suggests finding a geometric or invariant theory inter-
pretation of this isomorphism as an open problem.
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Part 2: Modular plethysms. Let F be an infinite field of prime characteristic p and
let E be the natural representation of SL2(F ). It is now important to distinguish
the two versions of the symmetric power. Given a polynomial representation V
of SL2(F ), let SymrV = (V ⊗r)Sr be the invariant submodule under the place
permutation action of Sr on V ⊗r and let

SymrV = V ⊗r
/
〈v(1) ⊗ · · · ⊗ v(r) · σ − v(1) ⊗ · · · ⊗ v(r)〉

be the module of coinvariants. For example, the matrices giving the action of(
α β
γ δ

)
∈ SL2(F )

on Sym2E and Sym2E in a basis e1, e2 of E are




e21 e22 e1e2

α2 β2 αβ
γ2 δ2 γδ
2αγ 2βδ αδ + βγ







e1 ⊗ e1 e2 ⊗ e2 e1 ⊗ e2 + e2 ⊗ e1

α2 β2 2αβ
γ2 δ2 2γδ
αγ βδ αδ + βγ




respectively. (Here, as usual e21 is the image of e1 ⊗ e1 in the quotient module
defined above.) Observe that if p = 2 then Sym2E has a 2-dimensional invari-
ant submodule 〈e21, e22〉, whereas Sym2E has this 2-dimensional module only as
a quotient. More generally, it is known that SymrE ∼= (SymrE)◦ where ◦ de-
notes contravariant duality, defined on a representation ρ : SL(E) → GL(V ) by
ρ◦(g) = ρ(gt)t (see [4, §2.7 and p44 Example 1]).

The distinction between the two versions of the symmetric power is critical in
the following modular generalization of the Wronskian isomorphism.

Theorem 4. For all r, ℓ ∈ N, there is an SL2(F )-isomorphism

SymrSym
ℓE ∼=

r∧
Symr+ℓ−1E.

We prove this isomorphism by an explicit construction: it is non-obvious and
slightly subtle to prove SL2(F )-equivariance. We also generalize Theorem 2.

Theorem 5. Let λ be a partition contained in a box with ℓ+1 rows and a columns.
Let λ• be its complement in this box. Then

∇λSymℓE ∼= ∇λ•

SymℓE.

One important idea in the proof is that if V is a polynomial representation of

SL2(F ) of dimension d then
∧r

V ∼=
∧d−r

V ⋆ ∼=
∧d−r

V ◦.
It follows from the theorem of King on conjugation of partitions mentioned

above that there is an SL2(C)-isomorphism∇(a+1,1b)SymℓE ∼= ∇(b+1,1a)Symℓ+a−bE
for all a, b ∈ N and ℓ ≥ b. The final result below shows that this does not extend
to the modular case.

Theorem 6. There exist infinitely many pairs (a, b) such that, provided e is suffi-

ciently large, the eight representations of SL2(F ) obtained from ∇(a+1,1b)Sympe+b

by
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(i) Replacing ∇ with its contravariant dual functor ∇◦;
(ii) Replacing (a+ 1, 1b) with (b+ 1, 1a) and pe + b with pe + a;

(iii) Replacing SymℓE with SymℓE
are all non-isomorphic.

Determining which of the other plethystic isomorphisms in [6] have modular
generalizations appears to be a fruitful topic for further research.
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