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Introduction by the Organizers

This online seminar was fostering the investigation of certain classes of geophysical
models by methods stemming from analysis, computation and modeling. The com-
plexity of fluid models taking into account geophysical factors and circumstances
shows the need for accessible and reliable reduced models.

The mathematical invstigation of these reduced models involves many modern
tools from analysis and computation. Of concern are in particular local and global
well-posedness properties of the associated systems of equations, their rigorous
justification and validation as well as the development of numerical and computa-
tional schemes for their simulations.
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A particular challenge in this context is the mathematical understanding of various
sea-ice models. The complexity of these coupled fluid-viscoplastic models show the
need for new analytical and computational methods in this direction.

Also models for moist atmospheric dynamics including phase transitions ask
for new analytical and computational tools in order to treat the Heaviside terms
arising there modeling the fast time scale saturation effects.

One of the main characteristics of the online seminar was the bringing together
of leading experts from diverse scientific backgrounds such as analysis, modeling,
numerics and computation. The meeting ignited lively interaction and exchange
of ideas, which was an inspiring experience. The presence of younger participants
and gender diversity was very visible during the meeting. The workshop aimed
also to encouraged younger participants to play an important role in this area of
research. This was also implemented by inviting some younger speakers.

The lectures presented took 50 minutes which were followed by lively and in-
teractive discussions for about 15 minutes. The meeting brought together a very
good mixture of various communities and several leaders from different disciplines
met here for the first time. The gender diversity was remarkable.

It seems that this seminar was the very first Oberwolfach online seminar. Due
to the Corona crisis we needed to replace the originally planned workshop by a
new format and choose this online seminar as a substitute. Of course, it is evident
that such an online seminar cannot give all the privileges a classical workshop at
MFO is offering to its participants.
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Abstracts

Unstructured meshes in global ocean modeling

Sergey Danilov

Global ocean models are an important component of Earth climate models help-
ing to study the future climate. Traditionally, such models were formulated on
structured meshes. However there are factors that are difficult to take into ac-
count in this case. Geometrical factors include the shape of coastlines and the
presence of narrow passages in the world ocean. Dynamical factors come from the
strong decrease of the Rossby radius of deformation in high latitudes or the ocean
shelf areas, which hampers the representation of mesoscale variability, generated
through baroclinic instabilities and contributing to numerous exchange processes.
These factors motivate the use of unstructured meshes allowing the resolution that
is varied according to practical needs. Three new model development initiatives,
two in Germany at the Alfred Wegener Institute (FESOM) and the Max Planck
Institute for Meteorology (ICON), and one in the united States at the Los Alamos
National Laboratory (MPAS-Ocean) offer such models now. Their computational
efficiency approaches that of structured mesh models, they are mature enough and
are already used in climate studies.

Such models are formulated on triangular (FESOM, ICON) or dual (quasi-
hexagonal) meshes (MPAS). They solve the equations of ocean dynamics which
include the Navier-Stokes and continuity equations, together with the conservation
equations for the potential temperature and salt under traditional approximations
(the Boussinesq and hydrostatic ocean in a thin layer on the sphere). The common
practice in ocean modeling is the use of staggered discretizations, which place
discrete velocity and pressure at different locations. The reason for that is an
improved representation of pressure gradient and, hence, wave dynamics. However,
numerics of staggered discretizations on triangular or dual quasi-hexagonal meshes
face complications related to the geometrical structure of such meshes.

Let Vh, Ch, Eh be the finite dimensional vector spaces related to the degrees of
freedom at vertices, cells and edges of a triangular mesh, which is a set of non-
overlapping triangles T = {Ti}, i = 1, . . .Nt. In this case dimVh : dim Ch :
dim Eh ≈ 1 : 2 : 3. If du and dp are the dimensions of spaces spanned by
discrete velocities and pressure, their ratio will deviate from 2, as is the case
on structured quadrilateral meshes, for most of staggered finite-volume or finite-
element discretizations on triangular meshes or meshes dual to them. For example,
du

dp
= 2 dimCh

dimVh
= 4 for the cell–vertex (velocity–pressure) discretization of FESOM,

du

dp
= dim Eh

dim Ch
= 3/2 and du

dp
= 2 dimEh

dimVh
= 3 in the case of MPAS. These staggered

discretizations are unbalanced, and as a consequence, maintain spurious dynamics.
On the geometrical level, the occurrence of spurious dynamics can be viewed as
the presence of geometrically different locations for like discrete variables within
a unit cell of triangular lattice. This creates a possibility for non-trivial dynamics
within the cell, which is spurious in all cases above. Spurious dynamics needs
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to be suppressed, and this is achieved either through specific numerical viscosity
operators, or filters. Although good practical solutions are already available, this
topic is still a subject of active research, aimed at designing the solutions with the
least dissipation of the resolved physical dynamics.

The three discretizations above require a very similar computational efforts, for
the majority of operations is performed in cycles over edges. However, they differ
in details, posing a question on their effective resolution. This notion combines
the geometrical resolution provided by the mesh with the accuracy of particular
numerical algorithms. This is the subject of ongoing research. The set of questions
mentioned here is discussed in [1], while the model description can be found in [2],
[3] and [4].
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Finite elements and sea ice dynamics

Carolin Mehlmann

(joint work with Peter Korn, Thomas Richter)

Currently the most used approach to model sea ice dynamics in coupled climate
models is the viscous-plastic sea model introduced by Hibler in 1979 [1]. Here, sea
ice is considered as a two dimensional fluid which is located between ocean and
atmosphere. Sea ice is characterized by the sea ice concentrationA (the percentage
of a grid cell that is covered with ice), the mean ice thickness H and the sea ice
velocity v. The sea ice concentration and the sea ice thickness are advected in
time by transport equations, whereas the the sea ice velocity is determined by

m∂tv = F + div(σ),

where m = ρH is the sea ice mass, F are the external forces as wind and water
drag or Coriolis force and σ describes internal sea ice stresses. The ice stresses are
related to the strain rate tensor (∇v +∇vT ) by the viscous-plastic rheology

σ =
1

2
ζ(v)

(

∇v +∇vT
)

+
3

4
ζ(v)tr(∇v +∇vT )I − P

2
I,

where the viscosity ζ and the ice strenght P is chosen as

ζ =
P

2max(∆, 2 · 10−9)
, P = H exp(20(1−A)),

∆ =
√

1.25(v21,x + v22,y) + 0.5(v1,y + v2,x)2 + 1.5(v1,xv2,y).
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For a one-dimensional reduction of the system Gray showed the ill-possdness of the
viscous-plastic model [2]. The analysis has been extended by Guba and coauthors
to a two dimensional case where the authors could not conclude if the model is ill
or well-posed [3]. We emphasis that using a proper regularization of the viscosities

ζ =
P√

∆2 + 4 · 10−18
,

as suggested by Kreyscher et al. in [4], the issues appearing in the one dimensional
reduction can be circumvented and the conclusion of the ill-posedness can not be
drawn.

As sea ice is part of a coupled system, we address the question how the discrete
sea-ice dynamics can be formulated in a way such that the internal sea ice dynamics
are captured well while the external coupling to the ocean is accomplished in a
natural way. We consider this problem on triangular grids in the context of the
ocean general circulation model ICON-O [5]. Here the horizontal ocean velocity is
represented by its normal component placed on the edge midpoint. This staggering
is equivalent to the lowest order Raviart-Thomas finite element (RT-0). The space
of the Raviart-Thomas element is not rich enough to approximate the full strain
rate tensor (∇v +∇vT ) appearing in the sea ice rheology, see [6]. We propose to
enlarge the approximation space by including the tangential velocity at the edge
midpoint. This variable arrangement equals to the so called Crouzeix-Raviart finite
element and allows the desired natural coupling to the underlying ocean variables
on the same grid. A direct application of the Crouzeix-Raviart element to the sea-
ice momentum equations leads to an unstable discretization. This instability has
its origin in the discretization of the symmetric strain rate tensor in the rheology,
which has a non trivial kernel in the Crouzeix-Raviart space. Thus, the element
does not satisfy Korn’s first inequality ‖∇v‖2 ≤ c‖ 1

2 (∇v + ∇vT )‖2, see [7]. In
order to circumvent this instability we follow the idea of Hansbo and Larson [8]
and introduce a stabilization of the Crouzeix-Raviart element, see [9]

The viscous-plastic rheology introduces a strong nonlinearity to the sea ice
model. Thus, solving sea ice dynamics of increasing spatial resolution is extremely
difficult. There are mainly three approaches for solving the nonlinear momentum
equation of the viscous-plastic sea ice model, a fixed-point method denoted as Pi-
card solver, an inexact Newton method (JFNK) [10] and a subcycling procedure
based on an elastic-viscous-plastic model approximation [11]. All methods tend
to have problems on fine meshes by sharp structures in the solution. Conver-
gence rates deteriorate such that either too many iterations are required to reach
sufficient accuracy or convergence is not obtained at all. To improve robustness,
globalization and acceleration approaches, which increase the area of fast conver-
gence, are needed. We developed an implicit scheme with improved convergence
properties by combining an inexact Newton method with a Picard solver. We show
that the Jacobian is a positive definite matrix, guaranteeing global convergence of
a properly damped Newton iteration, see [12], [13]. By comparing the performance
of the new damped Newton solver to the JFNK solver, we found that we could
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decrease the number of time steps in which the solver can not reduce the residual
to the given tolerance from 24% to 0.5% [14].
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Semigroup and maximal regularity approach to the
primitive equations

Takahito Kashiwabara

(joint work with K. Furukawa, Y. Giga, M. Gries, M. Hieber, A. Hussein,
M. Wrona)

In this extended abstract, we would like to present more explanations to some of
our results mentioned in the talk only for a short time.

1. L∞
HLp

z-approach for the Dirichlet–Neumann problem

We consider the primitive equations of the following form:

∂tv −∆v + (u · ∇)v +∇Hπ = 0 on Ω× (0,∞),
∂zπ = 0 on Ω× (0,∞),

divHv = 0 on G× (0,∞),
v(0) = a on Ω,

where Ω = G× (−h, 0) and G = (0, 1)2.

∂zv = 0 on Γu × (0,∞), π, v periodic on Γl × (0,∞), v = 0 on Γb × (0,∞),

where Γu = G× {0}, Γl = ∂G× [−h, 0] and Γb = G× {−h}.
Our main result to this problem is as follows.

Theorem 1 ([1]). (i) Let p ∈ (3,∞) and a ∈ Xσ̄, whereX = C([0, 1]2;Lp(−h, 0))∩
Lp(Ω) and Xσ̄ = {v ∈ X : divH v = 0}. Then there exists a unique solution of
the primitive equations such that

v ∈ C([0,∞);Xσ̄), t1/2∇v ∈ L∞((0,∞);X), lim sup
t→0+

t1/2‖∇v(t)‖L∞

H
Lp

z(Ω) = 0.

(ii) For p ∈ (3,∞), there exists a constant C0 > 0 such that if a = a1 + a2 with
a1 ∈ Xσ̄ and a2 ∈ L∞

HLp
z(Ω)

2 (divH a2 = 0) with ‖a2‖L∞

H
Lp

z(Ω) ≤ C0, then there
exists a unique solution to the primitive equations such that

v ∈ C([0,∞);Lp(Ω)) ∩ L∞((0, T );L∞
HLp

z(Ω))
2

t1/2∇v ∈ L∞((0,∞);X), lim sup
t→0+

t1/2‖∇v‖L∞

H
Lp

z(Ω) ≤ C‖a2‖L∞

H
Lp

z
,

We emphasize that the solutions constructed in the above theorem are global in
time and strong (even classical after t > 0). The important ingredient needed to
prove this theorem is several semigroup estimates involving the hydrostatic Stokes
operator A given by

Av = ∆v +
1

h
∇H(−∆H)−1divH

(

∂zv|z=−h

)

.

Note that A differs from the Laplace operator unlike the case of the Neumann
boundary conditions, which makes the analysis more involved.
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2. Convergence of anisotropic Navier–Stokes equations to PEs

We consider the following anisotropic Navier–Stokes equations:

(1)







∂tvε + uε · ∇vε −∆vε +∇Hpε = 0 in (0, T )× Ω,
ε2(∂twε + uε · ∇wε −∆wε) + ∂zpε = 0 in (0, T )× Ω,

div uε = 0 in (0, T )× Ω,

where Ω = T
3 (more precisely, the problem with the Neumann boundary con-

ditions can be reduced to periodic boundary conditions by adopting suitable
even/odd extensions). Making ε = 0 in (1), we formally obtain the primitive
equations. The following theorem justifies this intuition rigorously, establishing
the rate of convergence O(ε) as well.

The main strategy is to consider not the anisotropic Navier–Stokes equations
themselves but the difference equations, namely, the PDEs obtained by subtracting
the primitive equations from (1). The unknowns for these equations are denoted
by (Vǫ,Wǫ, Pǫ). This strategy enables us to construct a solution to the difference
solution based on the theory of global solutions with small data (the smallness is
provided by that of ε), rather than the theory of local solutions with large data.
The main tool to solve a linearized problem is the theory of maximal regularity.

Theorem 2 ([2]). Let T > 0, q ∈
(

4
3 ,∞

)

, and p ≥ max
{

q
q−1 ;

2q
3q−4

}

. Let

u = (v, w) ∈ E1(T ) = H1,p(0, T ;Lq(Ω)) ∩ Lp(0, T ;H2,q(Ω)) be the solution to
the primitive equations. Then for all 0 < ε ≤ ∃ε0 there exists a unique solution
(Vε,Wε, Pε) of the difference equations, mentioned above, such that

‖(Vε, εWε)‖E1(T ) + ‖∇HPε‖Lp(0,T ;Lq(Ω)) + ‖ε−1∂zPε‖Lp(0,T ;Lq(Ω)) ≤ Cε.

Here the constant C > 0 depends only on p, q, T, u.
As an immediate corollary, we obtain the global strong solution of (1) by simply

considering (vε, wε, pε) := (v + Vε, w +Wε, p+ Pε).
It is possible to extend the above result to the case of Dirichlet boundary condi-

tions. In this case, however, it becomes much more difficult to establish maximal
regularity, which must be uniform in ε, for a linearized problem (i.e. anisotropic
Stokes equations). Moreover, it is not trivial to ensure that w ∈ E1(T ) and we
assume more regularity of the initial data. For more details, see our preprint [3].
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Critical reflection of internal waves

Anne-Laure Dalibard

(joint work with Roberta Bianchini,LaureSaint-Raymond)

Internal waves describe the (linear) response of an incompressible stably stratified
fluid to small perturbations. The inclination of their group velocity with respect
to the vertical is completely determined by their frequency: indeed, the dispersion
relation is

ω = ±N
|k1|
|k| ,

where ω is the time frequency of an internal wave, k = (k1, k3) its wavenumber,
andN is the Brunt-Väisälä frequency, which is a parameter of the problem. There-
fore the reflection on a sloping boundary cannot follow Descartes’ laws, and it is
expected to be singular if the slope has the same inclination as the group velocity.

In this talk, following the paper [1], we prove that in this critical geometry the
weakly viscous and weakly nonlinear wave equations have actually a solution which
is well approximated by the sum of the incident wave packet, a reflected second
harmonic and some boundary layer terms. This result confirms a prediction by
Dauxois and Young, and provides precise estimates on the time of validity of this
approximation.

More precisely, the talk is devoted to the analysis of the Boussinesq system

(1)

∂tv + δ(v · ∇)v +∇P + be3 = ν∆v,

∂tb+ δ(v · ∇)b −N2v3 = κ∆b,

∇ · v = 0,

in the domain Ω = {(x1, x3) ∈ R
2, x1 sin γ − x3 cos γ > 0}. We are interested

in the limit δ, κ, ν ≪ 1, and in the case when an incident wave packet arrives on
the sloping boundary ∂Ω with a time frequency ω = N sinβ with β ≃ γ (critical
regime).

We prove that in the linear case (δ = 0) we can build an almost exact solution
of equation (1) consisting of the incident wave packet and of a reflected boundary
layer. This boundary layer actually consists of a superposition of several boundary
layers of different sizes: in particular, when β − γ = O(ν1/3) and κ ∼ ν, there is
one boundary layer of size ν1/2 and one of size ν1/3.

Once the linear theory is well-understood, one can study (1) in a weakly nonlin-
ear setting and construct the first nonlinear correction to the linear solution. We
then exhibit a second harmonic, which is not confined to a boundary layer, and
whose size is much smaller than the one of the original solution. The final result
is the following;

Theorem. Consider the Boussinesq equations (1) in the scaling ν ≃ κ, β − γ =
O(ν1/3), with boundary conditions

v|∂Ω = 0, ∂nb|∂Ω = 0
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Then there exists a vector field

Wapp := (vapp, bapp) = Winc +WBL +W1
II +Wcorr,

where Winc, WBL, W1
II , Wcorr are respectively an incident wave packet, a bound-

ary layer, a second harmonic wave packet and an additional correction term, which

is an approximate solution, in the sense that

∂tvapp + δ(vapp · ∇)vapp +∇Papp + bappe3 = ν∆vapp +O(δν1/3),

∂tbapp + δ(vapp · ∇)bapp −N2v3,app = κ∆bapp +O(δν1/3),

∇ · vapp = 0,

where the remainders O(δν1/3) have to be understood in the sense of the L2(Ω)
norm, and endowed with the boundary conditions

vapp|∂Ω = 0, ∂nbapp|∂Ω = 0 .

Furthermore, denoting by W the unique weak solution to the Cauchy problem

associated with system (1) with initial data

W0 = Wapp(t = 0),

we have the following stability estimate:

(2) ‖(Wapp −W)(t)‖L2(Ω) ≤ δν1/3 exp((δν−1/3 + 1)t).
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Fast Wave Averaging with Phase Changes: Application to Moist
Atmospheric Dynamics

Leslie M. Smith

(joint work with Sam Stechmann, Yeyu Zhang)

We develop a fast-wave averaging framework for a moist Boussinesq system with
phase changes between water vapor and liquid water. The goal is to determine
the influence of fast, propagating waves on the slowly varying component of the
system, in the limit of asymptotically large rotation and stratification. For purely
saturated flow with rainfall but no phase changes, it is straightforward to prove
that the slow modes evolve independently in a distinguished limit with ε → 0, as
in the dry dynamis [1]. When phase changes are present, the fast timescale is not
associated with simple Fourier waves because the buoyancy changes its functional
form across phase boundaries, thus complicating the analysis.

The moist model may be written in non-dimensional form as

(1)
Du

Dt
+ ε−1ẑ × u+ ε−1∇φ = ε−1

1 b ẑ, ∇ · u = 0,
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(2)
Dθe
Dt

+ ε−1
1 w = 0,

Dqt
Dt

− ε−1
2 w − ∂qr

∂z
= 0,

where u(x, t) is velocity, φ(x, t) is effective pressure and b(x, t) is buoyancy. The
anomalous contributions to the other thermodynamic variables are temperature
θ(x, t), equivalent potential temperature θe(x, t) = θ(x, t) + qv(x, t), total water
mixing ratio qt(x, t) = qv(x, t) + qr(x, t), and water vapor (liquid water) mix-
ing ratio qv(x, t) (qr(x, t)). The three small parameters ε, ε1, ε2 incorporate the
constraints of rapid rotation and strong stable stratification, typical of the mid-
latitude atmosphere at synoptic scales. The distinguished limit in terms of ε → 0
is described in [2], and here we set all O(1) constants equal to unity for ease of
the calculations. The buoyancy may be written

(3) b = Hubu +Hsbs,

where bu = [θe +(ε− 1)qt] and bs = [θe− εqt], and phase boundaries are indicated
by the Heaviside operatorsHu, Hs defined as Hu = 1 for qt < 0, Hu = 0 for qt ≥ 0,
Hs = 1 − Hu. The background thermodynamic states θ̃e(z) and q̃t(z) are linear
functions of altitude z, and for convenience we set q̃r = 0, q̃t = q̃v = qvs(z), where
qvs(z) is the saturation profile. In abstract form, one may write (1)-(3) as

(4)
∂v

∂t
+ ε−1

[

Hu(v)Lu(v) +Hs(v)Ls(v)

]

+B(v,v) = 0, v(x, 0) = v̄(x)

where v is the state vector, Lu and Ls are linear, B is bilinear and the initial state
v̄(x) is unbalanced (contains fast waves). Since phase boundaries are determined
by the full state vector, Hu, Hs depend on fast waves, and the term [HuLu+HsLs]
incorporating the effects of rotation and stratification is nonlinear.

We here presume existence and uniqueness of v ε(x, t) for each value of ε, where
v ε(x, t) is determined by the full nonlinear dynamics (4). The goal is then to
decompose v ε(x, t) into fast and slow components, and to discover if (and how)
these components are coupled. Since v ε(x, t) is known, then Hu(v

ε) = Hu(x, t)
and Hs(v

ε) = Hs(x, t) are also known. With this perspective in mind, we apply
multi-scale analysis to the linearized version of (4)

(5)
∂v

∂t
+ ε−1

[

Hu(x, t)Lu(v) +Hs(x, t)Ls(v)

]

+B(v,v) = 0, v(x, 0) = v̄(x),

with given functions Hu(x, t), Hs(x, t). The solution is expanded as

(6) v ε(x, t, τ) = v 0(x, t, τ)|τ=t/ε + εv 1(x, t, τ)|τ=t/ε + · · ·
where, upon collecting terms order-by-order, one may find explicit expressions for
v 0,v 1 in terms of v̄. The fast-wave-averaging equation arises as the condition
to suppress secular growth in v 1. After projection of the fast-wave averaging
equation onto slow and fast modes, then the coupling terms must be evaluated.

Slow modes are solutions that do not change in time as ε → 0, and hence they
satisfy [Hu(x, t)Lu +Hs(x, t)Ls]v = 0. One slow mode is the equivalent potential
vorticity PVe, which is a moist analogue of the dry potential vorticity PV . An
additional slow mode M = qv + θe arises from including water [2]. Even though
Fourier analysis is not available as in the dry case, coupling terms may be analyzed
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using structural information about the linear and bilinear operators. For example,
in the absence of rainfall, the fast-wave averaging equation for M is given by

(7)
∂M

∂t
= −〈u(M,PVe)〉 · ∇M − 〈u(Wave)〉 · ∇M

where are u(M,PVe) is the component of u found from (M,PVe) inversion after
setting the wave complement to zero, and u(Wave) = u− u(M,PVe). The notation
〈 〉 denotes a time average over O(1) times as the fast time scale τ → ∞. Thus, the
limiting equations show that phase boundaries can induce coupling between the
slow modes and a time average of the fast motions. Time averages over the wave
complement are non-zero, such as the term 〈u(Wave)〉, because buoyancy frequen-
cies are different in saturated and unsaturated regions. Notice also that u(M,PVe)

has a fast component, since (M,PVe) inversion involves Hu, Hs depending on τ .
The PVe-equation is similar, but contains more coupling terms, as well as a term
〈∂zu(M,PVe) · ∇θe(M,PVe)〉 which is identically zero in saturated regions and ‘turns
on’ in unsaturated regions, with no analogue single-phase dynamics [3].
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Multiscale Asymptotics and Analysis for Atmospheric Flow Models
with Moisture

Sabine Hittmeir

(joint work with Rupert Klein, Jinkai Li, Edriss Titi)

Model reductions in meteorology by scale analysis are inevitable and therefore have
a long history in meteorology. The key technique for a systematic study of complex
processes involving the interaction of phenomena on different length and time
scales is multiple scales asymptotics. Due to their major contribution to the energy
transport of particular interest are hot towers, which are large cumulonimbus
clouds that live on small horizontal scales. In comparison to existing studies we
not only incorporate moisture into the model via balance equations for water
vapor, cloud water and rain, but also refine the thermodynamics by taking into
account the different gas constants and heat capacities for water in contrast to
dry air. This refined setting is demonstrated to be essential by leading to different
force balances.

These deep convective clouds furthermore constitute the building blocks of
larger scale convective storms, which we study in a next step by incorporating
the setting of organised convection into the multiscale approach. This requires
systematic averaging procedures, allowing to quantify the modulation of the larger
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scale flow by the moisture processes in the small scale regions. This work is joint
work with R. Klein.

While the just described multiscale asymptotics are purely formal, in collabo-
ration with R. Klein, J. Li and E. Titi, we also proceed further in the rigorous
analysis of the atmospheric flow models with moisture and phase transitions. We
study the global existence and uniqueness of solutions for the moisture balance
equations coupled to the thermodynamic equation building the basis for the above
expansions. In a first step we assume the flow field to be given and then extend
the analysis to the moisture model coupled to the primitive equations.
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Žitná 25
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