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Introduction by the Organizers

Topic of the workshop

Conditional distributions, which appear from constraining paths of stochastic pro-
cesses, have always been one of the central topics in the probability theory and
compose a very active field of research with many exciting recent developments.

The aim of the workshop consists in bringing together leading researchers from
different research communities, in which constrained stochastic systems play an
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important role. This in particular includes topics such as persistence probabilities,
quasistationary distributions and penalizations as well as parts of mathematical
statistical mechanics.

Course of the workshop

18 talks have been held during this workshop which took place in a hybrid format
(with both hosted and virtual participants). During coffee breaks and other free
times, a virtual place allowed all participants to meet and discuss.

Persistence. Half of the 18 talks that have been held during this workshop were
in relation with persistence probabilities or survival probabilities, enlighting the
wide variety of behaviours and of types of results depending on the models, as well
as the wide variety of methods and related questions. Exact estimates have been
provided for:

• the probability of extinction at infinity of multitype continuous state
branching processes (using Lamperti’s representation)
• the escape probability of transient reflecting processes in a quadrant (using
Laplace transform and functional equations)
• the survival probability for a d-dimensional run-tumble particle (analogous
to the Sparre Andersen theorem)
• exit time of an interval for integrated self-similar Markov processes (by
identifying the Mellin transform of some stopped process)

Asymptotic estimates have been obtained for other models, let us mention the
study of:

• the tail distribution of the extinction time of branching processes in cor-
related Gaussian environment (using asymptotics of the persistence prob-
ability of fractional Brownian motion)
• the persistence rate of Gaussian stationary processes (depending on the
behaviour of the spectral measure at 0)
• the persistence probability for the autoregressive and moving averages pro-
cesses, furthermore the persistence rate depends on the parameter in an
analytic way
• an equivalent is established for the persistence probability for weighted
sums of Gaussian stationary processes

Penalization (processes under constraints).

• asymptotic behaviour of the probability that a random walk in cone is
at 0 at time n (the asymptotic expansion expressed in terms of a sum of
polyharmonic functions)
• Limit theorems (central, local, large deviations) for random walk (in the
domain of attraction of a stable distribution) and conditioned to stay in a
half plane (uses asymptotic of the Green function)
• study of random walk avoiding the convex hull of its last positions and of
its initial position, almost sure convergence of its speed
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• Reinforced random walks (loop erasure or by geodesic reinforcement) ap-
plied to finding geodesics in a graph in the case of series parallel graphs
and of the losange graph
• study of the conditional probability of absorbed processes before the ab-
sorbing time and its convergence, at exponential rate, to the quasi-station-
ary distribution (based on a Lyapunov criteria); consequences to the study
of measure valued Pólya processes and their almost sure convergence to
the quasi-stationary distribution
• Random forests are constructed by branching random walks, applications
of random forests to multiresolution analysis

Other models.

• large deviations principle for some lacunary sums (sums of uncorrelated,
not independent, identically distributed random variables, obtained by
trigonometric functions)
• study of finiteness of perpetual integral of Lévy process and more precisely
caracterization of this property by integrals on transient sets
• study of a continuous time Derrida-Retaux model corresponding to a paint-
ing scheme on a Yule tree (given by a McKean-Vlasov type differential
equation), in particular study of existence, uniqueness, asymptotic be-
haviour of the expectation
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Löıc Chaumont (joint with Marine Marolleau)
Extinction times of multitype, continuous-state branching processes . . . . 1607

Sandro Franceschi (joint with Vladimir Fomichov, Jevgenijs Ivanovs)
Escape probability for transient reflected processes in a quadrant . . . . . . . 1610

Satya N. Majumdar (joint with F. Mori, P. Le Doussal)
Universal survival probability for a d-dimensional run-and-tumble particle 1615

Alexis Devulder (joint with Frank Aurzada, Nadine Guillotin-Plantard
and Françoise Pène)
Random walks and branching processes in correlated Gaussian
environment: persistence and applications . . . . . . . . . . . . . . . . . . . . . . . . . . 1616

Christophe Profeta
Persistence and exit times for some integrated self-similar Markov
processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1620

Naomi Feldheim (joint with Ohad Feldheim, Sumit Mukherjee, Shahaf
Nitzan)
Persistence of Gaussian Stationary Processes . . . . . . . . . . . . . . . . . . . . . . . 1623

Marvin Kettner
Persistence exponents via perturbation theory: AR(1)- and
MA(1)-processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1625

Sumit Mukherjee (joint with Frank Aurzada)
Persistence of weighted sums of GSPs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1627

Nina Gantert (joint with C. Aistleitner, Z. Kabluchko, J. Prochno, K.
Ramanan)
Large Deviation Principles for Lacunary Sums . . . . . . . . . . . . . . . . . . . . . . 1629

Kilian Raschel (joint with François Chapon, Éric Fusy)
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Abstracts

Extinction times of multitype, continuous-state branching processes

Löıc Chaumont

(joint work with Marine Marolleau)

1. Multitype continuous state branching process (MCSBP)

A MCSBP is an Rd
+-valued Markov process satisfying,

Er(e
−〈λ,Zt〉) = e−〈r,ut(λ)〉 , r, λ ∈ R

d
+,

where ut(λ) = (u
(j)
t (λ), j = 1, . . . , d) satisfies,

∂

∂t
u
(j)
t (λ) + ϕj(ut(λ)) = 0 , λ ∈ [0,∞)d ,

and the branching mechanism ϕj is given by

ϕj(λ) = −
d∑

i=1

ai,jλi +
1

2
qjλ

2
j +

∫

(0,∞)d
(e−〈λ,x〉 − 1 + 〈λ, x〉1{|x|<1})πj(dx)

ai,j ≥ 0, for i 6= j, qj ≥ 0 and πj is a measure on (0,∞)d such that
∫

(0,∞)d
[(1 ∧ |x|2) +

∑

i6=j

(1 ∧ xi)]πj(dx) <∞ .

For j = 1, . . . , d, ϕj is the Laplace exponent of a d-dimensional Lévy process

X(j) = t(X1,j, . . . , Xd,j), such that

X i,j , i 6= j are subordinators and
Xj,j is a spectrally positive Lévy process.

Theorem 1. Any multitype branching process Z, issued from r = (r1, . . . , rd)
admits the following representation,

(Z
(1)
t , . . . , Z

(d)
t ) = r +




d∑

j=1

X1,j
∫

t
0
Z

(j)
s ds

, . . . ,

d∑

j=1

Xd,j
∫

t
0
Z

(j)
s ds


 ,

where the processes,

X(j) = t(X1,j, . . . , Xd,j) , j = 1, . . . , d,

are independent d-dimensional Lévy processes, such that

X i,j, i 6= j are subordinators and
Xj,j is a spectrally positive Lévy process.
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The leading process of Lamperti equation is the stochastic field:

t = (t1, . . . , td) 7→ Xt =




X1,1
t1 · · · X1,d

td
...

...
...

Xd,1
t1 · · · Xd,d

td




or equivalently the additive Lévy process:

Xt = Xt · 1 , 1 = (1, 1, . . . , 1) =

d∑

j=1

X i,j
tj , i = 1, . . . , d

Then E(e−〈λ,Xt〉) = e−〈t,ϕ(λ)〉, where ϕ := (ϕ1, . . . , ϕd). (Xt, t ∈ [0,∞)d) : spec-
trally positive additive Lévy field (spaLf). Then the multivariate Lamperti repre-
sentation can be written as

(Z
(1)
t , . . . , Z

(d)
t ) = r +




d∑

j=1

X1,j
∫

t
0
Z

(j)
s ds

, . . . ,

d∑

j=1

Xd,j
∫

t
0
Z

(j)
s ds


 ,

Zt = r +X∫
t
0
Zs ds ,

where we denote
∫ t

0 Zs ds = (
∫ t

0 Z
(j)
s ds, j = 1, . . . , d).

Theorem 2. For each r ∈ [0,∞)d there is a multivariate random time Tr =

(T
(1)
r , . . . , T

(d)
r ) such that

XTr =




d∑

j=1

X i,j

T
(j)
r

, i = 1, . . . , d


 = −r, a.s. on {Tr <∞}

and Tr ≤ t, for all t such that Xt = −r.
Moreover, for each r, r′ ∈ [0,∞)d,

Tr+r′
(law)
= Tr + T̃r′ ,

where T̃r′ is an independent copy of Tr′ .

If P(Tr <∞) > 0, then there is φ : [0,∞)d → (0,∞)d such that

E(e−〈λ,Tr〉) = e−〈φ(λ),r〉, λ ∈ R
d
+ .

Theorem 3. The first hitting time process Tr = inf{t : Xt = −r} satisfies:
1. Tr <∞ holds with positive probability for all r ∈ [0,∞)d if and only if

(H) D := {λ ∈ R
d
+ : ϕj(λ) > 0, j ∈ [d]} 6= ∅.

2. Suppose that (H) holds, then the mapping φ : (0,∞)d → D is a diffeomor-
phism whose inverse corresponds to the mapping ϕ = (ϕ1, . . . , ϕd) : D →
(0,∞)d, that is

ϕ(φ(λ)) = λ , λ ∈ (0,∞)d.
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From E(e−〈λ,Tr〉) = e−〈φ(λ),r〉, λ ∈ R
d
+, we derive that

P(Tr <∞) = e−〈φ(0),r〉,

so that (Xt, t ∈ [0,∞)d) hits almost surely all levels −r ∈ [0,∞)d if and only if

φ(0) = 0 .

Kyprianou and Palau 2018 : If Z is critical or subcritical (that is φ(0) = 0) then

Pr

(
lim
t→∞

Zt = 0
)
= 1. More generally:

Proposition 4. Let Z be a MCSBP, then for all r ∈ Rd
+,

Pr

(
lim
t→∞

Zt = 0
)
≤ e−〈r,φ(0)〉 and

Pr

(
lim
t→∞

Zt = 0
)
= 1 if and only if φ(0) = 0.

If moreover lim
t→∞

Zt exists in [0,∞]d a.s. then for all r ∈ Rd
+,

Pr

(
lim
t→∞

Zt = 0
)
= e−〈r,φ(0)〉.

Our goal is to distinguish between the two following types of extinction:

1)
{
lim
t→∞

Zt = 0 and Zt > 0, for all t > 0
}

7→ extinction occurs at infinity.

2) {Zt = 0, for some t > 0}
7→ extinction occurs at a finite time.

Call ϕii the Laplace exponent of the diagonal Lévy processes X i,i, that is

E(e−sXi,i
t ) = e−tϕii(s).

Then define the conditions

(Gi)

∫ ∞ ds

ϕii(s)
<∞.

Theorem 5. Let Z be a MCSBP such that none of the processes X i,j for i, j ∈ [d],
i 6= j is a compound Poisson process.

1. Assume that (Gi) is satisfied for all i ∈ [d]. Then Z can only become
extinct at a finite time. Moreover,

Pr (Zt = 0, for some t > 0) = e−〈r,φ(0)〉,

for all r ∈ R
d
+.

2. Assume that (Gi) is not satisfied for some i ∈ [d]. Then, Z cannot become
extinct at a finite time. Moreover,
(i) if φ(0) = 0, then Z becomes extinct at infinity, almost surely, that is,

Pr

(
lim
t→∞

Zt = 0 and Zt > 0, for all t > 0
)
= 1,

for all r ∈ Rd
+ \ {0},
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(ii) if lim
t→∞

Zt exists in [0,∞]d a.s., then

Pr

(
lim
t→∞

Zt = 0 and Zt > 0, for all t > 0
)
= e−〈r,φ(0)〉,

for all r ∈ Rd
+ \ {0}.

Escape probability for transient reflected processes in a quadrant

Sandro Franceschi

(joint work with Vladimir Fomichov, Jevgenijs Ivanovs)

Obliquely reflected Brownian motion in a quadrant is a famous process in proba-
bility and queueing theory as presented in the classical survey [3]. Results about
escape probabilities of transient processes presented below have been recently stud-
ied in [2]. These results rely on an analytic approach initially developped for
random walks in the quadrant and presented in the reference book [1].

1. Obliquely reflected Brownian motion

We consider (Z(t))t∈R an obliquely reflected Brownian motion in the quadrant with
drift µ = (µ1, µ2), starting from (u, v) and with reflection parameters r1 > 0 and
r2 > 0, see Figure 1. Such a process behaves as a standard planar Brownian motion
with drift inside the quarter plane, it reflects instantaneously on the boundary,
the direction of reflection follows the vector (r2, 1) along the horizontal axis and
(1, r1) along the vertical axis, the amount of time spent in the corner is zero. More
precisely, the process is defined as the unique solution of the following Skorokhod
problem. For some standard planar Brownian motionW (t) called the free process,
Z(t) is defined for t ∈ R by

{
Z1(t) = u+W1(t) + µ1t+ l1(t) + r2l2(t),

Z2(t) = v +W2(t) + µ2t+ r1l1(t) + l2(t),

where l1(t) (resp. l2(t)) is a non-decreasing process which increases only when
Z1(t) = 0 (resp. Z2(t) = 0). In fact l1 (resp. l2) is the local time of the process
on the vertical (resp. horizontal) axis.

Figure 1. Drift and reflection vectors.



Stochastic Processes under Constraints 1611

Proposition 1 (Recurrence and transience). The process Z is positive recurrent
if and only if a stationary distribution exists, if and only if

µ1 − r2µ2 < 0 and µ2 − r1µ1 < 0.

The process Z is transient if and only if Z(t)→∞ when t→∞, if and only if

µ1 − r2µ2 > 0 or µ2 − r1µ1 > 0.

2. Escape probability

We now assume that

µ1 < 0, µ2 < 0,

and that

µ1 − r2µ2 > 0 and µ2 − r1µ1 > 0.

We are in the transient case and then the process escapes to infinity. In fact the
process escapes to infinity along one of the axes, see Figure 2. We define the
probability of escape along the horizontal axis

p1(u, v) := P(u,v)(Z1(t)→∞)

and the probability of escape along the vertical axis

p2(u, v) := P(u,v)(Z2(t)→∞).

These probabilities depend of the starting point (u, v) and satisfy the following
properties.

Proposition 2 (Escape probabilities). For all starting point (u, v) we have

p1(u, v) + p2(u, v) = 1

and

P(Z1(t)→∞ and Z2(t)→∞) = 0.

Figure 2. Sample path of reflected Brownian motion escaping
along the horizontal axis.
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Main Goal. The main goal is to study p1 the escape probability along the hori-
zontal axis.

Proposition 3 (PDE and Neumann conditions). The escape probability along the
horizontal axis p1 is characterized by the partial differential equation

∆p1 + µ · ∇p1 = 0

inside the quadrant with Neumann boundary condition

(∂up1 + r1∂vp1)(0, v) = 0 and (r2∂up1 + ∂vp1)(u, 0) = 0

and the following limits

lim
u→∞

p1(u, v) = 1 and lim
v→∞

p1(u, v) = 0.

Sketch of proof. This partial differential equation is obtained thanks to Itô’s for-
mula. �

3. Functional equations

We now introduce the Laplace transform of the escape probability p1

L(x, y) :=

∫ ∞

0

∫ ∞

0

e−xu−yvp1(u, v)dudv

and the Laplace transforms on the boundaries

L1(x) :=

∫ ∞

0

e−xup1(u, 0)du and L2(y) :=

∫ ∞

0

e−yvp1(0, v)dv.

Remark 4. Assuming that the starting point (u, v) is distributed as the product
of two independent exponential laws of parameters x and y then xyL(x, y) is the
probability of escape along the horizontal axis.

Let us define the kernel

K(x, y) :=
1

2
(x2 + y2) + µ1x+ µ2y,

which is the Laplace exponent of the free process W and the functions and the
constant

k1(x, y) := µ1 +
1

2
(y − r2x), k2(x, y) := µ2 +

1

2
(x− r1y), c :=

1

2
(r1 + r2).

Proposition 5 (Functional equation). For x > 0 and y > 0, the following func-
tional equation holds

K(x, y)L(x, y) = k1(x, y)L1(x) + k2(x, y)L2(y) + cp1(0, 0).

Sketch of proof. This functional equation can be obtained performing integrations
by parts of

∫∫
R2

+
(△p1 + µ · ∇p1) which is equal to zero thanks to the partial

differential equation previously obtained. This equation can also be obtained by
an approximation of the Poissonian case presented below. �
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Proposition 6 (Escape probability starting from the corner). We have

p1(0, 0) =
r1(µ1 − r2µ2)(µ2 + r2µ1)

µ1µ2(1− r1r2)(r1 + r2)
.

Sketch of proof. The value of p1(0, 0) can be computed evaluating the functional
equation in some well chosen points which cancel the kernel K and k1 or k2. �

Remark 7. It is easy to remark that

K(x, y)
1

xy
= k1(x, y)

1

x
+ k2(x, y)

1

y
+ c.

Then, defining

F (x, y) := L(x, y)−p1(0, 0)
xy

, F1(x) := L1(x)−
p1(0, 0)

x
, F2(y) := L2(y)−

p1(0, 0)

y
,

we obtain a simpler functional equation without constant term

K(x, y)F (x, y) = k1(x, y)F1(x) + k2(x, y)F2(y).

4. Boundary value problem

Our goal in this section is to find an explicit formula for L1 the Laplace transform
of the escape probability. To that purpose we are going to establish a boundary
value problem satisfied by F1 and solve it.

Let us introduce for algebraic functions X± and Y ± which cancel the kernel,
that is such that K(X±(y), y) = K(x, Y ±(x)) = 0. We define

X±(y) := −µ1 ±
√
µ2
1 − y2 − 2µ2y and Y ±(x) := −µ2 ±

√
µ2
2 − x2 − 2µ1x.

The functions X± and Y ± respectively admit

y± := −µ2 ±
√
µ2
2 + µ2

1 and x± := −µ1 ±
√
µ2
1 + µ2

2

as branch points and are respectively analytic on the cut planes C \ ((−∞, y−] ∪
[y+,∞)) and C \ ((−∞, x−] ∪ [x+,∞)).

Proposition 8 (Carleman boundary value problem). The function F1 is analytic
on the half plane {x ∈ C : ℜx > −µ1} and for all x ∈ −µ1 + iR the following
boundary condition is satisfied

F1(x) = G(x)F1(x)

where G(x) := k1

k2
(x, Y +(x))k2

k1
(x, Y +(x)).

Sketch of proof. Evaluating the functional equation of Remark 7 at the points
(X±(y), y) we obtain two equations

0 = k1(X
+(y), y)F1(X

+(y)) + k2(X
+(y), y)F2(y),

0 = k1(X
−(y), y)F1(X

−(y)) + k2(X
−(y), y)F2(y).
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Eliminating F2(y) we obtain

F1(X
+(y)) =

k1
k2

(X−(y), y)
k2
k1

(X+(y), y)F1(X
−(y)).

To conclude it is enough to remark that for y ∈ (y+,∞) we haveX±(y) ∈ −µ1+iR,

X+(y) = X−(y) and y = Y +(X±(y)). �

Remark 9 (Conformal gluing function). The function w(x) := −(x + µ1)
2 is

analytic and bijective from the half plane {x ∈ C : ℜx > −µ1} to the cut plane
C \ [0,∞). Furthermore, for all x in the boundary of the half plane, i.e. for
x ∈ −µ1 + iR, we have

w(x) = w(x).

This function is said to be a conformal gluing function and is needed to solve the
above boundary value problem.

Theorem 10 (Integral expression for the Laplace transform of the escape proba-
bility). For some constant C which can be explicitly computed we have

L1(x) =
p1(0, 0)

x
+ C exp

(
1

2iπ

∫

−µ1+iR

G(t)
w′(t)

w(t) − w(x) dt
)
.

Sketch of proof. This formula is obtained solving the above boundary value prob-
lem in a classical way using Sokhotski-Plemelj formula. �

Remark 11 (Correlated Brownian motion and complex hyperbola). These results
generalize to Brownian motion with non-identity covariance matrix [2]. In this
case, the complex integral is not made on a half line but on a hyperbola. Then the
conformal gluing function w is more complicated and can be expressed in terms of
generalized Tchebychev polynomials thanks to hypergeometric functions.

5. Compound Poisson model

Escape probability for obliquely reflected compound Poisson process with negative
jumps has also been studied in [2] using the same analytic method. Let N1, N2 be

independent Poisson processes with rates λ1, λ2 > 0 respectively, and let J
(1)
k , J

(2)
k ,

k ≥ 1, be independent standard exponential random variables that are also inde-
pendent of N1, N2. Consider that the free process is now a drifted compound
Poisson process X = (X1, X2) given by

Xi(t) = cit−
1

qi

Ni(t)∑

k=1

J
(i)
k , i = 1, 2,

where ci, qi > 0 are fixed parameters. Note that q1, q2 are the rate parameters of
the individual exponential jumps. The case of common jumps (shocks) can also
be studied. The effective drift is now (µ1, µ2) = (c1 − λ1/q1, c2 − λ2/q2). We
assume the same transience conditions stated in section 2 and consider L, L1 and
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L2 the Laplace transforms of the escape probability. The kernel is now equal to
the Laplace exponent of X and is given by

K(x, y) := xc1 + yc2 − (λ1 + λ2) +
λ1

1 + x/q1
+

λ2
1 + y/q2

,

and we define

k1(x, y) := c2 −
λ2q2

(q2 + y)(q2 − r2x)
, k2(x, y) := c1 −

λ1q1
(q1 + x)(q1 − r1y)

,

L0 := c2L1 (q2/r2) + c1L2 (q1/r1) .

Thanks to Markov property we obtain the following functional equation.

Proposition 12 (Poissonian functional equation). We have

K(x, y)L(x, y) = k1(x, y) [L1(x)− L1 (q2/r2)] + k2(x, y) [L2(y)− L2 (q1/r1)] + L0.

Remark 13 (An important circle). This equation leads to a boundary value prob-
lem on a circle. Its resolution gives a complex integral formula on a circle for
L1.

Remark 14 (Random walks in the quadrant). The same escape phenomenon can
also be observed for random walks in the quadrant and the analytic approach could
also be applied.
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Universal survival probability for a d-dimensional
run-and-tumble particle

Satya N. Majumdar

(joint work with F. Mori, P. Le Doussal)

We consider an active run-and-tumble particle (RTP) in d dimensions. The RTP
process is defined as follows. A particle starts at the origin of a d-dimensional
space. At t = 0, it chooses a random direction (uniformly), a random speed v
from an aribitrary distribution W (v) with positive support, and a random time
of flight τ from an exponential distribution p(τ) = γ e−γ τ where γ is called the
tumbling rate. It then moves ballistically in the chosen direction with the chosen
speed v during the random run-time τ . At the end of this period, it instantaneously
‘tumbles’, i.e., chooses a new direction, a new spped from the same distribution
W (v) and a new run-time τ from the same exponential run-time distribution p(τ).
The process continues up to a total time t.
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We compute exactly the persistence probability S(t) that the x-component of the
position of the RTP does not change sign up to time t. We show that S(t) is
independent of the spatial dimension d and the speed distribution W (v) for any
finite time t (and not just for large t), as a consequence of the celebrated Sparre
Andersen theorem for discrete-time random walks in one dimension. We further
demonstrate, as a consequence, the universality of the distribution of tmax denoting
the time of the occurrence of the maximum of the x-component, as well as the
distribution of the number of lower records up to time t for this RTP process.
We then generalise our method to two other variants of the RTP model where a
finite waiting time during ‘tumbling’ is considered. The results vary from model to
model, but in each model, the results are shown to be universal, i.e., independent
of d and W (v).
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Random walks and branching processes in correlated Gaussian
environment: persistence and applications

Alexis Devulder

(joint work with Frank Aurzada, Nadine Guillotin-Plantard and Françoise Pène)

We use persistence results for discrete fractional Brownian motion, and some more
general gaussian processes, to estimate the probability that these processes cross
some (large) −x before y satisfying some technical conditions. We then apply this
to obtain the annealed persistence for Random Walks in Random Environments
in such potentials. Finally, applying this last result and some other technics, we
get asymptotics of the annealed tail distribution of the extinction time, the total
population size, and the maximum population of some critical Branching Processes
in (correlated) Random Environments. That is, we apply persistence results to
prove other persistence properties, but also to prove some other (non persistence)
results.

More precisely, we consider a nearest-neighbor random walk in random envi-
ronment (RWRE) S = (Sn)n≥0 in Z, defined as follows. Let ω := (ωi)i∈Z be a
stationary sequence of random variables with values in (0, 1) defined on a proba-
bility space (Ω,F , P ). A realization of ω is called an environment. Conditionally
on ω, S := (Sn)n≥0 is a Markov chain such that Pω [S0 = 0] = 1 and for every
n ∈ N, k ∈ Z and i ∈ Z,
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Pω[Sn+1 = k|Sn = i] =





ωi if k = i+ 1,
1− ωi if k = i− 1,
0 otherwise.

This defines the quenched law Pω. We also define the annealed law by

P[·] :=
∫
Pω[·] dP (ω).

It is worth noting that (Sn)n∈N is not Markovian under P. This model has
many applications in physics and in biology. The case when (ωi)i is a sequence
of independent identically distributed random variables has been widely studied
since the seminal works by Solomon [10], and by Sinai [8].

In the present paper, we consider instead a correlated context that has been
introduced in statistical physics (see Oshanin, Rosso and Schehr [7]), for which
very few results are known. Before defining our setup more precisely, we introduce
the potential V = (V (k), k ∈ Z). It is defined as follows:

Xi := log((1− ωi)/ωi), V (0) := 0, V (k + 1) := V (k) +Xk+1

for every i ∈ Z and k ∈ Z.
In order to remain concise, we consider here only the particular case in which

the potential V is a discrete two-sided fractional Brownian motion (FBM), i.e.
(V (k), k ∈ Z) = (BH(k), k ∈ Z), with Hurst parameter H ∈ [ 12 , 1), where BH

is a centered real Gaussian process such that BH(0) = 0 with covariance function
given by

E
[
BH(t)BH(s)

]
=

1

2

(
|t|2H + |s|2H − |t− s|2H

)
, s ∈ R, t ∈ R.

We stress that all the results presented here have, in [3], more general (although
sometimes slightly less precise) versions for more general correlated Gaussian en-
vironments.

Our first main result is the following.

Theorem 1 (particular case of [3], Theorem 1). Let H ∈ [ 12 , 1). If V = BH on
Z, then there exist a c > 0 and an N0 ∈ N such that, for every N ≥ N0,

(logN)−(
1−H
H )e−c

√
log logN ≤ P

[
min

k=1,...,N
Sk > −1

]
≤ (logN)−(

1−H
H )(log logN)c.

Remark. In many cases with physical relevance, the persistence probability be-
haves asymptotically as N−θ+o(1) when N → +∞, with a θ > 0 called the per-
sistence exponent or the survival exponent. However, in the previous theorem and
in other persistence results in random environment [1], [5] and [12], the persis-
tence probability is a power of logN instead of a power of N . In particular, the
persistence exponent of our RWRE (Sn)n is 1−H

H .
We now consider Branching Processes in Random Environment (BPRE). They

are an important generalization of the Galton-Watson process where the reproduc-
tion law depends on a random environment indexed by time. This model was first
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introduced by Smith and Wilkinson [9]. In most studies, the reproduction laws
are supposed to be independent and identically distributed, and they are often
assumed to be geometrical laws.

It is however also natural to consider BPRE for which the reproduction laws of
the different generations are correlated. Such BPRE with correlations have been
widely studied in biology (see e.g. Haccou and Vatutin [6]), but there are very few
results about them in mathematics.

Our goal is to study some important quantities of such branching processes, such
as the annealed tail distribution of their total population size, of their maximum
population, and of their extinction time. To this aim, we use a correspondence
between recurrent random walks in random environment and critical branching
processes in random environment with geometric distribution of offspring sizes
(see e.g. Afanasyev [1], and [3] Section 1.2).

Given ω, let (On,k)n≥0,k≥1 be a family of independent random variables and
(Zn)n∈N be such that Z0 = 1

(1) Zn+1 :=

Zn∑

k=1

On,k, Pω(On,k = N) = (1 − ωn)ω
N
n , (k, n,N) ∈ N

∗ × N
2.

The process Z := (Zn)n∈N is a BPRE, and the number of offsprings On,k of the
k-th particle of generation n (of the BPRE Z) is, under Pω, a geometric random
variable on N with mean e−Xn . So the BPRE Z is critical, and in particular there
is almost surely extinction of this BPRE (see e.g. Tanny [11], eq. (2)).

Thanks to the previously cited correspondance between some RWRE and BPRE,
Theorem 1 leads to the following result.

Corollary 2 (Total population size; particular case of [3], Corollary 1.1).
Let H ∈ [ 12 , 1). If V = BH on Z, then there exist a c > 0 and an N0 ∈ N such
that, for every N ≥ N0,

(logN)−(
1−H
H )e−c

√
log logN ≤ P

[ ∞∑

j=0

Zj > N

]
≤ (logN)−(

1−H
H )(log logN)c.

Let T := inf{n ≥ 1; Zn = 0} be the extinction time of the BPRE Z. Our
second main result deals with the (annealed) survival probability P[T > N ] of the
BPRE Z.

Theorem 3 (Extinction time, particular case of [3], Theorem 2). Under
the assumptions of Theorem 1, there exist c > 0, C > 0 and N0 ∈ N such that, for
every N ≥ N0,

(2) N−(1−H)(logN)−c ≤ P[T > N ] ≤ CN−(1−H).

An easy consequence of the previous results is the following estimate on the
maximum population size supj≥0 Zj of the BPRE Z before its extinction.

Corollary 4 (Maximum population size of BPRE, particular case of [3],
Corollary 1.2). If H ∈ [ 12 , 1) and V = BH on Z, then there exist a c > 0 and an
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N0 ∈ N such that, for every N ≥ N0,

(logN)−(
1−H
H )e−c

√
log logN ≤ P

[
sup
j≥0

Zj > N

]
≤ (logN)−(

1−H
H )(log logN)c.

Finally, the following Theorem 5 may be of independent interest, since it con-
trols the probability that a (discrete) FBM first hits a large negative level before
hitting a (small) positive level. We set

T̃ (x) :=

{
inf{k ∈ N; BH(k) ≥ x} if x > 0,
inf{k ∈ N; BH(k) ≤ x} if x < 0.

In the following theorem, which is useful to prove our Theorem 1, we estimate
the probability that the discrete FBM (BH(k))k∈N hits −x before y, for y > 0
and large positive x satisfying some technical conditions. It is a consequence of
persistence results for FBM [4].

Theorem 5. Recall that H ∈ [ 12 , 1). Let α > 1. There exist a c = c(α) > 0
and an xα > 0 such that for any y > e and any x > max(y, xα) such that
log x ≤ [log(x/y)]α, we have

(x/y)−(1−H)/H
[
log(x/y)

]−c ≤ P
[
T̃ (−x) < T̃ (y)

]
≤ c(x/y)−(1−H)/H

[
log x

]c
.

It is well known that more precise results can be obtained with martingale
techniques when H = 1/2, however these methods fail when H 6= 1/2.
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Persistence and exit times for some integrated self-similar Markov
processes

Christophe Profeta

For b ∈ R and X a real-valued process starting from x < b, the persistence problem
consists in studying the asymptotics of

Px

(
sup
s≤t

Xs < b

)
as t→ +∞,

or equivalently, defining Tb = inf{t > 0, Xt ≥ b},
Px(Tb > t) as t→ +∞.

This is a classic problem which has been studied for many families of processes,
and we shall give here several results when X is the integral of either a stable Lévy
process, or a skew Bessel process. As a consequence of our computations, we shall
also solve the exit time problem from an interval in the skew Bessel process case,
and compute the area under a normalized excursion in the (spectrally positive)
stable case.

1. A general approach

We start by giving a heuristic method for computing the asymptotics of the per-
sistence probability when X is given by the integral of an H-self-similar Markov
process Y taking values in R. The idea is the following : as Y is self-similar and
Markovian, one may expect to observe a kind of asymptotic independence given
by

(1) Px(Tb > t) =
t→+∞

t−θ+o(1) ⇐⇒ Px(YTb
> z) =

z→+∞
z−θ/H+o(1)

where θ is a positive constant, which does not depend on x and b. The key is
then to observe that the Mellin transform of YTb

only involves the distribution
of X1, and not of the pair (X1, Y1). Therefore, when the law of X1 is known,
one may explicitly compute the asymptotics of the survival function YTb

. This is
for instance the case for stable Lévy processes, and one can then show that the
equivalence (1) holds true, see [6] and [2].

2. The case of skew Bessel processes

We next apply the previous methodology to the case

Yt = |Rt|γ
(
1{Rt≥0} − c1{Rt<0}

)
, t ≥ 0,

where γ, c > 0 and R is a skew Bessel process of dimension δ ∈ (1, 2) and skewness
parameter η ∈ (−1, 1). Unfortunately, the law of X1 is unknown in this situation,
even in the Brownian case. To circumvent this problem, the idea is to look at a
slightly larger stopping time, i.e.

ζb = inf{t > 0, Xt ≥ b and Yt = 0}.
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For this stopping time, we expect that P(ζb > t) ≃ P(Tb > t) as the time it takes
for a Bessel process to hit zero should be negligible with respect to the time it has
taken for its integral to reach the level b. In other words, instead of computing the
law of YTb

we shall rather look for that of Xζb . It turns out that this distribution
has a simple expression, which allows to obtain the following asymptotics.

Theorem 1. There exists a constant κ > 0 independent from (X0, Y0) = (x, y)
such that

P(x,y) (Tb > t) ∼ κh(b− x, y) t−θ, t→ +∞,
where

θ =
2 + γ

2π
Arctan

(
sin (νπ)

cν 1−η
1+η + cos (νπ)

)
with ν =

2− δ
2 + γ

,

and where h admits the representation, with σ0 = inf{t > 0, Yt = 0},

h(x, y) =





E(0,y)

[
(x−Xσ0)

2θ
2+γ

+

]
if x ≥ 0

0 if x < 0.

Since Y is a continuous process, the previous computations may be adapted to
solve the exit time problem from an interval [a, b] with a < x < b.

Theorem 2. The probability that X reaches the level b before the level a is given
by

Px (Tb < Ta) =
Γ (ν)

Γ(1 + α)Γ (β)

(
x− a
b− a

)α

2F1

[
α 1− β
1 + α

;
x− a
b− a

]
.

where α and β are explicit constants related to θ.

3. Some spectrally positive areas

We have so far computed several distributions related to X and Y taken at some
stopping times. Another related problem is the study of the area under a normal-
ized excursion of Y . When Y is a Brownian motion, this distribution is nowadays
referred as Airy distribution and has been the subject of numerous studies, gener-
ally relying on the Feynman-Kac formula, see for instance Janson [3] or Majumdar
& Comtet [5]. The case of Bessel processes has also been investigated in the physics
literature recently, using similar methods.

We show here how our previous computations allow to compute the areaAex under
the normalized excursion of a spectrally positive α-stable process L. The idea is
to observe that this distribution is closely related to the distribution of the pair
(σ0, Xσ0) where as before σ0 = inf{t > 0, Lt = 0} and X =

∫
L. By computing

explicitly the Laplace transform of this pair, we deduce the following result :

Theorem 3. The double Laplace transform of Aex is given by :
∫ +∞

0

(1− e−λt)E

[
e−t1+

1
α Aex

]
t−(1+ 1

α
)dt = αΓ

(
1− 1

α

)(
Φ′

α (0)

Φα (0)
− Φ′

α (λ)

Φα (λ)

)
.
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where the M-Wright function Φα is defined by

Φα(x) =
1

π

∫ +∞

0

e− sin(πα
2 ) z1+α

1+α cos

(
cos
(πα

2

) z1+α

1 + α
− zx

)
dz.

Furthermore :

(E[An
ex])

1
n ≍

n→+∞
n1− 1

α and lnP(Aex > x) ≍
x→+∞

−x α
α−1 .

Other areas may be computed similarly, such as the area under the meander of
L, or the area under L conditioned to stay positive for instance.

Open questions. These results yield several related problems :

(1) Can we study the persistence problem for the integral of a general self-
similar Markov process ?

=⇒ Maybe using the Lamperti representation, see [1]
(2) Can we compute the asymptotics of the exit time, i.e. Px(Ta ∧ Tb > t) as

t→ +∞ ?
=⇒ In the Brownian case, the existence of a limit has been proven

in [4].
(3) Can we solve the same exit time problem for the integral of a stable Lévy

process ?
(4) Can we compute the area under a general stable excursion ?
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Persistence of Gaussian Stationary Processes

Naomi Feldheim

(joint work with Ohad Feldheim, Sumit Mukherjee, Shahaf Nitzan)

The persistence of a stochastic process f above a certain level ℓ, that is, the
probability that f(t) > ℓ for all t in some large interval, is a classical topic of study
(see the recent surveys in mathematics [2] and physics [3]). Here we investigate
the persistence probability for the class of Gaussian stationary processes (GSP’s)
above a fixed level (usually, above the mean). This quantity has been extensively
studied since the 1950’s, by Slepian [13], Newell-Rosenblatt [11] and many others,
with old and new applications in mathematical physics, engineering and other
areas of probability [3, 4, 5, 12]. Nonetheless, until recently, good estimates of
the persistence decay were known only for particular cases (e.g. [1, 13]), and for
families of processes with either summable or non-negative correlations. The state
of the art in the latter case was recently achieved by Dembo-Mukherjee [5], who
were able to determine the log persistence of non-negatively correlated GSP’s up
to a constant factor.

A few years ago, by introducing a spectral point of view, the speaker together
with O. Feldheim were able to provide general conditions under which the log
persistence is bounded between two linear functions [6]. This extended a result by
Antezana-Buckley-Marzo-Olsen for the sinc-kernel process [1], and provided the
first general result on persistence of GSP’s which does not require summability
or non-negativity of correlations. However, these tools alone were insufficient to
provide answers to two long-standing questions formulated by Slepian in his well
known 1962 paper [13]:

• What are the possible asymptotic behaviors of the persistence probability
of a GSP on large intervals?
• What features of the covariance function determine this behavior?

Spectral methods were recently used by Krishna-Krishnapur [10] in order to

give a lower bound of e−cN2

on the persistence of any GSP over Z, provided that
the spectral measure has a non-trivial absolutely continuous part. This gave rise
to other interesting questions:

• Is there a GSP that achieves a persistence of the order of e−cN2

?
• Is it possible for a GSP over R to have an even lower persistence?

Recently, in [8], we were able to provide nearly complete answers to all of these
questions, in the case where the spectral measure has a non–trivial absolutely
continuous component. Our main results are as follows.

Let f : R→ R be a GSP with continuous covariance kernel r(t) = E[f(0)f(t)].
Let ρ be its spectral measure, that is, the finite, symmetric non-negative measure
on R such that r(t) = ρ̂(t) =

∫
R
e−iλtdρ(λ). We always assume that there exists

some δ > 0 for which
∫
|λ|δw(λ)dλ <∞.

Denote the persistence probability by

Pf (N) := P

(
f(t) > 0, ∀t ∈ (0, N ] ∩ T

)
.



1624 Oberwolfach Report 32/2020

Theorem 1. Let f be a GSP over R or Z. Suppose that its spectral measure is
absolutely continuous with density w(λ|) satisfying c1|λ|α ≤ w(λ|) ≤ c2|λ||α for all
λ in a neighborhood of 0 (and some α > −1, c1, c2 > 0). Then , for large enough
N :

logPf (N)





≍ −N1+α logN, α < 0

≍ −N, α = 0

. −N logN, α > 0.

Moreover, if w(λ) vanishes on an interval containing 0, then logPf (N) . −N2.

Note that when the spectrum vanishes at the origin (α > 0), we have only given
upper bounds on the persistence. This is because the persistence in these cases
may be indeed much smaller then this upper bound, depending on the tail of the
spectrum. An instructivce example is given in the following result from [8].

Theorem 2. Let f be GSP over R which has spectral density w(λ) such that
w(λ) = 0 for |λ| < 1 and w(λ|) ≥ λ|−η for some η > 0 and all |λ| > 1, then
logPf (N) ≤ −eCN .

The results so far estimate the order of magnitude of logPf (N), up to a con-
stant. Can we give conditions under which there is an exact asymptotic constant,
that is, under which the limit

θf := − lim
N→∞

1

N
logPf (N)

exists? In a new paper [9], currently in final stages of preparation, we treat this
question in detail. We define the persistence exponent of a spectral measure ρ and
a level ℓ to be

θℓρ = − lim
N→∞

1

N
logP( inf

[0,T ]
fρ > ℓ),

whenever the limit exists. We prove:

Theorem 3. Let f be a GSP over R, whose spectral measure ρ has contniuous
positive density in [−a, a] (for some a > 0). Then θℓρ exists for all ℓ.

Moreover, we prove continuity properties of θℓρ:

Theorem 4. Let ρ be a spectral measure with continuous density near 0, and let
ℓ ∈ R.

(1) θℓρ is continuous in ℓ.

(2) θℓρ is continuous in ρ with respect to the metric

d(ρ1, ρ2) =
∫
d|ρ1 − ρ2|+ |ρ′1(0)− ρ′2(0)|.

(3) If ν is a purely singular measure with ν([−a, a]) = 0, then θℓρ = θℓρ+ν .
(4) Suppose ρ has density which is bounded and compactly supported. If ρǫ is

the spectral measure which corresponds to the sequnce {f(nǫ)}n∈Z, then
θℓρǫ
→ θℓρ as ǫ→ 0.

There is much hope to use similar methods in order to answer questions about
other stochastic processes under constraints, such as:
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• Find the order of log-persistence probability for GSPs in higher dimensions
• What does the exponent θℓρ depend on? Can it be computed for certain
examples?
• What is the “shape of persistence”, that is, what is the typical behavior
of a GSP conditioned to persist above ℓ on [0, T ]?
• Can one generalize these results to some models which are non-Gaussian
or non-stationary?
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Persistence exponents via perturbation theory: AR(1)- and
MA(1)-processes

Marvin Kettner

We study persistence probabilities in the context of Markov chains. For a real-
valued stochastic process (Xn)n∈N and N ∈ N the persistence probability is given
by pN := P(X0 ≥ 0, . . . , XN ≥ 0). A first goal in persistence is to determine
the asymptotic behaviour of pN if N → ∞. We look at processes such that pN
converges to zero at exponential speed, i.e. pN = λN+o(N) with λ ∈ (0, 1). The
value λ is called the persistence exponent.
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It is well-known that persistence probabilities of Markov chains are related to
eigenvalue problems of the canonical integral operator, which is defined by the
corresponding transition kernel. We refer to the recent work [2] and the references
given there. However, quantitative statements about the persistence exponent are
known only in a few particular examples. We want to deal with this problem by
using methods of perturbation theory [3].

For an autoregressive process of order one with standard normally distributed
innovations, i.e. Xn = ρXn−1 + ξn, n ∈ N, with (ξi)i≥1 i.i.d., ξ1 ∼ N (0, 1) and
ρ ∈ R, we prove a perturbation result for the persistence exponent. By considering
a proper modification of the canonical integral operator and applying results from
perturbation theory, we show that the persistence exponent λρ admits a power
series representation in ρ at 0, i.e. λρ =

∑∞
n=0 ρ

nKn with Kn ∈ R. Moreover, we

show that the radius of convergence of this power series is at least 1
3 . Additionally,

we derive an iterative formula for the coefficients Kn and we compute explicitly
the first ones. It would be desirable to get a closed-form expression for the n-
th coefficient but we have not been able to do this. In addition, it remains an
interesting open problem to determine the radius of convergence. This part of the
talk is based on the article [1].

For a moving average process of order one with standard normally distributed
innovations, i.e. Xn = ρξn−1 + ξn, n ∈ N, with (ξi)i≥−1 i.i.d., ξ0 ∼ N (0, 1) and
ρ ∈ R, we prove a similar result. By relating the persistence problem to an
eigenvalue problem of an operator on a Hilbert space of analytic functions, we
show that the persistence exponent λρ can be expressed as a power series in ρ at
0. Here again, we have an iterative formula for the coefficients of this power series
and we compute the first coefficients. As for the autoregressive case, a closed-form
expression for the coefficients would be desirable. Moreover, we conjecture that
the radius of convergence is one but we have not been able to prove this. This part
of my talk is joint work with Frank Aurzada (Darmstadt) and Christophe Profeta

(Évry).
We believe that our techniques and results have a greater generality, e.g. for

other innovation distributions and also for autoregressive and moving average pro-
cesses of a higher order.

The talk is based on my research work during my doctoral studies at the Tech-
nical University of Darmstadt and the results will be handed in as a dissertation
shortly.

References

[1] Frank Aurzada and Marvin Kettner. Persistence exponents via perturbation theory: AR(1)-
processes. Journal of Statistical Physics, 177(4):651–665, 2019.

[2] Frank Aurzada, Sumit Mukherjee, and Ofer Zeitouni. Persistence exponents in Markov
chains. arXiv preprint arXiv:1703.06447, 2017.

[3] Tosio Kato. Perturbation theory for linear operators, volume 132. Springer Science & Busi-
ness Media, 1966.



Stochastic Processes under Constraints 1627

Persistence of weighted sums of GSPs

Sumit Mukherjee

(joint work with Frank Aurzada)

Suppose {ξi}i≥0 is a centered Gaussian Stationary Process (GSP) with non neg-
ative correlation function ρ(i) := E[ξ0ξi]. Let {σ(i)}i≥1 be a sequence of positive
reals. Define the weighted partial sum Sk :=

∑n
i=1 σ(i)ξi. In this talk, we study

the asymptotics of the persistence probability of the process {Sk}k≥1 on the neg-
ative half line, i.e.

pn := P( max
1≤k≤n

Sk < 0).

If ρ(.) = 1.=0, the process {ξi}i≥1 is i.i.d. In this case, the asymptotics of pn was
studied recently in [2], where the authors show that if

s(n)2 :=
n∑

i=1

σ(i)2 →∞,(1)

then under the uniform asymptotic condition

max
1≤k≤n

σ(k)2 = o
(
s(n)2

)

we have

pn ∼
L(s2n)

sn
.

Here L(.) is a slowly varying function which can be characterized explicitly. In
particular this gives the log asymptotics log pn ∼ − log s(n). In fact, in this case
the same conclusion holds as soon as {ξi}i≥1 are i.i.d. with first two moments
finite. The justification for the universal asymptotics of pn is via convergence of
the {Sk}k≥1 process to Brownian motion.

A natural question is to what happens when {ξi}i≥1 is a correlated GSP. In this
case, we show that the answer depends on whether

∑∞
i=1 ρ(i) < ∞ or not, i.e.

whether ρ(.) is summable or not. If ρ(.) is summable, then under the assumption
that

lim
n→∞

σ(n+ ℓ)

σ(n)
= 1 for all ℓ ≥ 1,(2)

we show that the {Sk}k≥1 process again converges to Brownian motion. Develop-
ing on this, we show that the same asymptotics

log pn ∼ − log s(n)

holds in the summable case, provided (1) and (2) hold, plus the extra assumption

that the sequence σ(n)
s(n) is eventually decreasing up to a constant, i.e. there exists

constants C,N such that for all m ≥ n ≥ N we have

σ(m)

s(m)
≤ Cσ(n)

s(n)
.
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We give examples to demonstrate that several natural choices of weight function
satisfies these conditions.

For the case of non summable correlations, the picture is not universal and sig-
nificantly richer. In this case we focus specifically on the case of polynomially
growing weight function σ(i) ∼ ip, and polynomially decaying correlation function
ρ(i) ∼ κi2H−2, for some H ∈ (1/2, 1). As it turns out, the limiting process is no
longer driven by Brownian motion, but instead is given by a stochastic integral∫ t

0
xpdBH(x) with respect to Fractional Brownian Motion with index H . In this

case we have

log pn ∼ −θ(p,H) logn,

where θ(p,H) is the exponent of this limiting process. Compare this with ρ(.)
summable and σ(i) ∼ ip, in which case the general result concludes that

log pn ∼ −
(
p+

1

2

)
logn.

Even though the exponent θ(p,H) is implicit, we can analyze the exponent to
get the following conclusions:

lim
H↓1/2

θ(p,H) =p+
1

2
,

lim
H↑1

θ(p,H)

1−H =1,

lim
p↓−H

θ(p,H)

p+H
=1,

p2H−2 . θ(p,H) .p2H−2 log p as p→∞.
In particular this confirms that θ(p,H) is neither p+ 1/2 (which is the exponent
for summable ρ), nor 1 − H (which is the exponent for FBM). The exact rate
of growth of θ(p,H) as p → ∞ remains open. We believe understanding this
growth rate will lead to a better understanding of the persistence of GSPs with
non integrable correlation function.

During the course of our proofs, we develop a stronger version of the continuity
result for persistence exponents from [1], which is the main tool used for prov-
ing the results outlined above. We also show that the persistence exponent of a
GSP (discrete or continuous time) is strictly positive if and only if the correlation
function is integrable. Even though similar results are known in the literature, an
exact characterization such as this was missing.
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Large Deviation Principles for Lacunary Sums

Nina Gantert

(joint work with C. Aistleitner, Z. Kabluchko, J. Prochno, K. Ramanan)

The study of lacunary series is a classical and still flourishing topic in harmonic
analysis that has attracted considerable attention. First, let us define a lacunary
(trigonometric) sum. Let (ak)k∈N be an increasing sequence of positive integers
satisfying the Hadamard gap condition ak+1/ak > q > 1 for all k ∈ N, and let

Sn(ω) =

n∑

k=1

cos(2πakω), n ∈ N, ω ∈ [0, 1].

Then Sn is called a lacunary (trigonometric) sum, and can be viewed as a random
variable defined on the probability space Ω = [0, 1] endowed with the standard
Lebesgue measure. Lacunary sums are known to exhibit several properties that
are typical for sums of independent random variables. For example, a central limit
theorem for Sn as n→∞ has been obtained by Salem and Zygmund, while a law
of the iterated logarithm is due to Erdős and Gál. In this paper we initiate the
investigation of large deviation principles for lacunary sums. Our results can be
summarized as follows. Under the large gap condition ak+1/ak → ∞, we prove
that the sequence (Sn/n)n∈N does indeed satisfy a large deviation principle with

the same rate function Ĩ as a sum of independent random variables with the arcsine
distribution. On the other hand, we show that the large deviation principle may
fail to hold when we only assume the Hadamard gap condition. However, we show
that in the special case when ak = qk for some q ∈ {2, 3, . . .}, Sn/n satisfies a large

deviation principle with a rate function Iq that is different from Ĩ, and describe
an algorithm to compute an arbitrary number of terms in the Taylor expansion

of Iq(x). In addition, we also prove that Iq converges pointwise to Ĩ as q → ∞.
Finally, we construct a random perturbation (ak)k∈N of the sequence (2k)k∈N for
which ak+1/ak → 2 as k →∞, but for which at the same time (Sn/n)n∈N satisfies

a large deviation principle with the same rate function Ĩ as in the independent
case, which is surprisingly different from the rate function I2 one might näıvely
expect. All these results together show that large deviation principles for lacunary
sums are very sensitive to the arithmetic properties of the sequence (ak)k∈N. This
is particularly interesting since no such arithmetic effects are visible in the central
limit theorem or in the law of the iterated logarithm for lacunary trigonometric
sums.



1630 Oberwolfach Report 32/2020

Polyharmonic functions and random walks in cones

Kilian Raschel

(joint work with François Chapon, Éric Fusy)

In the continuous setting, polyharmonic functions are functions which cancel some
power of the usual Laplacian. More precisely, a function v on some domain K of
Rd satisfying

∆pv = 0

for some p ≥ 1, where ∆ is the usual Laplacian in Rd, is said to be polyharmonic
of order p, or polyharmonic for short. So polyharmonic functions of order 1 are
just harmonic functions. Obviously, a polyharmonic function vp of order p satisfies
∆vp = vp−1, where vp−1 is polyharmonic of order p− 1. For example, polynomials
are polyharmonic. Harmonic functions have been tremendously investigated and
pioneer works on polyharmonic functions go back to the work of Almansi [1]. One
can consult for instance the monograph [2] for an introduction to this topic.

In particular, Almansi [1] proved that if the domain K is star-like with re-
spect to the origin, then every polyharmonic function of order p admits a unique
decomposition

(1) f(x) =

p−1∑

k=0

|x|2khk(x),

where each hk is harmonic on K and |x| is the Euclidean length of x, hence
completely characterising continuous polyharmonic functions on such domains.

In comparison with the continuous case, much less is known in the discrete
setting, where the Laplacian has to be replaced by a discrete difference operator
(see, e.g., (5)). Some progress in understanding discrete polyharmonic functions
has been made in the last two decades. For instance, one may cite [10], where
the authors investigated polyharmonic functions for the Laplacian on trees, and
proved a similar result as Almansi’s theorem (1) for homogeneous trees. Recent
works of Woess and co-authors [14, 16] are generalising this previous work.

Our original motivation to study discrete polyharmonic functions comes from
the following framework. Consider a walk in Zd with step set S confined in some
cone K ⊂ Zd. Denote by q(x, y;n) the number of n-length excursions between x
and y staying in the cone K. To simplify, we only consider the case where y is the
origin, but all considerations below can be generalised to y 6= 0. In various cases
[12], the asymptotics of q(x, 0;n) as n→∞ is known to admit the form

(2) q(x, 0;n) ∼ v0(x)γnn−α0 ,

where v0(x) > 0 is a function depending only on x, γ ∈ (0, |S|] is the exponential
growth, and α0 is the critical exponent. It is easy to see that the function v0(x)
in (2) defines a discrete harmonic function. Indeed, plugging (2) into the obvious
recursive relation

(3) q(x, 0;n+ 1) =
∑

s∈S
q(x+ s, 0;n)1{x+s∈K},



Stochastic Processes under Constraints 1631

dividing by γn+1n−α0 and letting n→∞, we obtain

(4) v0(x) =
1

γ

∑

s∈S
v0(x + s)1{x+s∈K},

which proves that, with the assumption that v0(x) = 0 for x /∈ K, v0(x) is discrete
harmonic for the Laplacian operator

(5) Lf(x) =
1

γ

∑

s∈S
f(x+ s)− f(x),

that is, Lv0 = 0. Denisov and Wachtel [12] go further and show that

• the exponential growth γ is minRd
+

∑
(s1,...,sd)∈S x

s1
1 · · ·xsdd , it does not de-

pend on K;
• the critical exponent α0 equals 1 +

√
λ1 + (d/2− 1)2, where d is the di-

mension and λ1 is the principal Dirichlet eigenvalue on some spherical
domain constructed from K.

As a leading example, consider the simple random walk in the quarter plane,
with step set {←, ↑,→, ↓}. In this case, the number of excursions q((i, j), 0;n) is

0 if m = n−i−j
2 is not a non-negative integer, and otherwise takes the value

(6) q((i, j), 0;n) =
(i+ 1)(j + 1)n!(n+ 2)!

m!(m+ i+ j + 2)!(m+ i+ 1)!(m+ j + 1)!
,

see [8]. The asymptotics (2) is then

(7) q((i, j), 0;n) ∼ 4

π
4n
v0(i, j)

n3
,

where v0(i, j) = (i+ 1)(j + 1) is the well-known unique (up to multiplicative con-
stants) harmonic function positive within the quarter plane with Dirichlet bound-
ary conditions. Other examples of such asymptotics may be found for instance in
[3, 9, 11].

Our aim in this discrete setting is to study more precise estimates than (2), by
considering complete asymptotic expansions of the following form, as n→∞,

(8) q(x, 0;n) ∼ γn
∑

p≥0

vp(x)

nαp
.

From such an asymptotic expansion and using similar ideas as in (3), (4) and
(5), it is rather easy to prove that the terms vp are polyharmonic functions, in
the sense that a power Lkvp of the Laplacian operator vanishes. We will provide
examples of such asymptotic expansions (at least for the first terms) and of the
set of exponents {αp}p≥0 appearing in (8).

On the other hand, the functional equation approach has proved to be fruitful
when studying random walk problems. The reference book on this topic is the
monograph [13] by Fayolle, Iasnogorodski and Malyshev. This method has been
used in [15] to construct harmonic functions, both in the discrete and continuous
settings. Basically, the method consists of drawing from the harmonicity condition
a functional equation satisfied by the generating function (in the discrete setting)
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or by the Laplace transform (in the continuous setting) of a harmonic function.
Solving some boundary value problem for these quantities leads, via Cauchy or
Laplace inversion, to the sought harmonic function. We will provide an implemen-
tation of this method to construct bi-harmonic functions, which can be generalised
to polyharmonic functions.

The main features of our results are as follows:

• We shine a light on a new link between discrete polyharmonic functions
and complete asymptotic expansions in the enumeration of walks.
• Our approach provides tools to study complete asymptotics expansions as
in (8), but does not allow to prove their existence. On the other hand,
the powerful approach of Denisov and Wachtel [12] seems restricted to the
first term in the asymptotics (2). Indeed, one of the main tools in [12] is a
coupling result of random walks by Brownian motion, which only provides
an approximation of polynomial order, see [12, Lem. 17].
• We introduce a new class of functional equations, for which the method of
Tutte’s invariants introduced in [17, 4, 5] proves to be useful.
• In the unweighted planar case, it has been shown [7] that knowing the
rationality of the exponent α0 in (8) was sufficient to decide the non-D-
finiteness of the series of excursions. However, for walks with big steps
in dimension two or walk models in dimension three, this information is
not enough [6]. As a potential application of our results, we might use
arithmetic information on the other exponents αp to study the algebraic
nature, for example the transcendance, of the associated combinatorial
series.
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A Characterization of the Finiteness of Perpetual Integrals of Lévy
Processes

Mladen Savov

(joint work with M. Kolb)

Let ξ = (ξs)s≥0 be a one dimensional Lévy process such that lim
s→∞

ξs =∞ almost

surely. In this talk we present an analytical criterion for the finiteness of perpetual
integrals of ξ, that is quantities of the type

(1) Ix =

∫ ∞

0

f(x+ ξs)ds,

where f is a non-negative, locally bounded measurable function. The availability
of a tool which distinguishes when Ix is almost surely finite or not is of importance
in a number of settings. To describe informally one such scenario let us consider a
motion whose random dynamics is described by ξ. However, the evolution of the
system is affected by some potential (say f). Then the large time behaviour of the
system depends on the finiteness of Ix and the availability of an analytic criterion
which captures this finiteness can inform us a priori about this behaviour.

Analytical conditions for the finiteness of Ix have been known in the literature
either for special classes of Lévy processes or for special classes of functions f .
However, their derivation depends on more general and seemingly side results
such as the strong law of large numbers when f is non-increasing or the hitting
of points when ξ is assumed of finite mean and in possession of local time and it
is not immediately clear how they can be extended to the general case, see the
considerations in [2]. The work of Batty [1] for Brownian motion provides a first
insight as to what a general criterion for finiteness of Ix for Lévy processes might
be. Unfortunately, the methodology in [1] relies on the continuity of the Brownian
path, a property which is not directly available for Lévy processes. However,
on close inspection of the problem it turns out that the crucial stopping times
which appear in [1] are in fact announceable (previsible) for Lévy processes which
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implies the fact that the processes are almost surely continuous at those random
moments. This opens the door for the derivation of a general analytic criterion
which distinguishes when Ix is almost surely finite or not.

Fix x ∈ R. Let E ⊆ R be such that almost surely x+ ξ spends a finite amount
of time in R \E. R \ E is called transient set for x+ ξ. Then we have that
(2)

Ix =∞ ⇐⇒
∫
f1E(x+ y)U(dy) =∞, for all R \ E transient sets for x+ ξ,

where U is the potential measure of ξ. This criterion is very natural as it disregards
the transient sets for x+ ξ and involves the potential measure which evaluates the
expected time the process spends in each Borel set. The criterion (2) and the
arguments that lead up to its proof can be used to recover the special cases in
[2, 3]. The drawback of (2) consists in the fact that at present it is not clear how
the transient sets can be classified for general Lévy processes. However, as we have
highlighted in [4] one may bypass this problem by considering the set-theoretical
properties of a particular set which plays an important role in the course of the
proof.

The results we present in this talk are published in Bernoulli, see [4].
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1192–1198, (2015)

[3] Erickson, K. and Maller, R. Generalised Ornstein-Uhlenbeck processes and the convergence
of Lévy integrals. Séminaire de Probabilités XXXVIII, 70–94, Lecture Notes in Mathematics,
1857, Springer, Berlin, 2005

[4] Kolb, M. and Savov, M. A Characterization of the Finiteness of Perpetual Integrals of Lévy
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Lyapunov criteria for the convergence of conditional distributions of
absorbed Markov processes

Nicolas Champagnat

(joint work with Denis Villemonais)

This presentation is based on the results of [3].
We consider a general Markov process with absorbtion (Xt, t ≥ 0) with state

space E ∪ ∂ where E and ∂ are disjoint measurable spaces. Here, time can be
either continuous: t ∈ [0,∞), or discrete: t ∈ Z+ := {0, 1, . . .}. We assume that ∂
is absorbing, i.e. that, Px-a.s. for all x ∈ E ∪ ∂, Xt ∈ ∂ for all t ≥ τ∂ , where

τ∂ = inf{t ≥ 0, Xt ∈ ∂}.
Typical applications are population dynamics, where absorption corresponds to

extinction of one or several populations. For example, one-dimensional Galton-
Watson processes (in discrete-time) or birth and death processes in Z+ absorbed
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at 0 (in continuous time) correspond to the state spaces E = N := {1, 2, . . .} and
∂ = {0}. Markov processes of continuous population densities, such as diffusion
processes, may also be considered, corresponding typically to the state spaces
E = (0,∞) and ∂ = {0}.

We assume a.s. absorption, i.e. τ∂ < ∞ Px-a.s. for all x ∈ E, and a positive
probability of non-absorption up to any time, i.e. Px(t < τ∂) > 0 for all x ∈ E and
t ≥ 0. This means that the stationary behavior of the process—absorption—is
trivial. However observed populations often exhibit seemingly stationary behavior
before extinction. Other phenomena of stabilization of stochastic processes before
absorption include mortality plateau [7], metastable dynamics [1] and numerical
methods for molecular simulations [5]. An impotant tool to study of such phenom-
ena is provided by so-called quasi-stationary distributions (QSD), first proposed
in [4]. We denote byM1(E) the set of probability measures on E.

Definition 1. (i): A probability measure α ∈ M1(E) is called a QSD iff, for all
t ≥ 0, Pα(Xt ∈ · | t < τ∂) = α.

(ii): A probability measure α ∈ M1(E) is called a quasi-limiting distribution
(QLD) iff there exists µ ∈ M1(E) such that Pµ(Xt ∈ · | t < τ∂) con-
verges to α for the total variation distance.

The proofs of the following basic properties can be found e.g. in [7].

Proposition 2. (i): α is a QSD ⇐⇒ is a QLD.
(ii): If α is a QSD, then there exists λ0 > 0 such that Pα(t < τ∂) = e−λ0t.
(iii): If α is a QSD, then αPt = e−λ0tα and αL = −λ0α, where Pt is the semigroup

of the killed process µPtf = Eµ[f(Xt)1t<τ∂ ] acting on the set of bounded
measurable functions f , and L its infinitesimal generator.

For one-dimensional birth and death processes absorbed at 0, it is knwon that
there exists a unique QSD iff∞ is an entrance boundary [10]. For example, for the
linear birth and death process with birth rate bn = bn and death rate dn = dn from
state n ∈ Z+, absorption is almost sure for b ≤ d, there exist no QSD for b = d
and there exist infinitely many QSD for b < d. On the contrary, if bn = bn1+ε and
dn = dn1+ε for b < d and ε > 0, there exists a unique QSD. For one-dimensional
diffusions in [0,∞) absorbed at 0, similar results are expected. For example, it
is known that Ornstein-Uhlenbeck process absorbed at 0 have infinitely many
QSD [6]. However, as far as we know, the conjecture that there exists a unique
QSD iff ∞ is an entrance boundary is still not proved in full generality [2].

Inspired by classical criteria for exponential ergodicity [8], we consider the following
set of assumptions.

Assumption (E). There exist n1 ∈ N, θ1, θ2, c1, c2, c3 > 0, ϕ1, ϕ2 : E → R+, a
measureable set K ⊂ E and ν ∈ M1(K) such that

(E1) (Local Dobrushin coefficient) ∀x ∈ K, Px(Xn1 ∈ ·) ≥ c1ν(· ∩K).
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(E2) (Global Lyapunov criterion) θ1 < θ2, infx∈E ϕ1(x) ≥ 1, supx∈K ϕ1(x) <
∞, infx∈K ϕ2(x) > 0, supx∈E ϕ2(x) ≤ 1 and

P1ϕ1(x) ≤ θ1ϕ1(x) + c21K(x), ∀x ∈ E
P1ϕ2(x) ≥ θ2ϕ2(x), ∀x ∈ E.

(E3) (Local Harnack inequality) sup
n∈Z+

supy∈K Py(n < τ∂)

infy∈K Py(n < τ∂)
≤ c3.

(E4) (Aperiodicity) For all x ∈ K, there exists n4(x) such that, for all n ≥ n4(x),
Px(Xn ∈ K) > 0.

In Assumption (E2), the function ϕ2 allows to control the probability of survival
of the population and the inequality θ1 < θ2 means that entrance in K occurs
faster than extinction. Assumption (E1) is a classical coupling condition within
K. Assumption (E3) means that there’s no initial point in K such that survival
is much better than for other initial conditions in K. This technical condition is
not involved in classical ergodicity criteria for irreducible processes, but is needed
in cases with absorption.

Under Assumption (E), we obtain the following results.

Theorem 3. There exist νQSD ∈ M1(E), C > 0 and α ∈ (0, 1) such that

‖Pµ(Xn ∈ · | n < τ∂)− νQSD‖TV ≤ C αnµ(ϕ1)

µ(ϕ2)
,

for all µ ∈ M1(E) such that µ(ϕ1) <∞ and µ(ϕ2) > 0.

This result implies that νQSD is the unique QSD such that νQSD(ϕ1) <∞ and
νQSD(ϕ2) > 0 and that its domain of attraction contains all probability measures
µ such that µ(ϕ1) <∞ and µ(ϕ2) > 0.

Theorem 4. There exists a function η : E → R+ such that

(1) η(x) = lim
n→+∞

e−λ0tPx(n < τ∂), ∀x ∈ E,

where the convergence is geometric in L∞(ϕ1). In addition, νQSD(η) = 1, e−λ0 ≥
θ2, Ptη = e−λ0tη and Lη = −λ0η.

As a first application, we consider the simple case of sub-critical Galton-Watson
processes. Letm denote the expected number of offspring of an individual (m < 1).
Since the absorption probability is uniformly lower bounded, it is sufficient to take
ϕ2 ≡ 1. If the reproduction law has some finite exponential moment, let b ∈ (m, 1)
and ϕ1(x) = eax. For a > 0 small enough,

P1ϕ1(x) = Exe
aX1 =

(
E1e

aX1
)x ≤ eabx = θ1(x)ϕ1(x)

with θ1(x) = e−a(1−b)x → 0 when x → +∞. This entails (E2). (E1) and (E3)
follow from irreducibility with K = {1}, and (E4) is straightforward. In this case,
it is known that there exist infinitely many QSD [9], and Theorem 3 entails that
the domain of attraction of νQSD contains all initial distributions having a finite
exponential moment.
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Our criterion is flexible and extends easily to more general processes, such as
processes dominated by state-dependent branching processes: assume that

Xn+1 ≤
Xn∑

i=1

ξ
(Xn)
i,n ,

where (ξ
(x)
i,n )i,n,x≥1 are independent r.v., i.i.d. for fixed x, such that Eξ

(x)
1,1 ≤ 1−ε for

x large enough for some ε > 0, and (ξ
(x)
1,1 )x≥1 have a uniformly bounded exponential

moment of the same parameter. Then (E) is satisfied. This is still true under
similar conditions for multi-dimensional state-dependent branching processes and
if the r.v. ξ(x) have bounded polynomial moments only.

To conclude, our criterion can be checked for general perturbed dynamical sys-
tems: assume that D ⊂ Rd has positive Lebesgue measure and let ∂ 6∈ D. Then
(E) is satisfied by the process

Xn+1 =

{
f(Xn) + ξn if Xn 6= ∂ and f(Xn) + ξn ∈ D,
∂ otherwise,

provided that f : Rd → Rd is a locally bounded measurable function such that |x|−
|f(x)| → +∞ when |x| → +∞ and (ξn)n≥1 is an i.i.d. non-degenerate Gaussian
sequence in R

d.
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Almost sure convergence of Measure Valued Pólya Processes

Denis Villemonais

(joint work with Cécile Mailler)

In [4] and [6], the authors provide a new approach to Pólya urn processes with
infinitely many colors, where the content of an urn is represented as a measure
over a set of colors. The construction of these so-called measure-valued Pólya
urn processes is done as follows. Let E be a Polish space endowed with its Borel
σ-field, a positive measure finite measure m0 over E (the original content of the
urn), a sequence of independent identically distributed random kernels (R(n))n≥1

over E and a weight kernel P over E. The measure valued Pólya process is a
Markov chain (mn)n≥0 constructed iteratively via the relation

mn+1 = mn +R
(n+1)
Yn+1

,

where Yn+1 ∼ mnP/mnP (E) is chosen independently from the past. The authors
of [4] and [6] were interested in the long time behaviour (in probability) of mn

when the urn is balanced, which means that R(n) is deterministic and R
(n)
x (E) = 1

for all x ∈ E. In the recent paper [7], we study the almost sure convergence
of mnP/mnP (E), allowing R(n) to be random and unbalanced (meaning that

R
(n)
x (E) can take different values than 1 and that its expectation may depend on

x). In order to do so, we use stochastic approximation methods, one of the main
difficulty being that the state space of our process is allowed to be non-compact.

Before going further in the presentation of our main result, note that one recov-
ers the usual Pólya urn with finitely many colours, say d ≥ 2, and with random
replacement matrix M (n) with no weights (P = I), where (M (n))n is a sequence
of i.i.d. random matrices with non-negative entries and mean M . Indeed, setting

S = maxdx=1

∑d
i=1Mx,i and mn = 1

S

∑d
i=1 Ui(n)δi, where Ui(n) is the number of

balls of color i in the urn at time n, one can easily check that (mn)n≥0 is a measure

valued Pólya process with replacement kernel R
(n)
x = 1

S

∑d
i=1M

(n)
x,i δi, for all n ≥ 0

and 1 ≤ x ≤ d. Doing so, we recover the setting of the classical references [1]
and [2], where the authors study Pólya urn processes with irreducible replacement
rules.

In order to state our main result, we introduce the following assumptions, where
R = E(R(n)) and Q = RP (a more general and more technical assumption is
presented in [7], which in particular allows the removal of balls from the urn). We
assume that

(i) for all x ∈ E, Qx(E) ≤ 1 and there exists a probability measure µ on
[0,+∞) with positive mean and such that, for all x ∈ E, the law of

R
(i)
x P (E) stochastically dominates µ. In particular, setting c1=

∫∞
0
xdµ(x),

0 < c1 ≤ inf
x∈E

Qx(E) ≤ sup
x∈E

Qx(E) ≤ 1;
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(ii) there exists a lower semi-continuous and locally bounded function V : E →
[1,+∞) such that
(a) for all N ≥ 1, the set {x ∈ E : V (x) ≤ N} is relatively compact;
(b) there exist two constants θ ∈ (0, c1) and K ≥ 0 such that

Qx · V ≤ θV (x) +K (∀x ∈ E),

(c) there exist three constants 1 < r < 2 ≤ p and A > 0 such that

E

[
R(1)

x (E)r
]
∨ E

[
Q(1)

x (E)p
]
≤ AV (x) (∀x ∈ E).

Under the above assumption, Q − I is the infinitesimal generator of a sub-
Markov semi-group (Pt)t∈[0,+∞) over the set of bounded measurable functions on
E, which allows us to define the following assumption (which plays the role of the
irreducibility in [1, 2]):

(iii) the continuous time sub-Markov process X with infinitesimal generator
Q − I has a quasi-stationary distribution ν over E and the convergence
of P(Xt ∈ · |Xt 6= ∂) (where ∂ is the cemetery point for X) holds true
uniformly in total variation norm over the set of initial distributions {α |
α · V 1/q ≤ C}, for all constants C > 0.

Finally, we make the following technical assumption:

(iv) for all bounded continuous function f : E → R, x ∈ E 7→ Rxf and
x ∈ E 7→ Qxf are continuous.

Our main result is the following one.

Theorem. Under the above assumptions, if m0 · V <∞ and m0P · V <∞, then
the sequence of random measures (mn/n)n≥0 converges almost surely to νR with

respect to the topology of weak convergence. Moreover, supn{mnP · V 1/q/n} <
+∞ almost surely, where q = p/(p− 1).

Furthermore, if νR(E) > 0, then (m̃n)n∈N converges almost surely to νR/νR(E)
with respect to the topology of weak convergence.

During the talk, an application of this result, fully developed in [7], has been
presented. In this example, we focused on the long time behaviour of a self-
reinforced process interacting with its past. More precisely, consider the process
(Yt)t≥0 in Rd evolving as follows:

• Y evolves following the SDE

dYt = dBt + b(Yt) dt, Y0 ∈ R
d,

where b is locally Hölder continuous,
• and, with rate κ(Yt) ≥ 1, the process jumps with respect to its empirical

occupation measure 1
t

∫ t

0
δYs

ds.
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If one assumes in addition that lim supx→+∞
〈b(x),x〉

|x| < − 3
2‖κ‖

1/2
∞ , then

• the solution to the SDE dXt = dBt + b(Xt) dt admits a unique quasi-

stationary distribution ν with an exponential moment of order ‖κ‖1/2∞
• almost surely,

1

t

∫ t

0

δYs
ds −−−−→

t→+∞
ν

in the topology of weak convergence.

The aim of this example is two-fold: first it makes a non obvious link between
the theory of diffusion processes interacting with their past and the theory of Pólya
urns; second it illustrates how the results proved in [5] interact nicely with the set
of assumptions (i-iv) above.

One desirable extension of our result would be to find a reasonable setting
under which the conclusion holds without assuming that Qx(E) is uniformly lower
bounded. A step in this direction has been done in [3], where a diffusion process
interacting with its past when it hits a boundary is considered. Another natural
problem, currently under investigation, is to prove a central limit theorem for these
processes.
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On a continuous-time Derrida-Retaux model

Yueyun Hu

(joint work with Bastien Mallein, Michel Pain)

To study the depinning transition in the limit of strong disorder, Derrida and
Retaux (J. Stat. Phys. (2014)) introduced a discrete-time max-type recursive
model. It is believed that for a large class of recursive models, including Derrida
and Retaux’ model, there is a highly non-trivial phase transition. We present
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here a continuous-time version of Derrida and Retaux model, built on a Yule tree,
which yields an exactly solvable model belonging to this universality class.

More specifically, the continuous-time Derrida–Retaux process (Xt)t≥0 is de-
fined as the (unique) solution of the McKean–Vlasov type stochastic differential
equation





Xt = X0 −
∫ t

0 1{Xs>0}ds+
∫ t

0

∫
[0,1] F

−1
s (u)N(ds, du)

Ft(x) := P(Xt ≤ x), for all x ≥ 0, t ≥ 0,
Xt ≥ 0, a.s.

whereN is a Poisson point process on R+×[0, 1] with intensity dsdu and F−1
s (u) :=

inf{x ≥ 0 : Fs(x) > u}.
An exactly solvable case is when µ0, the law ofX0, is a mixture of an exponential

distribution and a Dirac mass at 0:

µ0 = pδ0 + (1 − p)λe−λx1{x>0}dx, p ∈ [0, 1], λ > 0.

Denote by F∞(p, λ) the associated free energy:

F∞(p, λ) := lim
t→∞

e−t
E(Xt),

where it is easy to see the existence of the limit.
We study in details the phase transition near criticality and confirm the infinite

order phase transition predicted by physicists.

Theorem 1. Fix some λ ∈ (0, e) and let p ∈ (0, 1) vary.

(i) If λ ∈ (1, e), setting pc = λ− λ logλ, then

F∞(p, λ) ∼ C exp
(
−π
√
2λ(pc − p)−1/2

)
as p ↑ pc.

(ii) If λ = 1, we have F∞(1, 1) = 0 and

F∞(p, λ) ∼ C(1− p)2/3 exp
(
− π√

2
(1− p)−1/2

)
as p ↑ 1.

(iii) If λ ∈ (0, 1), we have F∞(1, λ) = 0 and

F∞(p, λ) ∼ C(1− p)1/(1−λ) as p ↑ 1.
We present the scaling limit of this model at criticality, which we believe to be

universal.
Many questions remain open when µ0 is a general distribution on R+, for in-

stance we may ask:

Question 2. What are necessary and sufficient conditions on µ0 so that F∞(µ0) =
0?

We also make the following

Conjecture 3. If F∞(µ0) = 0, then Xt → 0 in probability as t→∞.
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The ants walk: Finding geodesics on graphs using reinforcement
learning

Cécile Mailler

(joint work with Daniel Kious, Bruno Schapira)

The aim of this talk is to define and analyse a probabilistic model for ants finding
shortest paths between their nest and a source of food. The fact that ants can
find shortest paths by successive random explorations and without any means
of communication other than the pheromones they leave behind them has been
observed in the biology literature (see e.g. [1]). In this talk, as in the corresponding
pre-print [2], we introduce the first (to our knowledge) probabilistic model for
this fascinating phenomenon and show that, in this model, the ants do “find the
shortest path(s)”.

1. Definition of the model

We consider a sequence of random walkers on a finite graph G = (V,E) with
two distinguished nodes N and F (for “nest” and “food” when the walkers are
interpreted as ants). At the beginning of time, all edges of G are given weight 1.
The idea is that the walkers explore the graph from N to F one after each other,
and the weights of the edges are updated after each walker reaches F . More
precisely, for all n ≥ 1, the n-th walker starts a random walk from N and walks
randomly on the graph until it reaches F . At every step, the walker chooses one of
the neighbouring edges with probability proportional to their weights and crosses
the chosen edge to the next vertex. Once the n-th walker has reached F , we update
the weights of the edges by adding 1 to a subset of the trace of this walker. We
look at two possible rules for the choice of this subset of edges to reinforce:

• In the loop-erased version of the model, we reinforce the loop-erased time-
reversed trace of walker n. This corresponds to how a hiker without a map
would go back from F to N by walking backwards on their own trace, but
avoiding unnecesary loops: when facing a choice between several edges
they crossed on their way to F , they choose the edge that they crossed
the earliest on their way forward.
• In the uniform-geodesic version of the model, we reinforce the shortest
path from N to F inside the trace of the walker (i.e. we only look at the
subgraph of all edges that were crossed by this specific walker). If there
are several shortest path between N and F , we choose one uniformly at
random.

We call this stochastic process the loop-erased or uniform-geodesic ant process.

The interpretation of the model in terms of ants is as follows: (1) the ants only lay
pheromones behind them on their way back from the food to the nest, (2) each ant
goes back to the nest either following the loop-erasure of their forward trajectory
reversed in time (for the loop-erased ant process), or following the shortest path
in the subgraph that they have explored on the way forward (for the geodesic ant
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process), and (3) each ant can sense from the amount of pheromones how many
of its predecessors have crossed an edge on their way back to the nest, and crosses
each neighboring edge with probability proportional to this number. We conjec-
ture that, following this simple unsupervised reinforcement-learning algorithm, the
colony of ants eventually finds the shortest path(s) between the nest and the food,
more precisely, asymptotically when time goes to infinity, a proportion 1 of all
ants go from the nest to the food following a geodesic.

2. Results

We are able to prove that the conjecture is true for all series-parallel graph, as
well as for the losange graph of Figure 1(e). For all n ≥ 0 and e ∈ E, we let Wn(e)
denote the weight of edge e at time n (i.e. after the n-th update). By definition,
W0(e) = 1 for all e ∈ E.

The family of series-parallel graph is defined recursively as follows: a series-
parallel graph is either (i) the graph with two nodes N and F linked by one edge,
(ii) two series-parallel graphs merged in parallel, or (iii) two series-parallel graphs
merged in series (see Figure 1(a-d))

Theorem 1. If G is a series-parallel graph, in the loop-erased version of the model,
there exists (χe)e∈E a sequence of random variables such that

We(n)

n
→ χe, almost surely when n→ +∞,

and χe 6= 0 almost surely if and only if e belongs to a shortest path between N and
F .

Remark 2. If there is only one shortest path between N and F , then χe = 1
almost surely for all edges e that belong to this shortest path.

Figure 1. (a-c) The recursive definition of series-parallel graphs,
(d) A series-parallel graph, (e) The losange graph

In the losange case, we let Wi(n) be the weight of edge number i (as in Fig-
ure 1(e)) at time n.
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Theorem 3. If G is the losange graph of Figure 1(e), in the uniform-geodesic
version of the model, there exists (χi)1≤i≤5 a sequence of random variables such
that

Wi(n)

n
→ χi, almost surely when n→ +∞.

Moreover, χ3 = 0 almost surely, and χi ∈ (0, 1) almost surely for i ∈ {1, 2, 4, 5}.
The proofs rely on three main methods: (1) the electric conductances method

for random walks on a weighted graph (see, e.g. [3]), (2) couplings with generalised
Pólya urn methods, and (3) stochastic approximation methods.

3. Open problems

This work is the first study of a probabilistic model for what is known as “ant
colony optimisation”, and as such, it raises numerous open questions:

• Can we extend Theorems 1 and 3 to a larger class of graphs? to all graphs?
• Although we believe that Theorem 1 also holds for the uniform-geodesic
version of the model (with the caveat that the “if and only if” needs to be
replaced by an “if”, we also expect the proof to be much more intricate.
Similarly, we believe that Theorem 3 holds for the loop-erased version of
the model, but expect the proof to be more intricate. These two questions
remain open.
• Reinforcement rules other than the loop-erased and the uniform-geodesic
ones could be defined: would they also lead to the ants finding shortest
paths? Preliminary calculation seem to suggest that, if we reinforced the
whole trace of each ant, instead of only reinforcing a subset, the ants do
not always find the shortest path.
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Some applications of random forests

Fabienne Castell

(joint work with Luca Avena, Alexandre Gaudillière, Clothilde Mélot)

Let G = {X , E , w} be a weighted connected graph on a finite set of vertices X ,
where w : X ×X 7→ R

+ is a weight function, and E = {(x, y) : x 6= y s.t. w(x, y) >
0} is the set of edges. We associate two basic objects with G.

The first one is the graph Laplacian, i.e. is the operator acting on functions
f : X 7→ R as

Lf(x) =
∑

y∈X
w(x, y)(f(y) − f(x)) .
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We assume that L is reversible w.r.t. some (probability) measure µ:

µ(x)w(x, y) = µ(y)w(y, x) .

−L is therefore a symmetric operator on ℓ2(X , µ), and we denote by λ0 = 0 <
λ1 ≤ · · · ≤ λn−1 its eigenvalues (n is the cardinality of X .).

The second one is a random spanning oriented forest Φq. A spanning oriented
forest φ is a collection of trees oriented from their leaves to their root, whose set
of vertices is the whole of X . It will be viewed as a set of edges. The law of Φq

depends on a parameter q > 0 and is defined by

∀φ spanning oriented forest,, P(Φq = φ) =
1

Z(q)
w(φ)q|ρ(φ)| ,

where ρ(φ) is the set of roots of the trees of φ, |ρ(φ)| is the cardinality of ρ(φ),
w(φ) =

∏
(x,y)∈φw(x, y), and Z(q) is a normalizing constant.

The random forest Φq has been investigated in [1]. Two important features of
this forest are the following ones:

(1) ρ(Φq) is ”well spread” in the set of vertices X of G. For instance, the mean
time for the Markov process with generator L to reach ρ(Φq) starting from
a vertex x ∈ X does not depend on x, when the mean is taken w.r.t. the
random forest and the Markov process.

(2) there exists a coupling of the forests Φq for all the values of q > q0.

We exploit these features in two different problems which are the estimation of
the distribution of the Laplacian spectrum on one part, and the construction of a
multiresolution analysis of functions defined on X on the other part.

Estimate of the spectrum of L. The coupling of the forests Φq allows one
to obtain Monte-Carlo estimates of the fonction q 7→ m1(q) = 1

nE(|ρ(Φq)|) =
1
n

∑n−1
i=0

q
q+λi

(and more generally of the function mk(q) = 1
n

∑n−1
i=0 (

q
q+λi

)k) in

a time which is lenear in n. In a work in progress, we use these estimates to
obtain estimates of the cumulative distribution function of the spectrum of L:
FL(t) =

1
n

∑n−1
i=0 1λi≤t.

Multiresolution analysis on G.. A multiresolution analysis on G is an iterative
algorithm allowing a sparse coding of a ”smooth” function f : X 7→ R. It is
therefore widely used for compressing or classifying discrete signals defined on a
regular grid, setting where this algorithm has been developed.The first step of this
algorithm is based on the construction of a basis of ℓ2(X , µ) made of two parts:
the ”scale functions” (φx̄, x̄ ∈ X̄ ), indexed by a subset X̄ of X , and the ”wavelets

functions” (ψx̆, x̆ ∈ X̆ ) (with X̆ the complement of X̄ ) such that

• φx̄ is localized around x̄;
• ψx̆ is localized around x̆;

• the wavelets coefficient of f , f̆(x̆) = 〈f, ψx̆〉 is small if f is ”smooth” in
the neighborhood of x̆ (high frequency localization).
• the reconstruction of f using its ”approximation” coefficients f̄(x̄) =

〈f, φx̄〉 and its wavelets coefficient f̆(x̆) is numerically stable.
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The space localization refers here to the graph structure of G = (X , E , w), while
the frequency localization can be defined w.r.t. the eigenfunctions of L: a ”smooth
function” is a linear combination of the eigenfunctions corresponding to low eigen-
values λ0, λ1, · · · , λk (k << n)) of L. The subsequent step of the algorithm is
analogous the the first one, with f̄ as an input. Thus, it requires to define a
weight function w̄ on X̄ . Due to the efficiency of this algorithm for audio signals
or images processing, many generalizations to other graphs than the regular grid
have been proposed. Such a generalization raises the following questions:

• How to choose X̄ and w̄?
• How to choose the scale functions and the wavelet functions satisfying the
previous requirements?

Based on the fact that ρ(Φq) is well spread in X , we propose in [3, 2, 4] an answer
to these questions, where we choose X̄ as ρ(Φq). The choice of the scale functions
and of the weight w̄ is made through the construction of a solution (Λ, L̄) to the
Markov intertwining equation:

(1) ΛL = L̄Λ .

In (1), L̄ is a Markov generator on X̄ = ρ(Φq), providing a natural candidate for
w̄, while Λ is a rectangular matrix indexed by X̄ ×X , whose rows νx̄ = Λ(x̄, ·) are
positive measures on X . When (1) is satisfied, νx̄ is an element of an eigenspace of
L whose dimension is |X̄ | (frequency localization), and it is quite natural to define
f̄(x̄) as νx̄(f). The problem is that solving (1) requires the spectral decomposition
of L, which is too costly, and often results in νx̄ not being space-localized. Hence-
forth, we study in [4] approximate space-localized solutions to (1), which are used
in [2] to construct the multiresolution analysis. This construction has led to the
free software [5].
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Random walks avoiding their convex hull with a finite memory

Andrew R. Wade

(joint work with Francis Comets, Mikhail V. Menshikov)

Introduction. We describe recent work [2] on a multidimensional random walk
that interacts with its previous history via an excluded volume effect. Self-
interaction may be local, as in reinforced or excited random walks, where the
walker is biased by its occupation measure in the immediate vicinity, or global,
where the interaction is mediated by e.g. the centre of mass or convex hull of the
whole trajectory. Such non-Markovian processes arise naturally in systems with
learning, resource depletion, or physical interaction. For example, an animal may
tend to avoid previously visited regions as it forages for fresh resources [3].

Fix d ≥ 2 (ambient dimension) and k ≥ d − 1 an integer (the ‘memory’). We
study the process X = (X0, X1, X2, . . .) in Rd, where, roughly speaking, given
X0, . . . , Xn, the next position Xn+1 is uniform on the unit ball centred at Xn

but conditioned so that the line segment from Xn to Xn+1 does not intersect
the convex hull of {0, Xn−k, Xn−k+1, . . . , Xn} at any point other than Xn. See
Figure 1.

Figure 1. The model with d = 2, k = 1 for n = 40 (left) and 1000

steps (right). The excluded convex hull is the triangle T with vertices

Xn, Xn−1, and 0, and Xn+1 is uniform on the unit-radius disc centred

at Xn, excluding the sector generated by the angle at Xn of T .

The inspiration for this model comes from the case ‘k =∞’, which is a variation
on a model of Angel et al. [1] that avoids the convex hull of its entire previous
trajectory. The k = ∞ (‘infinite memory’) model is conjectured to be ballistic,
i.e., to exhibit a positive limiting speed and a limiting direction; a ‘lim inf’ speed
result is known [4]. Our first main result is to establish ballisticity for the finite k
model described above.

Theorem 1. Let k ≥ d − 1. There exist a positive constant vd,k and a uniform
random unit vector ℓ such that limn→∞ n−1Xn = vd,kℓ, a.s.

The constants vd,k seem hard to compute in general, but:

Theorem 2. If d = 2 and k = 1, then v2,1 = 8
9π2 ≈ 0.09006327.
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Ballisticity I: Renewal structure. Fix δ ∈ (0, 1/8) from now on. For x ∈ R
d

define Π(x) :=
∏k

i=1B(x+ i
2 x̂; δ) ⊆ (Rd)k. SayX has good geometry at time n, and

that Gn occurs, if (Xn−k, . . . , Xn) is such that the support of (Xn+1, . . . , Xn+k)
contains Π(Xn). See Figure 2.

Xn

Xn−1

Xn−2

Xn−3

Xn−4

0

Figure 2. A configuration with good geometry for d = 2 and k = 4.

We show that, if the configuration has good geometry, then we can extract
from the law of (Xn+1, . . . , Xn+k) a component that is uniform on Π(Xn). Thus
we can identify ‘renewals’, i.e., times at which (Xn+1, . . . , Xn+k) follows the uni-
form distribution on Π(Xn). These renewals occur rather frequently; even if the
geometry is not good, it is fairly likely to be good after a few more steps. Thus the
inter-renewal times have a uniform exponential tail bound. The renewal structure
entails that (i) the process between renewals has strictly positive radial drift ; and
(ii) the transverse fluctuations are symmetric.

This essentially yields the limiting direction, but does not give a speed. The
segments of the process between renewal times are not homogeneous, due to the
special role played by the origin in the construction of the process, and so the
radial drift is not constant.

Ballisticity II: Coupling. Let τ1, τ2, . . . denote the renewal times. Our limiting
speed will follow from:

Proposition 3. There are positive constants λ and u such that, for all γ ∈ (0, 1),

E[τn+1 − τn | Fτn ] = λ+ o(n−γ); and E[Xτn+1 −Xτn | Fτn ] = uX̂τn + o(n−γ).

We get this result from a spatially homogeneous version of the process for which
the above equalities hold exactly (with no o(n−γ) term) and a coupling over the
inter-renewal interval. This homogeneous process is like the normal process, but
with the origin ‘sent to infinity’ in the direction −ℓ for a fixed unit vector ℓ. See
Figure 3.

If ℓ = X̂n (as in Figure 3) then the next-step transition law of the ℓ-process
is the same as the original process. The coupling idea is that at time τn, we set
ℓ = X̂τn and run both processes until the next renewal on the same probability

space, with increments coupled in the maximal way. We show that X̂ will not
deviate much from ℓ over the entire time, and hence the coupling has a good
chance of success. These are the main steps in the proof of Theorem 1.
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ℓXn0

Figure 3. An example of the ℓ-process with d = 2 and k = 4.

The unit-memory case in the plane. The magnitude θn ∈ [0, π] of the interior
angle of the convex hull of {0, Xn−1, Xn} at Xn (see Figure 4) determines the local
drift and ultimately the global speed, via

(1) v2,1 = lim
n→∞

E

[
2 sin θn
6π − 3θn

]
.

The process θn is not Markov, but not far from being so (cf. Figure 4):

0 αn+1

Xn

Xn−1

Xn+1

θn

θn+1

Figure 4. d = 2, k = 1.

Lemma 4. We have θn+1 = |(2π − θn)Un+1 − π| − αn+1, where U1, U2, . . . are
i.i.d. U [0, 1] and αn → 0 a.s. Moreover, as n→∞, θn → θ in distribution, where

(2) θ
d
= |(2π − θ)U − π|, θ ∈ [0, π],

with U ∼ U [0, 1] and independent of θ.

The distribution of θ determined by (2) has probability density f(t) = 2
3π2 (2π−

t), t ∈ [0, π]. Then we can compute from (1) that v2,1 = 8
9π2 , as stated in Theo-

rem 2.

Final remarks. The renewal structure depends crucially on the finite memory,
but one might seek to approach the k = ∞ model by taking a limit. Simulations
suggest that vd,k ≤ vd,k+1, which one might hope to establish via coupling the
process with memory k and the process with memory k + 1, but this does not
seem straightforward. There is likely some ‘discontinuity’ as k → ∞, because for
the finite-k model one anticipates a central limit theorem for n−1/2(Xn−vd,knX̂n),
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while for the k = ∞ model, fluctuations are conjectured to be of larger order [1].
Nevertheless, one might imagine:

Conjecture 5. We have limk→∞ vd,k = vd,∞, the (conjectural) speed of the k =∞
model.

Finally, we remark that including the origin in the convex hull to exclude is
crucial; otherwise the process is driftless on large scales one would expect it to be
diffusive.

Acknowledgements. F.C. and M.M. acknowledge the support of the project
SWIWS (ANR-17-CE40-0032).
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[1] O. Angel, I. Benjamini & B. Viràg, Random walks that avoid their past convex hull.
Electron. Commun. Probab. 8 (2003) 6–16.

[2] F. Comets, M.V. Menshikov & A.R. Wade, Random walks avoiding their convex hull
with a finite memory. Indagationes Math. 31 (2020) 117–146.

[3] P.E. Smouse, S. Focardi, P.R. Moorcroft, J.G. Kie, J.D. Forester & J.M. Morales,
Stochastic modelling of animal movement. Phil. Trans. Roy. Soc. Ser. B Biol. Sci.

365 (2010) 2201–2211.
[4] M. Zerner, On the speed of a planar random walk avoiding its past convex hull. Ann.
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Asymptotics for the Green function of an asymptoticaly stable
random walk in a half space

Denis Denisov

(joint work with Vitali Wachtel)

We consider a random walk {Sn, n ≥ 1} on Rd, d ≥ 1, where

Sn = X1 + · · ·+Xn

and {Xn, n ≥ 1} is a family of independent copies of a random vector

X = (X(1), . . . , X(d)) = (X(1), X(2,d))

Let
R

d
+ = {(x(1), . . . , x(d)) : x(1) > 0}.

For x = (x(1), . . . , x(d)) : x(1) ≥ 0 let

τ−x := min{n ≥ 1 : x+ Sn /∈ R
d
+ }

be the first time the random walk exits the (positive) half space.
Let ∆ = [0, 1)d. For x, y ∈ Rd

+ we study the asymptotic behaviour of local
probabilities

Gn(x, y) = P(x+ Sn = y, τ−x > n)

when X is a lattice random vector and

Gn(x, y) = P(x+ Sn ∈ y +∆, τ−x > n),
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when X is a non-lattice random vector, as n, x, y increases. We also study the
behaviour of the Green function

G(x, y) = δ(x, y) +

∞∑

n=1

Gn(x, y)

as x and/or y increases.
The main assumption is that

(1)
Sn

cn

d→ ζα,

where ζα is a multivariate stable law of index α ∈ (0, 2] and cn is a scaling sequence,
which is regularly varying of index 1/α. Furthermore, we assume that

P(ζα ∈ R
d
+) = P(ζ(1)α > 0) = ρ ∈ (0, 1)

ensuring that the Spitzer-Doney condition holds

P(S(1)
n > 0)→ ρ, n→∞.

In case d = 1 these questions have been considered in [18],[11] and [1]. For
general cones Gaussian estimates for Gn(x, y) have been obtained by Varopou-
los [15, 16] for random walks with bounded increments. For Lipschitz domains un-
der the assumption of existence of sufficiently many moments Gaussian estimates
for Gn(x, y) have been obtained by Varopoulos [17]. Asymptotics for G(x, y) for
integer-valued random walks in half-space have been obtained in [14] under the
assumptions close to E|X |d < ∞. In [7] the asymptotics for G(x, y) have been
obtained in the Gaussian case for general cones when x and y are far from the
boundary or fixed. Next in [13] the asymptotics for the Green function have been
studied for convex cones. Exact formula for the Green function of a rotationally
invariant Lévy process has been obtained in [19]. For Lamperti Markov chains
asymptotics for G(x, y) when x is fixed have been found in [3].

In the multidimensional case one can study random walks with finite variance
by approximating them with the Brownian motion. In this situation an important
role is played by harmonic function for the killed random walks, which can also
be approximated by the harmonic function of the Brownian motion. More gen-
erally, this approach can be applied to Markov chains by approximating Markov
chains with the corresponding limiting diffusion process. We used this approach
for ordered random walks [6], random walks on cones [7, 10], integrated random
walks [8, 2], random walks over moving boundaries [4, 5, 9]. One of the aims of
this work is to start consideration of multidimensional random walks with infinite
variance in unbounded domains. Here, the half space is the first step which should
enable us to consider at least convex domains.

We are now ready to formulate some of the results. We first analyse Gn(0, y)
and then obtaining asymptotics for G(0, y) by summing up Gn(0, y) and after-
wards asymptotics for G(x, y). There are three main regimes to consider Gn(0, y):
small deviations, normal deviations and large deviations. For small and normal
deviations we use the approach of [18] to small and normal deviations extended to
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the multidimensional situation. This approach is based on analysis of a recursive
equality, which is a corollary to the Baxter-Spitzer identity. For large deviations
we cannot use approach [12]. However, it seems that recursive approach of [18]
can be generalised to this situation as well.

We will present several of our results in the non-lattice case now. In the normal
deviations regime the following results holds.

Theorem 1. Suppose that (1) holds and the distribution of X is non-lattice.
Then, there exist a random vector M with the density pM such that

cdn(Sn ∈ y +∆ | τ−0 > n)− pM (y/cn)→ 0 as n→∞
uniformly in Rd

+.

Our next theorem refines Theorem 1 in the mentioned domain of small devia-
tions, i.e. when x(1)/cn → 0. Let χ+ := S

(1)
τ+ be the first (strict) ladder height and

let (χn)
∞
n=1 be a sequence of i.i.i. copies of χ+. Let

(2) H(u) := I{u > 0}+
∞∑

k=1

P(χ+
1 + . . .+ χ+

k < u)

be the renewal function of the increasing ladder height process. Clearly, H is a
left-continuous function.

Theorem 2 Suppose that (1) holds and the distribution of X is non-lattice. Then

cdnP(Sn ∈ y +∆ | τ−0 > n) ∼ gα
(
0,
y(2,d)

cn

) ∫ y(1)+∆

y(1) H(u)du

nP (τ− > n)
, as , n→∞

uniformly in y(1) ∈ (0, δncn], where δn → 0 as n→∞ and gα is the density of the
limiting law ζα.

Further results include estimates and asymptotics for Gn(0, y) in the large de-
viations regime, asymptotics for Gn(x, y)and G(x, y).
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Université d’Aix-Marseille
39, Rue Joliot-Curie
13453 Marseille Cedex 13
FRANCE

Prof. Dr. Nicolas Champagnat
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