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Abstract. The atmosphere and oceans present an ongoing first-rate chal-
lenge to science and mathematics because they operate on an extremely broad
ranges of scales, from molecular to planetary in length and from below sec-
onds to millennia in time. This is the reason why climate simulations still
suffer from leading-order uncertainties. Conceptual simplifications, such as
scale-separation assumptions and the neglect of many physical processes, have
enabled past progress in understanding the interactions of the basic dynamic
constituents, i.e. large-scale mean flows, medium-scale waves and vortices,
and small-scale turbulence. But present-day research is stretching the valid-
ity of this framework. For example, it is recognized that intermediate-scale
waves and vortices are key elements linking all relevant players, and are often
characterized by nonlinear interactions on comparable scales and also by ad-
ditional physical nonlinearities due to effects such as air moisture. Motivated
by recent advances in mathematical wave–vortex and wave–wave interaction
theory, turbulence theory, and the study of internal wave dynamics as well
as their numerical parametrization, the workshop gathered leading experts in
these fields to foster a synthesis of new approaches and thereby a new level

of understanding and numerical treatment of climate dynamics.
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Introduction by the Organizers

Our workshopMultiscaleWave-Turbulence Dynamics in theAtmosphere and Ocean

was very well attended and enthusiastically received by in-person participants from
all corners of the world, including participants from Australia and India. Some sci-
entists could only attend online, and we are grateful that the broadcasting system
for the talks worked very well for these remote participants.

The spectrum of attendees was exceptionally broad, ranging from mathemati-
cians and numerical analysts to oceanographers, meteorologists, turbulence ex-
perts, and climate scientists. Common to all was the desire to foster a strong
interdisciplinary dialogue and to initiate or deepen collaborations across the nar-
row confines of traditional scientific disciplines. We feel that in that our workshop
exceeded our expectations, a sentiment that was echoed to us by many of the
participants.

The workshop itself followed the usual routine of week-long workshops at the
MFO, with the exception that on Monday afternoon we held a poster session, which
served very well as a starting point for discussions and also as an icebreaker for the
participants, for whom this was the first in-person workshop since Covid in many
cases. We think such a poster session is very valuable and would recommend that
to other workshop organizers, not least because traditionally there are significantly
fewer talks than participants at MFO workshops.

The remainder of this report contains in alphabetical order the abstracts of
the twenty-one oral presentations given at the workshop, which illustrate the high
quality and the wide topical range of the science presented at our meeting. Finally,
we are very grateful for the exceptional support and professionalism of the many
heads and hands at MFO that made our workshop such a pleasant and stimulating
reality.

For the organizers: Oliver Bühler, New York, October 2022.
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Abstracts

Short-scale Instabilities of Internal Gravity Waves: From Floquet

Analysis to PSI and Beyond

T. R. Akylas

(joint work with Boyu Fan, Christos Kakoutas)

The stability of internal gravity waves in a continuously stratified fluid is a problem
of fundamental and geophysical interest. Early work focused on sinusoidal plane
waves in an inviscid Boussinesq fluid with constant buoyancy frequency. In this
idealized setting, linear stability analysis based on Floquet theory has revealed
a wide host of instabilities with varying dynamics and physical mechanisms (e.g.
see Sonmor & Klaassen [1] and Yau, Klaassen & Sonmor [2] for a comprehensive
treatment). As first noted by Mied [3], in the limit of small primary-wave ampli-
tude, this diverse range of instabilities reduce to triad resonance interactions: the
primary wave is unstable to two sinusoidal subharmonic perturbations whose fre-
quencies and wavevectors sum to those of the basic state. A specific form of such
triadic resonance instability (TRI), where the subharmonic perturbations have
half the frequency of the primary wave and very fine wavelength, is the celebrated
parametric subharmonic instability (PSI). This mechanism has attracted consider-
able interest as it permits transfer of energy into much smaller scales (e.g. Staquet
& Sommeria [4]) and therefore may be a potentially significant factor in the dis-
sipation of oceanic internal waves (Hibiya, Nagasawa & Niwa [5]; MacKinnon &
Winters [6]; Young, Tsang & Balmforth [7]).

The present work is an effort to understand instability mechanisms of more gen-
eral internal gravity wave disturbances than sinusoidal plane waves. Specifically,
attention is focused on short-scale instabilities of finite-width wave beams in an
unbounded fluid and on wave modes in a waveguide, such as the ocean thermo-
cline. These types of wave disturbances arise in oceans due to the interaction of
the barotropic tide with bottom topography (Lamb [8]; Cole et al. [9]; Johnston
et al. [10]) and therefore provide a more realistic setting for instability. However,
compared with sinusoidal waves, formal stability analysis based on Floquet theory
is more demanding, as it requires solving an eigenvalue problem that involves an
infinite number of differential, rather than algebraic, equations.

Here, the Floquet stability eigenvalue problem that pertains to wave beams
and wave modes is studied asymptotically in the limit where PSI becomes rele-
vant, namely for a small-amplitude (ǫ ≪ 1) basic state subject to fine-scale (di-
mensionless wavenumber k ≫ 1) perturbations under nearly inviscid conditions
(ν = 1/Re ≪ 1). It is argued that the nature of instability in this regime hinges
on the magnitude of ǫk: PSI, where two short-scale perturbations at half the basic-
wave frequency interact resonantly with the basic wave, is appropriate only when
ǫk = O(

√
ǫ) or smaller; for shorter perturbations, ǫk = O(1), higher frequency

components come into play due to the advection of the perturbation by the un-
derlying wave, resulting in broadband instability. This novel, essentially inviscid
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(ν = O(ǫ3)) mechanism can cause instability of finite-width beams that are not
generally susceptible to PSI (Fan & Akylas [11]), but also may suppress PSI of
internal wave modes (Akylas & Kakoutas [12]).
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Eddy-wave interactions and turbulent cascades in oceanic numerical

simulations of varying complexity

Roy Barkan

(joint work with Roy Barkan, Kaushik Srinivasan, Luwei Yang, Subhajit Kar,
Michal Shaham, James C. McWilliams )

The general circulation of the ocean is forced by boundary fluxes of momentum,
heat, and freshwater at basin scales. These spatially and temporally variable
boundary forces provide energy sources that drive a circulation with flow features
that vary on a wide range of spatial and temporal scales. Climate equilibrium can
only be reached through dissipation of these energy sources, which in the ocean
occurs at centimeter scales. Mesoscale eddies are well known as the dominant
reservoir of kinetic energy (KE) in the oceans ([1]), but because their dynamics
are constrained by an approximate geostrophic and hydrostatic force balance they
are characterized by an inverse KE cascade, and by themselves do not provide the
necessary forward scale-transfer to dissipation. Possible mechanisms for the KE
route to dissipation (often referred to as loss-of-balance) include interaction with
the bottom boundary layer ([2, 3]) and instabilities that are strongly linked to
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the formation of submesoscale currents (SMCs; [4]). In contrast with mesoscale
eddies, which have time scales of weeks to months and are characterized by Rossby
number Ro ≪ 1, SMCs, comprising fronts, filaments, and mixed-layer eddies, are
much more rapidly evoloving (time scales of about a day) and non-linear, and are
therefore characterized by Ro ∼ O(1).

Oceanic internal waves (IWs) are fast motions with intrinsic frequencies ω in
the range f < ω < N , where f and N are the (local) Coriolis and Brunt Väisälä
frequencies, respectively. They are predominantly forced by atmospheric storms,
which generate IWs with ω ∼ f (e.g., near-inertial waves; NIWs), and by the
barotropic tide flowing over topography, which generates internal-waves dominated
by ω ∼ M2, where M2 is the semidiurnal tidal frequency (e.g., semidiurnal internal
tides). Despite this narrow-band IW forcing, observations show that oceanic IWs
have a broadband energy distribution that follows the so-called Garrett-Munk ([5])
continuum spectrum.

Recently, [6] and [7] developed an asymptotic theory that shows that NIWs can
extract energy from quasigeostrophic flow (i.e., Ro ≪ 1). Furthermore, [8] and [9]
suggested that a steady quasigeostrophic flow can spectrally diffuse IW energy in
the wavenumber direction and [10] demonstrated that if the quasigeostrophic flow
is allowed to be slowly varying then diffusion in the frequency direction is also
possible.

In this work we aim to bridge the gap between the theoretical predictions
and realistic numerical solutions and investigate whether interactions between
(sub)mesoscale eddies and IWs can lead to loss-of-balance and to the depletion
of oceanic mesoscale eddies, and whether the refraction and scattering of IWs
by (sub)mesoscale eddies contribute to the ‘filling’ up of the continuum spectrum.
We extend previous work by exploring the interactions in a dynamical regime with
Ro ∼ O(1), which is prevalent in the oceanic mixed layer during winter.

Our methodology relies on quantifying cross-scale transfers of KE in a multitude
of numerical solutions ranging from idealized 2D ‘toy’ models, to state-of-the-art
realistically forced ocean simulations. To this end we adopt the Gallilean-invriant
Coarse-graining framework of [11] and decompose the velocity fields into scales
smaller (faster) and larger (slower) than a given length scale ℓ (time scale τ) with
a low-pass filtering function such that ui = uℓ + u′ℓ, or ui = uτ + u′τ , where
i ∈ [1, 2] and (u1, u2) = (u, v). The associated energy transfer is then

(1) Π = −(τuuux + τuv(uy + vx) + τvvvy)
︸ ︷︷ ︸

Πh

−(τuwuz + τvwvz)
︸ ︷︷ ︸

Πv

,

where the bar operator denotes either spatial or temporal filters and Πh and Πv

are the horizontal and vertical energy transfer terms. The Leonard stress term
([12]) is τuv = uv − uv, and similarly for the other terms. The horizontal energy
transfer term can also be written as ([13])

(2) Πh =
(τvv − τuu)

2
σn − τuvσs

︸ ︷︷ ︸

Πα

− (τvv + τuu)

2
δ

︸ ︷︷ ︸

−Πδ

,
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where σn, σs, and δ are the normal strain, shear strain, and horizontal divergence
of the filtered fields, respectively. Πα is sometime referred to as the deformation
shear production ([14]) and in [13] we call Πδ = −δE ′ the convergence production,
with E ′ denoting the KE of the smaller scale (high-passed) fields. The form of Πδ

illustrates that a forward energy cascade is expected to take place in convergent
regions. Such convergent regions in the ocean are typically found at submesoscale
fronts and filaments, where a substantial departure from geostrophic balance is
at play due to the prominent ageostrophic secondary circulation. Using idealized
2D simulations of vertical IW modes in a semigeostrophic ([15]) frontal zone, we
demonstrated that the convergence-production is an efficient mechanism allowing
IWs to extract KE from the frontal circulation. Accordingly, we found that the
strongest forward temporal KE cascade in realistically-forced numerical solutions
with both (sub)mesoscale eddies and IWs was in surface-intensified convergent
fronts and filaments ([16]). Furthermore, the realistic solutions with IW forcing
exhibited a reduction in the inverse cascade compared with solutions where IWs
were absent. These IW-induced modified turbulent cascades resulted in a substan-
tial depletion of mesoscale KE.

To study eddy-effects on IW frequency spreading we examined the gradual de-
velopment of the continuum frequency spectra in waveless solutions forced by an
inertially-resonant atmospheric storm. Comparing solutions with and without a
background eddy field we showed that refraction by (sub)mesoscale eddies is cru-
cial to filling up the spectral gaps between the inertial peak and the associated
superharmonics. By comparing Eulerian-based and Lagrangian-based spectral es-
timates we further determined that Doppler-shifting played a negligible role in the
region of study.

To explore IW-scattering, we decompose the velocity field ui into ‘eddy’ and
‘IW’ components ue

i and uw
i , using temporal low-passed filtering and a Helmholtz

decomposition, and examined the associated spatial cross-scale energy transfers.
Plugging this eddy-wave decomposition into Eq. (1), the Leonard stress terms
become, e.g., τuv = τeeuv + τewuv + τwe

uv + τww
uv , and the associated coarse-grained

fluxes are

(3) Π = ΠWww +ΠEee +ΠEww +ΠWee +ΠEew +ΠEwe +ΠWew +ΠWwe.

In Eq. (3), lowercase letters denote the smaller scale (Leonard) stress-terms and
the uppercase letters denote the spatially low-passed strain, divergence, and ver-
tical shear terms. In particular, scattering is quantified by ΠWew + ΠWwe, and
can be compared with ΠWww, which quantifies wave-wave interactions. Interest-
ingly, we found that scattering was the dominant term leading to the forward KE
cascade, especially in Πv, supporting the findings of the earlier theories.
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Coupling between bottom boundary layers and the large-scale

circulation of the abyssal ocean

Jörn Callies

(joint work with Henry G. Peterson)

A long-standing question in oceanography is how internal waves–and the small-
scale turbulence they produce when breaking–interact with the mean overturning
circulation of the abyssal ocean. Small-scale turbulence is required to lighten dense
bottom waters formed around Antarctica, allowing these waters to upwell across
density surfaces to mid-depths and close the overturning loop. Observational work
over the past few decades has revealed that vigorous turbulence is confined to
regions where tidal or geostrophic flows pass over a rough seafloor. Such turbulence
over rough topography is strongest in the bottom few hundred meters and weakens
substantially above, a vertical structure which implies that interior waters in fact
gain density. It is only in a thin bottom boundary layer that water parcels become
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lighter and upwell along the sloping seafloor, meaning these boundary layers should
take center stage in any theory of the abyssal overturning circulation [1, 2].

Here, we aim to understand both how the flow locally responds to bottom-
intensified mixing on slopes and how the local responses in different locations
combine to a global circulation. We apply boundary layer theory to the planetary
geostrophic equations to capture the two-way interaction between the boundary
layer and the interior. This analysis reveals that the boundary layer feeds back on
the interior both by balancing turbulent buoyancy fluxes with cross-slope advection
and by producing convergent or divergent boundary layer mass transport that
injects fluid into the interior or sucks fluid out of the interior, similar to how wind
forcing produces Ekman pumping and suction in the upper ocean. We argue that
these boundary layer–interior interactions are at the core of the mixing-driven
circulation of the abyssal ocean.

Specifically, we revise the one-dimensional model traditionally employed to un-
derstand the response of a rotating and stratified fluid to mixing over a sloping
seafloor [3, 4, 5, 6, 7]. We point out that such a one-dimensional model captures
the evolution on the flank of a two-dimensional ridge only if a constraint is im-
posed on the vertically integrated cross-slope transport. A transport constraint
can be imposed if the model also allows for a barotropic (vertically uniform) cross-
slope pressure gradient. We demonstrate the success of this revised model, and we
apply boundary layer theory to gain insight into its dynamics. This reveals that
the cross-slope boundary layer transport is µS/(1 + µS)κ cot θ, where µ = ν/κ
is the turbulent Prandtl number, S = N2 tan2 θ/f2 is the slope Burger number,
and θ is the slope angle of the seafloor with respect to the horizontal. The tur-
bulent mixing coefficients κ and ν are evaluated at the top of the boundary layer.
The cross-slope buoyancy advection by this boundary layer transport balances
buoyancy diffusion into the boundary layer, thus providing an effective boundary
condition on the interior evolution that takes this boundary layer process into
account. In two dimensions, variations in the boundary layer transport can fur-
thermore affect the interior evolution through mass fluxes that must be absorbed or
supplied by the interior. Importantly, the above expression for the boundary layer
transport is globally valid, unlike a similar expression emerging in the traditional
one-dimensional model.

So far, we have only considered one- and two-dimensional dynamics [8, 9]. Cur-
rently, we are extending our approach to three dimensions, where new phenomenol-
ogy awaits. In one and two dimensions, the along-slope momentum balance always
involves friction, even outside of the boundary layer, because the symmetry pre-
cludes pressure gradients in this direction. In three dimensions, in contrast, the
interior momentum balance can be fully geostrophic. Furthermore, buoyancy ad-
vection by the geostrophic flow is trivial in one and two dimensions because the
geostrophic flow is directed along the slope, where there are no buoyancy gradi-
ents. The buoyancy evolution is thus slow, governed by ageostrophic cross-slope
advection and vertical diffusion. This changes in three dimensions because the
geostrophic flow can now act on non-zero buoyancy gradients, producing a fast
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evolution. We expect that boundary layer theory will again allow for deep insight
into these dynamics and elucidate the workings of the abyssal circulation of the
real ocean.
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Numerical phase averaging for geophysical fluid dynamics

Colin Cotter

(joint work with Werner Bauer, Beth Wingate, Hiroe Yamazaki)

We consider highly oscillatory PDEs of the form

(1) Ut = LU +N(U),

where L is a skewsymmetric operator leading to high frequency oscillation, and N
is some nonlinear operator. Following many works, including [4, 6], we define the
modulated variable

(2) V (s, t) = exp(−L(s+ t))U(t),

where s is a phase parameter. Then,

(3) Vt(s, t) = exp(−L(s+ t))N(exp(L(s+ t)V (t))).

In this form, the fast dynamics is transformed into a fast nonautonomous time
dependence in the tendency.

A phase average of these equations over s leads to

(4) V̄t = lim
T→∞

∫ T

−T

exp(−L(s+ t))N(exp(L(s+ t)V̄ (t)))ds.
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The infinite integral is necessary when L has a set of eigenvalues with no greatest
common multiple, i.e. solutions of Ut = LU are quasiperiodic. [4] showed that
for the rotating shallow water equations, applying this procedure followed by tak-
ing the limit of small Rossby number leads to solutions of the quasigeostrophic
equations. [2] translated this idea to a numerical scheme in two steps. First, a
finite averaging window T is chosen, and a smooth kernel function is introduced
to obtain

(5) V̄t =

∫ T

−T

ρ(s/T ) exp(−L(s+ t))N(exp(L(s+ t)V̄ (t)))ds.

Second, the integral is replaced by a quadrature sum, whose terms can be evaluated
independently on a parallel computer.

(6) V̄t =

N∑

i=1

wi exp(−L(si + t))N(exp(L(si + t)V̄ (t))),

where {wi}Ni=1 are quadrature weights and {si}Ni=1 are quadrature points. For
small T , we recover the original equations, and for large T , we obtain filtered equa-
tions that damp oscillatory components of the right hand side. When integrating
these equations with a numerical timestepper, this allows for larger timesteps with
smaller error (versus an exact solution of the phase averaged ODE) and potentially
enhanced stability. It is also interesting to consider the contributions to the slow
dynamics of near resonances between fast frequencies of L that are neglected when
T → ∞. This technique requires a method of implementing the action of matrix
exponentials. The REXI (rational approximation of exponential integrators) ap-
proach [7] is one promising technique that uses parallel solution of independent
linear systems of the form aiI + biL. These systems have the same structure as
the systems that arise from implicit timestepping of Ut = LU , but with complex
valued timesteps. The iterative solution of these systems have challenges but if
these are overcome, this approach has the potential to yield evaluations of the
action of exp(tL) with t-independent wallclock times.

[2] used the averaging technique to construct a coarse propagator for a time-
parallel “parareal” iteration, but it is useful to consider the averaged timestepper
as a useful numerical integrator in its own right. In [8], we examined the time inte-
gration error in a phase averaged integrator, i.e. the error versus the exact solution
of the ODE obtained after spatial discretisation, when applied to a standard test-
case for the rotating shallow water equations on the sphere. This testcase contains
both fast inertia-gravity waves and slow balanced dynamics. We found that for
fixed ∆t, there is an optimal T that compromises between numerical timestepping
error and phase averaging error (as analysed in [5]). We also found that the error
is much less than the error obtained when applying a standard semiimplicit time
integrator to the original equations with the same ∆t. Unfortunately, we were
not able to extend ∆t beyond the range possible with the semiimplicit method as
hoped, because of instability. We believe this to be due to CFL constraints from
N itself (the testcase does not have a very large timescale separation), and we are
currently looking into moving more of N into L (perhaps dynamically).
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For very large timesteps, the averaging error dominates, and so we are interested
in reducing this error via predictor-corrector techniques. This requires a hierarchy
of approximations. One way to construct such hierarchies is to consider (4) as
a projection (with respect to an appropriate norm) of (3) onto the subspace of
functions V (s, t) that are constant in s. [1] introduced the idea of creating more
accurate approximations by expanding in a basis in s. They considered a simple
example of a polynomial basis, and demonstrated exponential convergence to the
exact solution when applied to the case of the swinging spring with 2:1 resonance
[3]. However, with that basis, the convergence is still very slow for T larger than
the time period of the fast frequency. In more recent work we have been examining
expansion in the basis {exp(ksL)}Kk=0, which shows fast convergence even for large
T . We have a pathway towards an efficient and scalable implementation of this
idea for geophysical fluid PDEs as a deferred correction scheme, using the standard
averaging method as the “coarse propagator”. This is the focus of our current work
in this direction.
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Asymptotic modeling of ice nucleation due to gravity waves

Stamen I. Dolaptchiev

(joint work with Peter Spichtinger, Manuel Baumgartner, Ulrich Achatz)

Cirrus clouds are high-altitude ice clouds in the atmosphere. Those clouds are a
major source of uncertainty in the climate system modeling. One reason for this
is the multi-scale nature of the interactions between dynamics and cloud physics.
For example, propagating gravity waves (GW) can induce nucleation of new ice
crystals, which eventually will form a cirrus cloud. The number and the size of the
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nucleated ice crystals crucially depend on the properties of the GW. The ice crystal
number and size further affect the radiative response of the cirrus by modifying
the delicate balance between the reflection of incoming solar radiation and the
absorption of outgoing long-wave radiation. The complex interactions between
GW and cirrus are poorly represented in current climate models.

Here we apply an asymptotic framework to identify systematically the domi-
nant interactions between the GW and cirrus clouds. In particular, we focus on
homogeneous nucleation of in situ cirrus in the tropopause region. The clouds are
described using a double-moment bulk ice microphysics scheme including effects
due to sedimentation, nucleation and diffusional growth. The GWs considered
are mid-frequency GWs close to breaking due to static instability. The time scale
of such waves is comparable with the time scale of diffusional growth of the ice
crystals. First, in the asymptotic approach the governing equations for the GW
dynamics and for the ice physics are nondimensionalized using reference quantities
describing the mid-frequency GW and tropopause cirrus. Next, all nondimensional
characteristic numbers are expressed in terms of a small parameter ǫ. This small
parameter can be interpreted as the ratio between the GW vertical scale and the
pressure scale height, and ǫ can be related to a nucleation exponent, as well. With
this small parameter an asymptotic expansion is performed allowing to derive self-
consistent reduced equations describing ice nucleation forced by a passing GW.

Further, solutions of the reduced equations are derived using the matched as-
ymptotic approach of [1]. The dynamics is subdivided into three different regimes:
a pre- and post-nucleation regimes, characterized by the slow diffusional growth
time scale, and a nucleation regime on a much faster nucleation time scale. Ana-
lytical solutions are found for the three regimes and a composite solution is con-
structed by matching the different solutions. This allows to make a prediction of
the final number concentration of nucleated ice crystals, Npost, which is given by
the expression

(1) Npost =

{
2A∗Sc cos(ωt0+φ)

D∗(Sc−1) −Npre Npre <
A∗Sc cos(ωt0+φ)

D∗(Sc−1)

Npre else
,

where A∗ is proportional to the GW vertical velocity amplitude, ω is the GW
frequency, Sc is a critical saturation ratio for the onset of nucleation, D∗ is a depo-
sition coefficient and Npre denotes the initial number concentration. Interestingly,
equation (1) provides an upper bound of nucleated ice crystals for fixed vertical
velocity, as well as, a threshold for the initial number of ice crystals, which will
inhibit nucleation. To our knowledge current parameterizations of ice nucleation
due to GWs are lacking of such physical constrains.

Using numerical simulations of the reduced ice physics model, capturing the
effects of nucleation and diffusional growth, it is demonstrated that the asymp-
totic solution (1) provides very precise approximation of the nucleation events.
In addition, the dependence of the nucleated ice crystal number concentration on
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the initial GW phase φ is analyzed. Implications of the results for high- and low-
frequency GWs, as well as, for the construction of novel cirrus parameterizations
in climate models are discussed.
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Ekman-inertial instability

Nicolas Grisouard

(joint work with Fabiloa Trujano-Jiménez, Varvara E. Zemskova)

Submesoscale flows are characterised by relative vertical vorticities ζ that are
comparable in magnitude to the planetary vorticity, also known as the Coriolis
parameter f . This ratio can define a local Rossby number Ro = ζ/f = O(1). At
mid-latitudes, this number translates into vortices or jets that are on the order of 1
to 100 km wide. Submesoscale flows have somewhat large vertical velocities, which
play a significant role in e.g. air-sea exchanges, marine ecosystems, and dissipation
of kinetic energy [1].

Fluid instabilities often mediate these phenomena. In particular, so-called iner-
tial instabilities occur when the condition Ro < −1 is met somewhere along a jet.
They manifest themselves as horizontal flows that grow exponentially at a rate
F = f

√

|1 + Ro|. When such a perturbation originates at the ocean surface (for
example due to a change in wind conditions) rather than noise in the volume, a
type of non-normal instability can arise, which we call “Ekman-inertial instability”
(EII) [2]. First, the wind stress is communicated to the interior of the ocean via
viscous stresses, as in a Stokes problem. This initial viscous entrainment is very
efficient in setting horizontal layers of fluid in motion, so that if the perturbation
occurs rapidly enough, the initial growth rate can far exceed the nominal growth
rate F . After this initial, potentially rapid growth, the layer, in turn, entrains the
layer immediately below. The horizontal velocity of the former layer continues to
grow, although at a rate that is now lower than F . As momentum homogenises
vertically, the growth rate asymptotically increases back to F . The process repeats
at depth, layer-by-layer, until saturation.

The strong growth rate of EII might paradoxically make it hard to diagnose in
models or observations. In fact, rapid homogenisation of anticyclonicity could “kill
the patient” too quickly to observe. However, this could provide an explanation
for why the values of ζ/f below −1 are very rare, even though direct diagnostics
of inertial instability are rare [3].

EII is the unstable counterpart to the establishment of an Ekman spiral and its
accompanying inertial oscillations when Ro > −1. In other words, there cannot
be Ekman layers or inertial oscillations when Ro < −1.

Regions where Ro < −1 usually occur in the flanks of density fronts, i.e.,
regions of strong lateral buoyancy gradients. These gradients represent reservoirs
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of available potential energy. The horizontally flowing EII can advect such lateral
buoyancy gradients as passive tracers, tapping into the potential energy of the
front. This represents a significant departure from several instabilities such as
the symmetric or “traditional” inertial instabilities: they primarily flow along
isopycnals, and their energetic footprint is usually seen as primarily extracting
kinetic energy from the front’s jet. That EII could tap into the available potential
energy budget of the front may explain our previous results [5].

More broadly, the capacity of the EII to horizontally advect isopycnals is also
found in the model of “Turbulent thermal wind” (TTW), whereby Ekman trans-
port, modified by thermal wind shear, can in some cases create a horizontal conver-
gence of isopycnals, that is, frontogenesis [6]. TTW and EII are fundamentally dif-
ferent in that the former is stable and driven (Ro > −1), while EII is self-sustained.
However, they may be hard to distinguish without a careful investigation of the
momentum balance of a given situation.

When fronts have finite widths, horizontal convergences create vertical diver-
gences and early saturation of EII. Vertical motions then take the form of either
slowing evolving pumping and suction and/or internal waves. While pumping
and suction also accompany during the establishment of an Ekman layer and of a
“traditional” inertial instability, the more rapid evolution of EII is correlated with
more energetic and higher-frequency internal waves.
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Learning Data-driven Subgrid-Scale Models for Geophysical

Turbulence: Stability, Extrapolation & Interpretation

Pedram Hassanzadeh

There is a growing need for more accurate and faster climate and weather models
to better project climate change and forecast extreme weather. However, the atmo-
spheric and oceanic turbulent circulations involve a variety of nonlinearly interact-
ing physical processes spanning a broad range of spatial and temporal scales (form
a few centimeters and smaller to tens of thousands of kilometer). To make sim-
ulations of these turbulent flows computationally tractable, processes with scales
smaller than the typical grid size of weather/climate models (∼ 100 km) have to
be parameterized. Recently, there has been substantial interest (and progress) in
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using deep learning techniques to develop data-driven subgrid-scale (SGS) param-
eterizations for a number of key processes in the atmosphere, ocean, and other
components of the climate system. However, for these data-driven SGS param-
eterizations to be useful and reliable in practice, a number of major challenges
have to be addressed. These include: 1) instabilities arising from the coupling of
data-driven SGS parameterizations to coarse-resolution solvers, 2) learning in the
small-data regime, 3) interpretability, and 4) extrapolation to different parameters
and forcings.

We have used several setups of 2D turbulence and Rayleigh-Benard convection
as test cases to introduce methods to address (1)-(4). These methods are based
on combining turbulence physics and recent advances in theory and applications
to deep learning. For example, we use backscattering analysis to shed light on the
source of instabilities [1] and incorporate physical constraints to enable learning
in the small-data regime. We discuss incorporating these constraints, such as
symmetries and conservation laws, through the neural network architecture and/or
through a customized loss function [2].

We further introduce a novel framework based on spectral (Fourier) analysis
of the neural network to interpret the learned physics [3]. This explainability
framework reveals that deep convolutional neural networks (CNNs) learn low-
and high-pass filters, as well as Gabor filters, when applied to SGS modeling
of geophysical turbulence. Finally, we show how transfer learning enables neural
networks to extrapolate in parameters, e.g., by a factor of 100 in Reynolds number.
Transfer learning involves targeted re-training of an already-trained neural network
using new data, and is becoming a powerful and popular tool in scientific machine
learning. Applying the explainability framework shows that transfer learning has
learned new filters consistent with how the physics of the flow change as the
Reynolds number is increased.

Putting all results together, we demonstrate how issues (1)-(4) can be addressed
in supervised learning of SGS models for geophysical turbulence. Next steps in
applying these ideas to more complex phenomenon, e.g., gravity waves in the
atmosphere, and potential challenges and solutions are discussed. More broadly,
this work provides a new avenue for optimal and explainable transfer learning, and
a step toward fully explainable deep neural networks, for wide-ranging applications
in science and engineering, such as climate change modeling.
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Computing Lagrangian means without tracking particles

Hossein Kafiabad

(joint work with Jacques Vanneste)

Time averaging is one of the most essential tools in analysing fluid flows with mul-
tiple time scales, which are ubiquitous in nature and industries. A prominent use
of time averaging is the flow decomposition into fast and slow parts to understand
different phenomena associated with each time scale. For instance, in geophysical
flows the wave dynamics is associated with the fast part, and the slow dynamics
can be reduced to a balance between a few forces (geostrophic and hydrostatic
balance). Another application of time averaging is to filter out the fast variations
that are not fully captured in numerical simulations or observations to make mean-
ingful inferences from the remaining slow dynamics. Similarly, the noise and error
inherent in measurements or simulations are removed by averaging.

For fluids, time-averaging can be performed in two different ways. The most
straightforward approach is to average time series of flow variables at fixed spa-
tial points, to obtain the so-called Eulerian mean (EM). Another approach is to
average flow variables along particle trajectories instead of fixed positions, which
gives the Lagrangian mean (LM). Lagrangian averaging has several pivotal advan-
tages over its Eulerian counterpart as illustrated by a growing number of studies.
For instance, it removes the Doppler shift that eclipses the separation of time
scales between the background flow and waves. However, the widespread adoption
of Lagrangian averaging has been hindered by computational complications. To
compute the LM in numerical models usually particles are tracked using interpo-
lated velocities at particle positions at every time steps. This is a computational
challenge that requires extra memory space (considering time series of variables are
stored at all grid points) and is ill-suited for efficient computational parallelisation.

We propose a numerical approach that circumvents these difficulties. This new
approach is based on the evolution of partial means instead of particle tracking.
Partial means can be viewed as means over shorter intervals than the total av-
eraging period. In this approach, we compute the LMs as solutions to a set of
Partial Differential Equations (PDEs) that describe the evolution of these partial
means. This paradigm could be a breakthrough in computing LMs as these PDEs
can be discretised in a variety of ways and solved on-the-fly (i.e. simultaneously
with the dynamical governing equations). Hence, they do not require storing any
time series and substantially reduce the memory footprint compared to particle
tracking.

We offer two strategies in this approach (see [2]), where each strategy has its own
advantages. The first, which generalises the algorithm of [1], uses end-of-interval
particle positions; the second directly uses the Lagrangian mean positions. We
briefly review the strategy 2 of this paper to provide a gist of this approach. We
denote the (generalised) LM of the field f by f̄L(x, t0, t), where the averaging
is performed from t0 to t and x is the mean position of the particle over this
interval. We also define the displacement field ξ(x, t0, t) such that x+ ξ(x, t0, t) is
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the current position of the particle at t. Starting from the definition of LM, the
following coupled PDEs are derived:

(1) ∂tf̄
L(x, t0, t) +

ξ(x, t0, t)

t− t0
· ∇f̄L(x, t0, t) =

f(x+ ξ(x, t), t0, t)− f̄L(x, t0, t)

t− t0
,

(2) ∂tξ(x, t0, t) +
ξ(x, t0, t)

t− t0
· ∇ξ(x, t0, t) = u(x+ ξ(x, t), t0, t)−

ξ(x, t0, t)

t− t0
.

If the desired averaging period is T , these PDEs should be integrated from t0 to
t0+T to get the LM for this period. At intermediate time steps (t0 < t < t0+T ),
the above equation describes the evolution of partial means, which are the means
for intervals shorter than the ultimate averaging period. Note that in these PDEs
t0 can be treated as a fixed parameter, which is related to the slow-time variation
of LM fields. These equations can be discretised in a variety of ways depending
on the application and the nature of the problem.
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Parameterization of non-orographic gravity waves in large-scale

models. Formalism, impact and test against direct observations.

Francois Lott

The parameterization of non-orographic gravity waves breaking in the atmospheric
component of the large scale Coupled Model developed at IPSL for the 6th IPCC
assessment report (IPSLCM6 ) will be reviewed. For the gravity waves emitted
by front [5, 2] show that the GW sources can be derived from spontaneous ad-
justment theory, providing that the sources are placed at multiple altitudes in the
troposphere and lower stratosphere. The representation of gravity waves issued
from convection in [6] is derived from a much simpler theory, where the variabil-
ity of the latent heating due to convection is distributed over a large ensemble
of spatio-temporal harmonics each harmonic forcing the corresponding waves. In
these two different schemes, the large ensemble of waves needed is realised by
stochastic methods.

The parameterizations are shown to reduce systematic errors, for instance on the
quasi-biennal oscillation in the tropical stratosphere or on the timing of the final
warming in the southern hemisphere middle atmosphere [4]. In this respect careful
diagnostics are also made of the large scale equatorial waves, and to verify that
the parameterizations are not spuriously balancing errors on element of dynamics
that should be explicitly solved by the model [3].
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Finally, [1] presents direct comparison with constant level balloon flights done
in November 2019-February 2020 and in the lower tropical stratosphere during the
strateole-2 campaign. The atmospheric conditions under the balloons location at
each time are derived from the ERA5 re-analysis and used to activate the non-
orographic gravity waves schemes. We show that the momentum fluxes predicted
by the schemes compare well with the observed values, and with highly significant
correlations between the day-to-day variabilities. The correlations obtained are for
the operational values of the non-dimensional “tuning” parameters of the schemes,
and have values that could be well improved, regarding the number of degrees of
freedom present in the dataset.
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Inertial wave attractor induced mean flow and vortex cluster

Leo Maas

Recently, a vortex cluster emerged in a lab and related numerical experiment [1],
2021). This cluster was found by pure serendipity, as we applied axisymmetric,
periodic forcing at the lid of an annulus that was filled with a homogeneous-
density, uniformly rotating fluid. Owing to the presence of a conical bottom, we
anticipated finding an axisymmetric inertial wave attractor, aiming to investigate
the attractor?s role in the generation of a cyclonic mean flow. This mean flow did
develop, but displayed an ill-understood subsequent evolution. Unexpectedly, it
led to a cluster of cyclonic vortices, that slowly migrate cyclonically. This cluster
resembles the eight vortices encircling the central North polar vortex at Jupiter
(however, here in a homogeneous-density fluid).

Interest in this problem was preceded by numerical computations in a similar set-
up [3]. It showed that Triadic Resonance Instabilities (TRI) occurred, and revealed
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that at large forcing a breaking of an axisymmetric response may occur, preceding
a transition to 3D turbulence.

That paper itself followed up on an earlier experimental paper [2] in which an
inertial wave attractor was forced by libration of an eccentrically-positioned rect-
angular tank having a sloping side wall. It showed that a strong cyclonic mean-flow
developed above the location where the attractor reflected from the sloping wall.
This was heuristically interpreted as showing evidence of mixing, following the
overturning of the radial stratification in angular momentum (due to breaking of
focused and amplified inertial waves, locally violating Rayleigh?s stability crite-
rion).

This talk will address the role of the cyclostrophic equilibrium, its perturbation,
giving rise to an inertial wave attractor that together with its free (TRI-induced)
and forced harmonics might lead to the generation of both an azimuthal as well as
meridional mean flow. The meridional flow contains a strong downdraught above
the focused attractor branch. It is expected to stretch background vortex lines,
enhancing cyclonic vorticity. Instability of the axisymmetric mean flow that is
generated may possibly lead to a combination of an axisymmetric cyclonic mean
flow and Topographic Rossby Waves (TRWs), together featuring as the slowly
migrating vortex cluster.
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New perspectives on the wave drag and pseudo-momentum flux of the

oceanic internal tide

Callum Shakespeare

(joint work with Brian K. Arbic, Andy McC. Hogg)

Wave drag and wave momentum flux are key parameters for the understanding
and parameterising the impact of internal waves on the balanced flow. The wave
drag is, loosely, the force exerted by waves on their generating flow whereas the
(pseudo-)momentum flux is the momentum carried by the waves which is deposited
where they dissipate. In the classical model of steady mean flow over a hill gen-
erating internal lee waves, these two parameters are equivalent: the divergence of
the wave momentum flux equals the wave drag. In recent years, oceanographers
have mistakenly assumed an analogous paradigm for the generation of internal
tides by an oscillatory mean flow. However, the oscillatory case is a far more
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complex situation. Firstly, for a purely oscillatory flow, the generation of equal
and opposite internal tide beams leads to zero net momentum flux. Indeed, an
internal tide equivalent to the lee wave momentum flux only exists in the presence
of a steady component to the mean flow (in addition to the oscillatory), which
Doppler shifts the internal tide beams, resulting in enhanced upstream and di-
minished downstream momentum flux [3]. As for lee waves, the divergence of this
spatial-mean flux is associated with a wave drag on the steady component of the
mean flow. However, when oceanographers talk about internal tide ‘wave drag’
they are referring to something else entirely; namely, the oscillatory topographic
stress associated with the generation of the internal waves. This stress is not di-
rectly related to the momentum or energy flux of the waves, and exists even for
evanescent waves when those fluxes are identically zero [1]. Furthermore, unlike
steady wave drag which acts where waves dissipate, the oscillatory wave drag acts
in the topographic boundary layer [2]. Thirdly, in the oscillatory problem, it is not
only the spatial-mean momentum flux that is relevant; the flux associated with
each individual internal tide beam is important even if the spatial-mean is zero.
The deposition of the beam momentum flux can locally accelerate the flow, but
with an equal and opposite acceleration occurring elsewhere due to the second
beam. In this way, the internal tide is able to energise counter-flowing balanced
currents such as eddies or jets, without driving a spatial-mean flow [4]. There is
a need to parameterise all three of these effects (i.e. steady wave drag, oscillatory
wave drag, beam momentum flux) in numerical ocean models, but this has largely
not been done to date. However, the physical understanding developed in the
present work provides a first step in this direction.
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How does wave field evolution drive surface ocean currents?

Victor I. Shrira

(joint work with Sergei I. Badulin, Rema Almelah)

In the context of atmosphere–ocean interaction the role played by wind waves is
one of the key outstanding problems of obvious huge significance. It has been long
known that wind waves and surface currents are intricately linked in many different
ways. Historically, the lion share of attention has been given to effects of currents
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on waves. Here we focus on the poorly studied effect of waves on currents. It has
been realized in the seventies that in the rotating ocean wind waves are exerting
substantial Reynolds shear stresses and, thus, can strongly affect surface currents
([Hasselmann(1970)]). A mathematical framework for dynamics of surface currents
accounting for both the wind and wave stresses was formulated by [Huang(1979)]:
the corresponding equations are referred to as the Stokes-Ekman model, since the
wave field affects currents via its Stokes drift. On the basis of this model, under
the oversimplifying assumptions of steady or “frozen” wave field, it was found that
the effect of wave stresses can be indeed quite substantial, but no further steps
were made.

The classical Ekman model totally ignores waves. [Shrira & Almelah(1979)]
derived the general solution of the Stokes-Ekman model for time dependent wind
and wave field, allowing the eddy viscosity to depend both on time and depth. The
most recent trend is to consider coupled models of wave dynamics (e.g. Wavewatch
III) and ocean circulation (e.g NEMO, [Couvelard et al.(2020)]). However, the use
of such models is prohibitively expensive.

Here, we first examine analytically the surface current response to both wind
and evolving wind-wave field within the Stokes-Ekman paradigm in its simplest
setting – assuming constant eddy viscosity. One of the key points of this work is
that wind-wave fields cannot be treated as frozen, since wave fields continue to
evolve whatever behaviour of the wind. The focus of the study is on the effect of
presumed to be known wave-field evolution on currents. At present, even the most
basic questions, like, whether the wind and wave induced current grows or decays
under a constant wind, remain totally open.

The established statistical theory of wave field dynamics based upon the Has-
selmann equation predicts self-similar large-time asymptotics of wind-driven seas
with rigidly linked magnitudes and rates of wave growth (see e.g. [Badulin et al.

(2007)]). This implies a linkage of the magnitudes and vertical scales of the wind
and wave induced surface currents. Thus, the dynamics of surface currents should
be determined by the regimes of wave field evolution. By solving analytically the
Stokes-Ekman equation we find how the surface currents are driven by the wave
field. In particular, we find under what circumstances the wave-induced current
component exceeds the wind-induced one and when it is the dominant factor. We
establish how the vertical structure of the surface current evolves. We show that
under steady wind the large time asymptotics is determined by the regime of the
wave field evolution: for “young waves” the surface current grows with time to
infinity, while, in contrast, for “old waves” it asymptotically decays. Since the
wave field and its contribution to surface current evolve, at large scale the surface
current becomes spatially nonuniform, we find analytically its curl and divergence,
which enables us to quantify how waves affect deep ocean currents via the Ekman
pumping/suction.
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Modelling vertical mixing by statistical mechanics at a

density interface

Joel Sommeria

(joint work with Hamed Vaziri, Antoine Venaille)

We present a statistical mechanics approach that models the vertical mixing in
a density stratified fluid, relying on the previous work by [1]. This approach
is compared to the classical hierarchical closure model of [2] for the buoyancy
flux. Our model, based on a different physical approach, yields the probability
distribution (pdf) of buoyancy values at each position, while the model of [2] is
limited to its first moments. The results of the two approaches are closely related
when the pdf is Gaussian, but they significantly differ otherwise.

We here focus on the case of turbulent mixing at the interface between a dense
fluid and light fluid. The pdf is highly skewed away from the interface, so that our
model significantly differs from those of [2]. Unlike them, it naturally accounts
for the remarkable persistence of a sharp interface during the turbulent diffusion
process. Indeed the energetic constraint tends to favor the sorting of fluid elements
by density. The interface thickness results from a competition of this sorting effect
with the stirring due to the kinetic energy input.

A net buoyancy flux however occurs through the interface, associated with
irreversible mixing. If turbulence is produced in the lower part only, this results
in a upward propagation of the interface, as it occurs in the laboratory context
considered as the reference case: turbulence is generated by an oscillating grid,
see figure below, left hand side. This irreversible mixing and associated vertical
propagation are classically characterised by an entrainment coefficient E, which
depends on a Richardson number Ri characterising the strength of the density
stratification. Our model properly reproduces laboratory results, as shown in the
graph on the right hand side of the figure. It however requires an appropriate
splitting between internal wave perturbations and turbulence occuring at smaller
scales. Only the latter contribution is properly described by our approach.
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Figure 1. vertical cut of the buoyancy obtained experimentally
by Laser Induced Fluorescence (left hand side) showing the turbu-
lent interface between the lower fluid (buoyancy normalised to 0)
and the upper one (buoyancy normalised to 1). The entrainment
coefficient obtained by our model is compared to the empirical
experimental law on the right hand side.

This approach relies on the general idea that turbulent stirring is a process
of entropy increase, defined from an appropiate coarse grained description of the
turbulent transport. Our model results from a principle of maximum entropy
production consistent with the conservation of energy and other conserved quan-
tities. A similar approach was previously applied to vorticity fluctuations in 2D or
geostrophic turbulence, leading to the prediction of self-organisation into coherent
vortices. It has been succesfully extended to the large scale organisation of 3D vor-
tical flows [3]. Extensions to potential vorticity mixing could be fruitful. However
the theoretical basis of the approach remains fragile because of the competition
between turbulent stirring and irreversible cascade process toward small scales.
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Monin-Obukhov Similarity Theory and its Generalization for Complex

Atmospheric Turbulence

Ivana Stiperski

(joint work with Marc Calaf)

Atmospheric boundary layer turbulence provides a crucial coupling of the atmo-
sphere, hydrosphere, cryosphere and biosphere in the climate system, and thus
impacts all scales of atmospheric motions. In virtually all numerical models of
atmospheric flows, this turbulent exchange between the Earth’s surface and the
overlying atmosphere is parametrized through the Monin-Obukhov similarity the-
ory (MOST) [1]. MOST states that under the assumptions of horizontally homo-
geneous terrain and stationary flow conditions, a single length scale determined
by surface fluxes of momentum and heat governs all turbulent exchange processes.
Over the majority of the Earth’s land surface, such as over complex terrain, how-
ever, these assumptions are clearly violated, and a viable theoretical description
of turbulent exchange is missing. Still, for a lack of better alternative, MOST is
widely used beyond its intended range of validity thus contributing to large uncer-
tainty in weather, climate, and air-pollution models, particularly in polar regions
and over mountains, both experiencing unprecedented warming.

The large parameter space of possible alternative influences on surface turbulent
exchange and the difficulty of how to incorporate their many influences into MOST
means that there has been little progress in extending MOST to complex terrain
and addressing other of its limitation, a challenge that has plagued the community
for decades. In our previous work [2, 3, 4, 5] we show that the complexity of
the boundary conditions acting on turbulence is encoded in the anisotropy of
the Reynolds stress tensor. The implications of this finding are addressed here
through two examples: the formulation of a generalized extension of MOST based
on anisotropy that successfully describes complex atmospheric turbulence, and
the scalewise relaxation of turbulence towards an isotropic state at smallest scales
shown to be universal and only dependent on bulk anisotropy.

The generalized extension of MOST, that encompasses a wide range of realistic
surface and flow conditions, is formulated in the way that the directionality of
turbulence exchange (degree of anisotropy computed from the invariants of the
Reynolds stress tensor) is added as a key missing variable. The constants in the
standard empirical MOST relations are shown to be functions of anisotropy, thus
allowing a seamless transition between traditional MOST and its novel general-
ization. The new scaling relations, based on measurements from 13 well-known
atmospheric datasets ranging from flat to highly complex mountainous terrain,
show substantial improvements to scaling under all stratifications. The results
also elucidate the role of anisotropy in explaining general characteristics turbu-
lence that were so far missing from MOST, both over complex and canonical ter-
rain, and for unstable and stable stratification, adding to the mounting evidence
that anisotropy fully encodes the information on the complexity of the boundary
conditions.
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The question remains whether terrain influence on anisotropy persists to smaller
scales so that the relaxation towards an isotropic state in complex terrain inher-
ently differs from that over flat terrain. To answer this question, we examined the
scalewise return-to-isotropy for 17 datasets collected above terrain ranging from
flat to highly complex. The results show a strong nonlinearity of the trajectories
causing significant departure from both, the linear Rotta [6] and other non-linear
return-to-isotropy models. There is also a clear tendency of trajectories towards an
axisymmetric state at smaller scale. Most importantly, however, results indicate
that irrespective of the complexity of the dataset examined or thermal stratifica-
tion, the return-to-isotropy trajectories that start from a specific limiting state of
anisotropy show a surprising universality. This finding suggests that the effects of
boundary conditions cease to be important at smaller scales. However, the scale-
wise route taken by the flow to wipe them out differs depending on the large-scale
anisotropy set by the boundary conditions.

The exact way that the boundary conditions influence anisotropy is still an
open topic. While it is known that anisotropy is strongly influenced by turbulence
generation mechanisms such as shear, thermal stratification, and surface charac-
teristics, over complex terrain there are a plethora of alternative processes related
to terrain-induced pressure perturbations that can actively affect the anisotropy
of the energy containing eddies. Hence, the frequency of occurrence of each of
different states of anisotropy will be location-dependent. Understanding this con-
nection between the boundary conditions and anisotropy is a crucial missing step
to a viable parametrizations of turbulent exchange over complex terrain, to be ad-
dressed in my ERC CoG Grant ”Developing a novel framework for understanding
near-surface turbulence in complex terrain (Unicorn)”.

References

[1] A.S. Monin, A.M. Obukhov, Basic laws of turbulent mixing in the surface layer of the

atmosphere, Contrib. Geophys. Inst. Acad. Sci. USSR 24 (1954), 163–187.
[2] . Stiperski, M. Calaf, Dependence of near-surface similarity scaling on the anisotropy of

atmospheric turbulence, Quarterly Journal of the Royal Meteorological Society 144 (2018),
641–657.

[3] I. Stiperski, M. Calaf,M. Rotach Scaling, anisotropy, and complexity in near-surface atmo-
spheric turbulence, Journal of Geophysical Research: Atmosphere 124 (2019), 1428–1448.

[4] I. Stiperski, G. Katul, M. Calaf, Universal return to isotropy of inhomogeneous atmospheric
boundary layer turbulence, Physical Review Letters 126 (2021), 194501.

[5] I. Stiperski, M. Chamecki, M. Calaf, Anisotropy of unstably stratified near-surface turbu-
lence, Boundary-Layer Meteorology 180 (2021), 363–384.

[6] J. Rotta, Statistische Theorie nichthomogener Turbulenz, Zeitschrift für Physik 129 (1951),
547–572.



2494 Oberwolfach Report 42/2022

The Nonlinear Evolution of Internal Tides

Bruce R. Sutherland

Propagating in non-uniform stratification, the internal tide is known to excite
superharmonics with double the horizontal wavenumber of the internal tide and
nearly double the frequency [1]. If sufficiently large amplitude, the superharmon-
ics can themselves excite superharmonics resulting in a cascade to successively
larger horizontal wavenumber, and smaller horizontal scale. This is particularly
true in the tropics, where the Coriolis parameter is small and the superharmonics
are nearly resonant with the internal tide. This is demonstrated by way of the-
ory, in the form of coupled ordinary differential equations, which predict that the
superharmonic cascade leads to the formation of a solitary wave-train [2]. The
results are in excellent agreement with fully nonlinear numerical simulations. For
long waves in strong near-surface stratification, the results agree well with the
prediction of shallow water theory including rotation through the Ostrovsky equa-
tion. The predictions of the Miyata-Choi-Camassa model including rotation are
qualitatively similar, but less quantitatively accurate. This theory thus provides
new insight into the dynamics leading to the nonlinear steepening of the internal
tide, and it provides an efficient algorithm for predicting the evolution of the waves
going beyond the restrictions of shallow water theory.

The internal tide and its superharmonics may also self-interact to produce hor-
izontally long disturbances. Despite the transformation of the internal tide into
solitary waves, the collective forcing by the parent wave and superharmonics is ef-
fectively steady in time. Thus we derive relatively simple formulae for the Stokes
drift and induced Eulerian flow associated with the waves under the assumption
that the parent waves and superharmonics are long compared with the fluid depth
[3]. In all cases, the Stokes drift exhibits a mixed mode-1 and mode-2 vertical
structure with the flow being in the waveward direction at the surface. If the
background rotation is non-negligible, the vertical structure of the induced Euler-
ian flow is equal and opposite to that of the Stokes drift. This flow periodically
increases and decreases at the inertial frequency with maximum magnitude twice
that of the Stokes drift. When superimposed with the Stokes drift, the Lagrangian
flow at the surface periodically changes from positive to negative over one inertial
period. If the background rotation is zero, the induced Eulerian flow evolves non-
negligibly in time and space for horizontally modulated waves: the depth below
the surface of the positive Lagrangian flow becomes shallower ahead of the peak of
amplitude envelope and becomes deeper in the lee of the peak. These predictions
are well-captured by fully nonlinear numerical simulations.
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Turbulent dynamics of the balanced flow in the ocean

Jim Thomas

The dominant share of oceanic flow kinetic energy resides in slowly evolving O(10-
100) km scale geostrophically and hydrostatically balanced mesoscale eddies. Al-
though rotation and density stratification supports many kinds of fast dispersive
internal gravity waves in the ocean, these waves have been generically considered
to be of much smaller spatial scales and energetically insignificant in comparison
to balanced eddies. However, in situ, satellite altimeter, and realistically forced
global scale ocean model outputs of the past one and half decade have challenged
the previous notions of waves and balanced flow [4, 1, 3, 2]. Notably, recent
datasets reveal that waves and balanced flow can have comparable spatial scales
and energy levels. Furthermore, in certain oceanographic regions, internal waves
can be more energetic than balanced flow in O(10-100) km scales. These findings
have fuelled a broad set of research activities aimed at understanding how fast
internal gravity waves affect the slowly evolving balanced component. Specifically,
the oceanographic community has been keen in figuring out whether fast waves
can form an energy sink for the slow balanced flow component. In this talk I will
discuss theoretical and numerical results on wave-balance exchanges in the low
Rossby number limit. Energy transfers between the balanced flow and three kinds
of wave fields: wind generated near-inertial waves, low mode internal tides, and
an internal wave continuum, will be discussed in detail with special emphasis on
cases where waves can form an energy sink for balanced flow. More specific details
of this work can be found in the references: [6], [7], [8], and [9].
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Scattering of inertia-gravity waves by geostrophic flows

Jacques Vanneste

(joint work with M. R. Cox, M. A. C. Savva, H. A. Kafiabad)

Atmospheric and oceanic inertia-gravity waves (IGWs) propagate in complex, of-
ten turbulent flows in geostrophic and hydrostatic balance. This causes the con-
tinuous refraction of IGW energy and, as a result, the redistribution, or scattering,
of their energy in wavevector space [1]. In an effort to quantify this scattering, we
have developed theoretical models based on two key assumptions: (i) weak flow,
in the sense that the typical flow speed U is much smaller than the typical IGW
group speed c, that is, U ≪ c; and (ii) random flows, represented by homogeneous,
stationary random functions with prescribed statistics. In addition, the flows have
been assumed in geostrophic balance, so that the statistics of a single random
streamfunction need to be prescribed; for simplicity the streamfunction is taken
to be isotropic in the horizontal. Established methods for waves in random media
then lead to a kinetic equation for a(x,k, t), the density of IGW action in the
(x,k) phase space. This equation takes the standard form

(1) ∂ta+∇kω · ∇xa−∇xω · ∇ka =

∫

σ(k,k′)a(x,k′, t) dk′ − Σ(k)a(x,k, t),

where ω(k) is the intrinsic frequency of IGWs, and Σ(k) =
∫
σ(k,k′) dk′. The

scattering cross-section σ(k,k′) is given explictly in [2] under the assumption that
the geostrophic flow is time independent. Its salient properties are that it is
proportional to the geostrophic-flow energy spectrum and to δ(ω(k)−ω(k′)). The
latter property implies that energy is scattered only between IGWs with the same
frequency; that is, energy transfers are restricted to a constant-frequency surface
in wavevector space, a cone for IGWs. This is a simple consequence of the wave
linearity and the time independence of the geostrophic flow.

A convenient approximation to (1) can be obtained in the WKB limit of IGWs
short compared with typical geostrophic-flow scales. The scattering integral then
reduces to a simple diffusion in wavevector space, leading to

(2) ∂ta+∇kω · ∇xa−∇xω · ∇ka = ∇k · (D∇ka) ,

with a k-dependent diffusivity tensor D that can be deduced from σ(k,k′) or ob-
tained directly [3, 4]. The time independence of the flow and consequent restriction
of the scattering to the constant-frequency cone is reflected in the degeneracy of
the diffusivity, which satisfies D ·∇kω = 0 . A remarkable feature of (2) is that, for
a spatially homogeneous wave forcing and a three-dimensional geostrophic flow, it
predicts stationary action and energy spectra obeying the power law |k|−2, remi-
niscent of atmospheric and oceanic observations [3].

The assumption of time independence of the geostrophic flow can be relaxed
using a perturbative approach based on the smallness of the ratio ε of the IGW
period to the geostrophic-flow time scale. In the diffusive approximation (2), this
leads to a correction ε2D′ to the diffusivity, which includes a component normal to
the constant-frequency cone, D′ ·∇kω 6= 0. An asymptotic analysis of the diffusion
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equation shows that this component leads to a smooth distribution of IGW energy
that remains localised for all times within an O(ε) boundary layer around the cone
corresponding to the forcing frequency [5]. This is in contrast with results obtained
in two-dimensional models such as the rotating shallow-water system [6].

We conclude with two remarks. First, while the theory leading to (1)–(2) has
been developed for a turbulent flow with homogeneous statistics, it can be extended
straightforwardly to include a deterministic, large-scale flow (to represent, e.g.,
atmospheric jets) by adding the corresponding Doppler-shift contribution to the
intrinsic frequency, thus replacing ω by ω + k ·U. Second, the right-hand sides of
(1)–(2) could be used to parameterise the effect of an unresolved flow (whose energy
spectrum is known, say from observations). With this in mind, it is interesting
that these right-hand sides can be identified as the generators of two stochastic
processes – Markov jump process and diffusion, respectively – and hence have a
natural stochastic parameterisation.
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Uncertain turbulent fluxes in the atmospheric boundary layer: a

stochastic data-model fusion approach

Nikki Vercauteren

(joint work with Vyacheslav Boyko, Sebastian Krumscheid)

Limited computer resources lead to a simplified representation of unresolved small-
scale processes in weather and climate models, through parameterisation schemes.
Among the parameterised processes, turbulent fluxes exert a critical impact on
the exchange of heat, water and carbon between the land and the atmosphere.
Turbulence theory relies on Monin-Obukhov Similarity theory (MOST), which
was developed for homogeneous and flat terrain, with stationary conditions. The
theory fails in unsteady flow contexts or with heterogeneous landscapes, but no
alternative, viable theory is available. This is not only a source of error in fore-
casts or climate scenarios, but also a source of model uncertainty which should be
characterised and considered when using weather and climate models.

This work seeks to generalise MOST by enabling an explicit treatment of un-
certainty of the fluxes to be modelled, thereby representing the model uncertainty
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arising from the incomplete representation of our unsteady atmosphere. This is
particularly relevant in cold environments or at nighttime, where the atmospheric
boundary layer is stably stratified. Turbulence then coexists with non-turbulent
motions from the so-called grey zone between the largest turbulent eddies and
smallest mesoscale motions, traditionally specified to be 2km horizontal scale.
These non-turbulent motions can include density currents, wave-like motions or
two-dimensional modes and represent a non-stationary forcing of turbulence. The
non-stationary forcing can occur on scales overlapping with the turbulent scales,
thereby preventing the possibility of reaching a quasi-equilibrium of turbulence
assumed in classical MOST. Hence a generalisation of MOST should relax the tra-
ditional assumption of stationarity and instead account for mixing and transport
due to non-stationary, unresolved sub-mesoscale motions, but also for departures
from statistical equilibrium of the turbulence itself. Both aspects are intertwined
by nonlinear feedback processes, leading to additional uncertainty in the resulting
unresolved mixing that needs to be parametrised in numerical weather prediction
models.

The generalisation of MOST is inspired by the emerging use of stochastic pa-
rameterisations in weather forecasting, as those provide an attractive solution to
include the model uncertainty when representing unresolved processes. Stochastic
parameterisations have had a tremendous impact on probabilistic weather pre-
diction, the most important one being to have increased reliability and skill of
forecasts. Stochastic parameterisations represent atmospheric processes as a com-
bination of a predictable deterministic and an unpredictable stochastic component.
One key aspect in the development of stochastic parameterisations is to include
uncertainty in a physically meaningful way. For this, the functional form of the
parametrisation schemes and their parameters, which represent small-scale effects
and are generally unknown, must be uncovered. With appropriate data-driven
stochastic modelling strategies, observational data can be optimally exploited to
uncover scaling of the parameters of a stochastic model with resolved-scale dy-
namics.

Such a data-driven stochastic modelling strategy was introduced in [1] to esti-
mate the parametrisation of unresolved degrees of freedom in a complex system.
Based on numerical experiments, [1] demonstrated that the method could uncover
scaling of the SDE model parameters with slow modulating variables, based solely
on observed timeseries of the process to be parameterised. The approach there-
fore provides an ideal framework to derive stochastic subgrid-scale models which
are modulated by mean-flow, resolved variables. Using turbulence measurements
from a field site, this method is hence used to derive a stochastic generalisation
of MOST. A critical choice in the application of the model-fitting method is that
of the variable to be modelled as a stochastic process. In MOST, turbulent fluxes
are related to the mean gradients at the surface through the use of a function of
a dimensionless parameter that encodes the combined influence of the static sta-
bility of the atmosphere and of shear forces. The so-called universal functions are
determined using experimental data and provide an adjustment of the turbulence
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mixing length according to the atmospheric stability. This stability correction
modelled empirically in MOST is hence selected as the most natural candidate for
a stochastic extension to MOST.

When fitting the stochastic stability correction based on data collected at one
field site under conditions of stable stratification, a stochastic differential equation
parameterisation is obtained in which the parameters scale with the classical di-
mensionless parameter used in MOST. The resulting stochastic stability equation
adequately captures the invariant density of the observations and hence quantifies
the uncertainty of the stability correction variables. The statistics of the stabil-
ity correction are non-Gaussian, reflecting the intermittent behaviour of turbulent
mixing. The stochastic parameterisation extends conventional models and enables
the representation of unsteady, intermittent fluxes. It could help overcome some
of the limitations of weather and climate models to represent mixing in the stable
boundary layer.

A broader validity of the stochastic equation is questionable and should be
explored in other field experiments. The important questions to investigate are:
How general is the functional form of the stochastic model? How much of the un-
certainty of MOST, here attributed to the impact of sub-mesoscale motions and
intermittency of turbulence, could actually be systematically related to local het-
erogeneity of the land surface? These aspects would be critical for implementation
of the approach in numerical weather forecasting.
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MS-GWaM – A three dimensional transient parametrization for

internal gravity waves in atmospheric models

Georg S. Voelker

(joint work with Young-Ha Kim, Gergely Bölöni, Günther Zängl, Ulrich Achatz)

Subgrid-scale internal gravity waves (IGWs) are important distributors of energy
and momentum in a stratified atmosphere. While they are mostly excited at lower
altitudes their effects are most important between the upper troposphere to the
mesopause at altitudes ∼85km [3]. While propagating—both in the vertical and
the horizontal—nonlinear IGWs can exert a wave drag on the mean winds, interact
with the mean potential temperature, and mix atmospheric tracers such as aerosols
or greenhouse gases [1, 2, 3, 6, 8, 10, 11].

In state-of-the art weather prediction models IGWs are typically parametrized
neglecting both the horizontal wave propagation (single-column assumption) and
the transient wave behavior including wave-mean-flow interactions and time de-
pendent wave generation (steady-state assumption) [4]. The potential importance
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of the horizontal wave propagation and wave transience has, however, been shown
in various theoretical, numerical and experimental studies [6, 9, 10, 11].

Here we present recent advances of the use of the transient Multi Scale Gravity
Wave Model (MS-GWaM) in the upper atmosphere model UA-ICON. The under-
lying wave theory is based on a multi scale WKBJ analysis of the compressible
atmosphere and solved numerically through a parallelized Lagrangian ray-tracing
scheme [7, 8]. To avoid caustics the wave action of each spectral component, Aα,
is expanded into a phase space wave action density, N , to rewrite the wave action
conservation in the absence of dissipation as follows [7]

0 = ∂TN + cg · ∇XN + k̇ · ∇kN ,

where cg and k̇ are the group velocity and the rate of change of the wave vector
along the path of propagation, respectively. It is worth mentioning that the phase
space volume is conserved under such a transformation. This formulation thus
allows to solve the well known gravity wave ray equations for a set of spectral
components which may coexist at the same location. Based on this we construct a
parametrization including various non-orographic wave sources, three dimensional
transient propagation, direct wave-mean-flow interactions and a Lindzen type wave
saturation [2]. Nonlinear triad interactions are neglected at this point.
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Figure 1. Components of the 3-dimensional, time averaged wave
action conservation for a 1 week period. The change in wave
action (a) is small relative to the horizontal (c) and vertical (d)
wave action divergence. The wave action flux divergence (c + d)
therefore approximately balances with the wave dissipation (b).
Note that (c) is set to zero in the 1-dimensional case so that (b)
and (d) approximately balance.

Simulation results show a satisfactory reproduction of the observed mean wind
and potential temperature climatology while revealing new insight into the details
of the role of internal gravity waves in the atmosphere. In particular, proba-
bility density functions of wave momentum fluxes exhibit the typical observed
long tails (i.e. wave intermittency) which cannot be reproduced with steady-state
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parametrizations beyond the intermittency of the wave sources. Moreover, the
three dimensional distribution of wave action fluxes differ greatly when relaxing
the single-column assumption. In particular, we find that the horizontal part of
the wave action flux divergence is of the same order of magnitude relative to the
vertical part and thus plays an important role in shaping the global wave action
and thus wave energy balance (Fig. 1).

Albeit exhibiting promising new insight and a more physical wave behavior
compared to 1-dimensional or steady-state schemes it must be noted that the
current stage of MS-GWaM still depends on various simplifications. In particular
the majority of generation processes are summarized in a single background source
using the scheme of Orr et al. [5] and orographic waves are not included. It is
planned to mend that shortcoming and explicitly include orographic waves as well
as various wave sources such as gravity waves generated by fronts and jet systems.
Having a broader perspective in mind it is envisioned to build a robust tool for the
investigation of both local and large scale internal gravity effects in the atmosphere.
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Instability and turbulent mixing in wind-driven shear layers

Gregory L. Wagner

(joint work with Nick Pizzo, Luc Lenain, Fabrice Veron)

Approximate parameterizations for turbulent fluxes across the ocean surface
boundary layer are core components of ocean and climate models. Boundary layer
turbulence parameterizations are typically calibrated not to observations, but to
synthetic data generated by large eddy simulations of ocean surface boundary
layer turbulence. The accuracy of climate predictions thus hinges on the fidelity
of these large eddy simulations, which in turn depend worryingly on numerous
approximations that remain largely uncharacterized.

One of the approximations invoked by simulations of ocean surface boundary
layer turbulence is to account for wave-turbulence interactions with the Craik-
Leibovich equation [2, 3, 6, 4],

(1) ∂tu
L +

(
uL · ∇

)
uL +

(
∇× uS

)
× uL +∇p̄ = ν△uL − ν△uS + ∂tu

S ,

where uL is the Lagrangian-mean velocity field, uS is the surface wave Stokes
drift, p̄ is the Eulerian-mean kinematic pressure, and ν is the kinematic viscosity.
Equation 1 describes the catalytic, organizing effects of surface waves on bound-
ary layer turbulent motions through the “effective background vorticity” term
(
∇× uS

)
×uL [7, 4, 1]. However, equation 1 does not describe the effects of wave

breaking and fast wave-turbulence interaction.
We provide a preliminary validation of the Craik-Lebovich equations using

wave-averaged simulations of 1 that reproduce deceptively simple laboratory ex-
periments performed by Veron and Melville (2001) [8]: wind rising over calm,
unstratified water. In these experiments, the developing wind drives the growth
of a surface wave field and accelerates a sheared current until it transitions to
turbulence by “Langmuir instability” and then deepens through turbulent mixing.

Our primary result is that simulations of the Craik-Leibovich equation 1 repro-
duce basic aspects of instability and subsequent turbulent shear layer deepening
observed in the laboratory experiments, despite using a horizontally-periodic do-
main and idealizing the surface wave as steady and monochromatic. This result is
illustrated by figure 1, which shows time series of surface velocity statistics and vi-
sualizations of the streamwise velocity and a synthetic surface concentrated tracer.
In figure 1, the development of the primary instability, is marked by the divergence
of the mean, minimum, and maximum streamwise surface velocity around t = 17
seconds. The growth of the primary instability is quickly interrupted around t = 18
seconds by a secondary instability that causes the maximum surface velocity to
decrease. The simulations reproduce the evolution of both the primary and sec-
ondary instability. In the final phase of the experiment (where laboratory data is
uninformative), turbulence mixes momentum and an initially surface concentrated
tracer downwards.

We further contrast simulations with and without wave effects to show that
(i) the presence of surface waves is required to trigger instability at laboratory
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Figure 1. Data from simulations of laboratory experiments by
Veron and Melville (2001) [8] on boundary layers driven by in-
creasing winds oriented in the x-direction. (Top) time series of
surface velocity statistics showing that the simulated surface ve-
locity field statistics (lines) closely track the laboratory data (sym-
bols, see also figure 9 from [8]). (Bottom left) three-dimensional
visualization of the streamwise velocity field at t = 25.2 seconds.
(Bottom right) visualization of an initially surface-concentrated
tracer.

Reynolds numbers, (ii) the primary instability is sensitive to the nonlinear ampli-
tude of the surface waves, but not to their wavenumber, and (iii) after instability,
the presence of surface waves accelerates the turbulent deepening of the shear
layer.
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A deep learning approach to extract surface internal tidal signals

scattered by geostrophic turbulence

Han Wang

(joint work with Nicolas Grisouard, Hesam Salehipour, Alice Nuz, Michael Poon,
Aurélien L. Ponte, Brian Arbic)

Internal tides (ITs) are inertia-gravity waves generated by oceanic barotropic tides
(large-scale, vertically uniform tidal currents) flowing over topography, important
to oceanographers due to their roles in problems such as deep/upper ocean mixing.
Conventionally, for altimetric observations of Sea Surface Height (SSH) data, ITs
have been extracted by harmonically fitting over observed time sequences. How-
ever, in presence of strong time-dependent phase shifts induced by interactions
with mean flows or changes in stratifications, harmonic fits do not work well for
data with coarse temporal sampling. This problem would be exacerbated in the
upcoming Surface Water Ocean Topography (SWOT) satellite mission due to the
finer spatial scales to be resolved.

However, SWOT’s wide swaths will unprecedentedly produce SSH snapshots
that are spatially two-dimensional, which allows the community to treat tidal
extraction as an operation on two-dimensional images. Here, we regard tidal ex-
traction purely as an image translation problem. We design and train a conditional
Generative Adversarial Network(cGAN), which, given a snapshot of raw SSH, gen-
erates a snapshot of the embedded tidal component. In the talk, we introduce a
recent work ([1]), where we train and test the cGAN on a set of idealized numerical
eddying simulation. No temporal information or physical knowledge is required
for the cGAN to work in this experiment. We test the cGAN on data whose dy-
namical regimes are different from the data provided during training. Despite the
diversity and complexity of data, it accurately extracts tidal components in most
individual snapshots considered and reproduces physically meaningful statistical
properties. Predictably, the cGAN’s performance decreases with the intensity of
the turbulent flow.

Our cGAN is still steps away from being practically applicable for real altimetric
data. As a brief discussion of an ongoing work, we present some preliminary results
on the performance of cGAN on outputs from HYCOM, a more realistic oceanic
model ([2]), where the cGAN conduct a meaningful temporal frequency filterings
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in selected spatial regions, despite that no temporal information is added dur-
ing training/testing. Other possible improvements include incorporating physics-
informed forcings, testing the performance in presence of measurement noise, and
combinations with other recent IT extraction attempts.

Broadly speaking, the project, just as most deep-learning applications, is mo-
tivated from a utilitarian perspective: we don’t necessarily understand why the
cGAN works so well, and we use it because it outperforms classical IT extraction
methods, at least in our idealized data sets. As far as we know, this is the first
time an image-based cGAN is applied in atmospheric/oceanic fluid dynamics, and
could be applied in other problems too. To those who might be uncomfortable
with black boxes, we argue that it is at least a tool to indicate the solvability of
a problem: IT extraction is shown to be possible purely based on spatial infor-
mation, and with this information, perhaps one could find a fully interpretable
method to achieve the same goal.

Figure 1. Tidal reconstruction example during testing stage; up-
per and lower row correspond to the best and worst examples re-
spectively.
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49 rue Frédéric Joliot-Curie
13013 Marseille
FRANCE



2508 Oberwolfach Report 42/2022

Dr. Pascale Lelong

Northwest Research Associates
4118 148th Ave NE
Redmond WA 98052-5164
UNITED STATES

Dr. Stefan Llewellyn Smith

MAE and SIO
University of California, San Diego
9500 Gilman Drive
La Jolla, CA 92093-0411
UNITED STATES

Dr. Marvin Lorenz

Leibniz-Institut für Ostseeforschung
Seestraße 15
18119 Rostock
GERMANY

Dr. Francois Lott

Laboratoire de Meteorologie Dynamique
Ecole Normale Superieure
24, rue Lhomond
75231 Paris Cedex 05
FRANCE

Prof. Dr. Leo Maas

Physics, Institute for Marine and
Atmospheric Research Utrecht (IMAU)
Universiteit Utrecht
Princetonplein 5
3584 CC Utrecht
NETHERLANDS

Dr. Gökce Tuba Masur

Goethe Universität Frankfurt
Institut für Atmosphäre und Umwelt
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