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Morse theory for discrete magnetic operators
and nodal count distribution for graphs

Lior Alon and Mark Goresky

Abstract. Given a discrete Schrödinger operator h on a finite connected graph G of n vertices,
the nodal count �.h; k/ denotes the number of edges on which the k-th eigenvector changes
sign. A signing h0 of h is any real symmetric matrix constructed by changing the sign of some
off-diagonal entries of h, and its nodal count is defined according to the signing. The set of
signings of h lie in a naturally defined torus Th of “magnetic perturbations” of h. G. Berkolaiko
[Anal. PDE 6 (2013), 1213–1233] discovered that every signing h0 of h is a critical point of
every eigenvalue �k WTh ! R, with Morse index equal to the nodal surplus. We add further
Morse theoretic information to this result. We show if h˛ 2 Th is a critical point of �k and
the eigenvector vanishes at a single vertex v of degree d , then the critical point lies in a non-
degenerate critical submanifold of dimension d C n � 4, closely related to the configuration
space of a planar linkage. We compute its Morse index in terms of spectral data.

The average nodal surplus distribution is the distribution of values of �.h0; k/ � .k � 1/,
averaged over all signings h0 of h. If all critical points correspond to simple eigenvalues with
nowhere-vanishing eigenvectors, then the average nodal surplus distribution is binomial. In gen-
eral, we conjecture that the nodal surplus distribution converges to a Gaussian in a CLT fashion
as the first Betti number of G goes to infinity.

1. Introduction

In some ways, this paper is both an analogue of [2] for discrete graphs and a continu-
ation and expansion of the papers [7, 13], although it is completely self-contained.

1.1. The setting

Let G be a simple graph on n ordered vertices labeled 1; 2; : : : ; n. Write r � s
if r ¤ s are vertices connected by an edge. A (real or complex) function on G is
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a function on the vertices of G, that is, a vector in Rn or Cn and we denote the value
of such a function v D .v1; v2; : : : ; vn/ by v.r/ or vr . An n � n matrix h is supported
onG if hrs ¤ 0 H) r � s or r D s. Let �.G/ and H .G/ denote the vector spaces of
real symmetric matrices and complex Hermitian matrices supported on G. A discrete
Schrödinger operator is a real symmetric matrix h 2 �.G/ with hrs < 0 for r � s.
The quadratic form associated with h 2 �.G/may be expressed as the quadratic form
of �C V , that is

hf; hf i D �
X
r�s

hrs.f .r/ � f .s//
2
C

nX
rD1

V.r/f .r/2 (1.1)

where the “potential” is V.r/ D hrr C
P
r�s hrs and � is a weighted Laplace oper-

ator on G.
A discrete Schrödinger operator h has real eigenvalues �1 � �2 � � � � � �n. Sup-

pose �k is a simple (multiplicity one) eigenvalue of h with a nowhere-vanishing
eigenvector v (meaning that vr ¤ 0 for all r). A basic problem in graph theory is
to understand the behavior of the nodal count �.h; k/, that is, the number of edges
r � s for which v changes sign: v.r/v.s/ < 0. It is known that

k � 1 � �.h; k/ � k � 1C ˇ; (1.2)

where ˇ is the first Betti number of G. (See [16] for a review of the many works
leading to the upper bound, an analogue of Courant’s theorem,1 and [6] for the lower
bound.) This motivates the definition of the nodal surplus

�.h; k/ � .k � 1/ 2 ¹0; 1; : : : ; ˇº

and its probability distribution P.h/D .P.h/0; : : : ;P.h/ˇ / over the n possible eigen-
values:

P.h/s D
1

n
#¹1 � k � nW�.h; k/ � .k � 1/ D sº:

In numerical simulations for large graphs, this distribution seems to concentrate
around ˇ

2
with variance of the order of ˇ, similar to the observations for metric graphs

in [2].

1The Courant theorem states, for a domain� in Euclidean space with homogeneous bound-
ary conditions, that the nodal set of the k-th eigenfunction of the Laplacian divides � into no
more than k subdomains, see [15, Chapter 6, Section 6].
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1.2. Nodal count for signed graphs

If h 2 �.G/ is a discrete Schrödinger operator we may consider other signings
h0 2 �.G/ obtained from h by changing the sign of some collection of off-diagonal
entries. Every symmetric matrix h0 2 �.G/ is a signing of a uniquely determined
Schrödinger operator h. We may consider h0 to be an analogue of the discrete Schrö-
dinger operator on the corresponding signed graph G0 obtained from G by attaching
signs to the edges, as originally introduced in [20] and extensively studied, see [11,
28, 35]. In this case, taking the signing into account, the nodal count is defined to be
the number of edges r � s such that v.r/h0rsv.s/ > 0.

Denote by �.h/ the collection of all possible signings of h (cf. Section 2.6). The
inequality (1.2) continues to hold for any signing of h. The average nodal surplus dis-
tribution P.�.h// is the average of P.h0/ over all signings h0 2 �.h/. In Theorem 3.2
we show that if the diagonal entries of h are all equal, then P.�.h// is symmetric
around ˇ=2. Numerical experiments lead to the following conjecture.

Conjecture. Given a simple connected graph G, there is a generic set (open, dense
and full measure) of h 2 �.G/ for which the average nodal surplus distribution
P.�.h// is symmetric around ˇ=2 with variance �2

h
of order ˇ. Moreover, the nor-

malized distribution

�G;h WD

ˇX
jD0

P.�.h//j ıxj with xj D
j � ˇ=2

�h
;

converges in the weak topology to the normal Gaussian distribution N.0; 1/ as
ˇ!1, uniformly over all simple connectedG with first Betti number ˇ, and generic
h 2 �.G/.

1.3. Gauge invariance

The gauge group Tn D .R=2�Z/n acts on the space H .G/ where .�1; �2; : : : ; �n/
acts by conjugation with diag.ei�1 ; ei�2 ; : : : ; ei�n/. This action preserves eigenvalues,
nodal count, and most other graph properties that are studied in this paper. Elements
h; h0 2 H .G/ that differ by a gauge transformation are said to be gauge equivalent.
If h 2 �.G/ is a discrete Schrödinger operator, then the signings h0 of h for which
the corresponding signed graph G0 is balanced (see [20]) are exactly those h0 that are
gauge equivalent to h.

1.4. Magnetic operators and nodal count

In [7,9], G. Berkolaiko suggested that one might better understand the nodal count by
considering its variation under magnetic perturbations of h. The discrete analogue for
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the Schrödinger operator associated to a particle in a magnetic field appears in [21,22].
See also [14, 26], [12, Section 2.1], and [13]. It is quickly reviewed in Appendix B.

Given a discrete Schrödinger operator h 2 �.G/, a magnetic potential ˛ is a
real anti-symmetric matrix supported on G and the associated magnetic Schrödinger
operator h˛ 2 H .G/ is the Hermitian matrix .h˛/rs D ei˛rshrs . The manifold (2.7)
of such magnetic perturbations, Th � Hn, is a torus containing h, cf. Section 2.4
below. Its quotient, see equation (2.9), modulo gauge transformations, Mh is a torus
of dimension ˇ. In [13] and [7], G. Berkolaiko and Y. Colin de Verdière discovered
a remarkable fact: for any real symmetric h 2 �.G/ with simple eigenvalue �k and
nowhere vanishing eigenvector, the nodal surplus �.h; k/ � .k � 1/ is equal to the
Morse index of �k , interpreted as a Morse function on the manifold Mh.

1.5. Morse theory for magnetic perturbations modulo gauge transformations

We wish to apply Morse theory to the function �k WHn ! R, restricted to the torus
Th or its quotient Mh. In principle, Morse theory provides a prescription for building
the homology of Mh from local data at the critical points of �k together with some
homological information as to how these local data fit together. Since the homology
of Mh is known, Morse theory should provide restrictions on the number and type of
critical points of �k , and in turn, restrictions on the nodal surplus.

There are several difficulties with this plan, the first being that �k is continuous
but not smooth: it is analytic on each stratum of a certain stratification of Hn (see
Section 7) [25, 29]. If �k.h/ is simple, then �k is analytic near h and one may search
for its critical points on Th. The torus Th and its quotient Mh are preserved under
complex conjugation, and the function �k is invariant under complex conjugation.
The simplest critical points of �k are the symmetry points (Section 2.6): the points
h0 2 Th (or Œh0� 2Mh) fixed by complex conjugation, i.e., the real symmetric matrices
in Th.

The set of symmetry points of Th is denoted �.h/. If h is real symmetric, then
�.h/ consists precisely of the various signings of h. Following [5], we show the fol-
lowing result.

Theorem 3.2. Each critical point h0 2Th with simple eigenvalue �k.h0/ and nowhere
vanishing eigenvector is necessarily in the gauge equivalence class of a symmetry
point. In other words, its image Œh0� 2Mh is a symmetry point. Suppose that for each
k (1 � k � n) each critical point h˛ 2 Th of �k has �k.h˛/ as a simple eigenvalue
with nowhere vanishing eigenvector. Then the average nodal count distribution is a
binomial distribution2 with mean ˇ=2 and variance ˇ=4. Consequently, if the aver-

2See Section 3.3.
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age nodal distribution is not binomial, then there must exist critical points (of some
eigenvalue) that are not symmetry points.

We give a homological characterization of symmetry points.

Theorem 2.7. Let h 2 �.G/ and ˛ 2A.G/ which we may identify as a 1-form on G.
Then h˛ is gauge equivalent to a symmetry point if and only if

R
�
˛ � 0 .mod �/ for

all cycles � , i.e., chains � 2 C1.G;Z/ with @� D 0.

1.6. Classification of critical gauge-equivalence classes

In general, the nodal surplus distribution P.�.h// depends on Morse data from all
critical points of �k (for all k), whether or not they are symmetry points. Following
Theorem 3.2, there are two possible types of non-symmetry critical points Œh0� 2Mh

of �k .

(1) Exceptional critical points, for which �k.h0/ is simple but its eigenvector van-
ishes on one or more vertices. In this case Œh0� is (usually) a degenerate critical
point (see Theorem 4.4): it is contained in a larger critical submanifold.

(2) Incorrigible critical points, for which the multiplicity of �k.h0/ is greater than
one. In this case, �k fails to be smooth and one must replace the usual Morse
theory with stratified Morse theory ([19]).

Concerning the first case, suppose the eigenvector v vanishes only at a single vertex
v0 of the graph G. Suppose that v0 has degree deg.v0/.

Theorem 4.4. Assuming the critical point Œh0� 2 Mh is sufficiently generic,3 then
it lies in a non-degenerate (Morse–Bott) critical submanifold of Mh, of dimension
deg.v0/� 3, which is diffeomorphic to the configuration space of a particular planar
linkage. Its Morse index may be expressed in terms of spectral data.

The configuration spaces of planar linkages are fascinating objects. They have
been extensively studied and their homology is completely known, cf. [17, 24, 33].

For the second case, when the multiplicity of �k.h0/ is greater than one, G. Berko-
laiko and I. Zelenko [10] have determined the normal Morse data for �k , and its
Betti numbers, which forms the central ingredient required for stratified Morse the-
ory. However, in order to apply stratified Morse theory to the mapping �k WTh ! R

it is required that the manifold Th � Hn should be Whitney stratified. Its stratifica-
tion comes by intersecting with the natural stratification of Hn (cf. Section 7), but this
requires that Th should be transverse to the strata of the stratification of Hn. The chal-
lenge is to guarantee transversality of the torus Th by a generic choice of the single

3Specific conditions on h0 are given in Theorem 4.4 in Section 4.3.
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element h 2 �.G/. The transversality lemma in [10] does not address this situation.
The first non-trivial case concerns the stratum S2.k/ where �k has multiplicity 2.
Suppose h˛ is a critical point of �k , an eigenvalue of multiplicity 2. In Section 7.8
we define the notion of a splitting of the graph G by the eigenspace of �k . (A related
condition was considered by L. Lovász in [27, Section 10.5.2].)

Theorem 7.9. If the eigenspace of �k.h˛/ does not split the graph G, then the space
H .G/ is transverse to S2.k/ at given point h˛ 2 Th.

Corollary 7.10. As above, if the eigenspace of �k.h˛/ does not split G, then for
generic choice h0 2 �.G/ the torus Th0 is transverse to the stratum S2.k/ near h˛ .

2. Notation and definitions

2.1. Symmetric and Hermitian forms

Let �n denote the vector space of n � n real symmetric matrices, An the space of
n � n real antisymmetric matrices, and Hn the space of n � n Hermitian matrices,
that is, matrices of linear operators on Cn expressed in the standard basis and that are
self-adjoint with respect to the standard Hermitian form hx; yi D

P
Nxiyi .

If V � Cn is a complex subspace, then the standard Hermitian form restricts
to a Hermitian form on V and we denote by H .V / the self-adjoint linear operators
V ! V . If � 2Hn, then it may fail to preserve V however its “restriction” to V may be
defined by expressing � D

�
A B
B� D

�
with respect to the decomposition Cn D V ˚ V ?.

The restriction �jV is defined to be the operator A 2 H .V /. Equivalently, �jV is
the operator corresponding to the restriction to x; y 2 V of the sesquilinear form
.x; y/� D hx; �yi.

2.2. Laplace and Schrödinger operators

Throughout this section, we fix a graph G D G.Œn�; E/. The natural ordering on the
set of vertices Œn� WD ¹1;2; : : : ;nº determines an orientation for each edge. Write r � s
if r ¤ s and vertices r; s are joined by an edge. Write r ' s if r � s or r D s.

A (real or complex) matrix supported on G is an n � n matrix h such that

hrs ¤ 0 H) r ' s:

Such a matrix is properly supported on G if, in addition,

r � s H) hrs ¤ 0:

Symmetric, antisymmetric, and Hermitian matrices supported onG are denoted �.G/,
A.G/, and H .G/, respectively. Examples of matrices in �.G/ include the adjacency
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matrix forG, (weighted) Laplace operators forG and discrete Schrödinger operators,
see Section 1.1 above. More generally, any matrix h 2 H .G/ may be considered a
magnetic Schrödinger operator for G (see Section 2.4 below and references [12,13]).

2.3. Graph homology

The space C0.GIZ/ Š Zn of 0-chains is the vector space of formal linear combina-
tions of vertices,

Pn
rD1 cr Œr�. Each edge rs with r < s is orientated from r to s so that

the group C1.GIZ/ of 1-chains is the group of formal linear combinations

� D
X
r�s
r<s

�rsŒrs�; �rs 2 Z: (2.1)

ThenH1.GIZ/D ker.@/, where @WC1.GIZ/! C0.GIZ/ with @Œrs�D Œs�� Œr�. The
first Betti number is

ˇ D rankH1.G;Z/ D jEj � nC c;

where c is the number of connected components of G.
The vector space Rn may be viewed as the space of real-valued functions �0.G/

on the vertices of G. If v D .v1; v2; : : : ; vn/, we sometimes write vr D v.r/. The
vector space A.G/ of real, antisymmetric matrices supported on G may be viewed as
the space of 1-forms �1.G/ on G with coboundary differential

d W�0.G/DRn!�1.G/DA.G/I .df /rs D

´
f .s/ � f .r/ if r � s;

0 otherwise.
(2.2)

There are no 2-forms on a graph soH 1.GIR/D�1.G/=d�0.G/ is canonically dual
to the homologyH1.GIR/ under the natural pairing that is determined by integration
�1.G/ � C1.GIR/! R. If ˛ 2 A.G/ D �1.G/ and � 2 C1.GIR/ as in (2.1), thenZ

�

˛ D
X
r�s
r<s

�rs˛rs

2.4. Action of An

The vector space AnDAn.R/ of n� n real antisymmetric matrices acts on the vector
space Hn of n � n Hermitian matrices by

.˛ � h/rs D e
i˛rshrs

for all ˛ 2 An.R/ and h 2 Hn with .x C y/ � h D x � .y � h/ and with 0 � h D h.
Then A.G/ acts on H .G/.
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If h is the discrete Schrödinger operator, then ˛ � h may be interpreted as the
corresponding magnetic Schrödinger operator in the presence of a magnetic field
described by ˛, whose flux through a cycle � is

R
�
˛, with a sesquilinear form

hf; .˛ � h/f i D �
X
r�s

hrsjf .s/ � e
i˛rsf .r/j2 C

nX
rD1

V.r/jf .r/j2; (2.3)

instead of the quadratic form of h in (1.1). If h D .hrs/ 2 Hn define jhj 2 �n by
jhjrs D jhrsj for r ¤ s and jhjrr D hrr (diagonal entries of jhj can be negative). Then
there exists ˛ 2 An so that h D ˛ � .jhj/.

2.5. Gauge invariance

The � action factors through the torus An.R/=An.2�Z/. So, the subtorus supported
on G

T .G/ WD ¹˛ 2 An.R/=An.2�Z/W˛rs ¤ 0 H) r � sº;

acts on H .G/ by the � action. The differential (2.2) also factors

�0.G/ D Rn �1.G/ D A.G/

Tn T .G/

 !.mod 2�/

 

!
d

 ! .mod 2�/

 

!
d

(2.4)

through the gauge group Tn D Rn=.2�Z/n. Gauge invariance is the statement that
the * action by coboundaries is simply given by conjugation: for any � 2 Tn and any
h 2 Hn, direct calculation gives

d� � h D ei�he�i� (2.5)

where � D .�1; �2; : : : ; �n/ 2 Tn and ei� D diag.ei�1 ; ei�2 ; : : : ; ei�n/. The * action
by d� preserves eigenvalues and preserves eigenvectors up to phase: if E�.h/ D
ker.h � �I/, then

E�.d� � h/ D e
i�E�.h/: (2.6)

Elements h;h0 2H .G/ that differ by a gauge transformation (h0 D d� � h) are said to
be gauge equivalent. Gauge equivalence determines an identification, cf. (2.10) of the
quotient torus (the manifold of magnetic fields modulo gauge transformations) with
cohomology

T A=d .G/ WD T .G/=d.Tn/ Š H 1.GIR=2�Z/:
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2.6. The embedded torus and its symmetry points

Recall (2.2) that a matrix h 2 H .G/ is properly supported on G if hrs ¤ 0 whenever
r � s. (Diagonal entries hrr may vanish.) Such h defines a mapping T .G/! Hn by
˛ 7! ˛ � h, whose image is an embedding of T .G/ into H .G/,

Th WD T .G/ � h D ¹˛ � hW˛ 2 T .G/º D ¹˛ � jhjW˛ 2 T .G/º: (2.7)

We refer to Th as the embedded torus. For h 2H .G/ which is not properly supported
on G, the dimension of the embedded torus Th is the number of non-zero elements
hrs with r < s. The embedded torus is invariant under complex conjugation and we
refer to the set of its fixed points (i.e. the real points)

�.h/ WD Th \ �.G/ D ¹˛ � jhjW˛ � 0 .mod �/º

as symmetry points. If h 2 �n, then its symmetry points �.h/ consist of symmetric
matrices h0 obtained from h by changing the signs in any subset of off-diagonal entries
hrs or equivalently

h0 D ˛ � h where ˛ � 0 .mod �/:

The action of the integral gauge group .�Z/n �Rn preserves the set of symmetry
points and changes the signs of the components of the corresponding eigenvectors.
The set �.h/ decomposes into a union of orbits under the integral gauge group. If h
is properly supported on G (hrs ¤ 0 whenever r � s), then �.h/ has 2jE j elements,
partitioned into 2ˇ orbits (cf. Section 2.8). Each orbit corresponds to a choice of parity
of the circulations around a choice of elementary cycles.

2.7 Theorem. Suppose h 2 H .G/ is properly supported on G. Let ˛ 2 A.G/ D

�1.G/ so that hD ˛ � jhj. Then h is gauge-equivalent to a symmetry point h0 2 �.h/

if and only if Z
�

˛ � 0 .mod �/ (2.8)

for all cycles �, i.e. chains � 2 C1.G;Z/ with @� D 0.

Proof. Since h is properly supported, the element ˛ is uniquely determined modulo
2�Z. If h is a symmetry point, then ˛ � 0 .mod �/ so (2.8) holds. If h changes by
gauge-equivalence, the integral (2.8) is unchanged, by Stokes’ theorem.

On the other hand, if (2.8) holds for all cycles, then by duality the cohomology
class Œ˛� vanishes in H 1.GIR/=H 1.GI �Z/, so it lies in H 1.GI �Z/ � H 1.GIR/

and it comes from a 1-form ˛0 2 �1.�Z/, that is, an antisymmetric matrix whose
entries are multiples of � . Then the cohomology class Œ˛0 � ˛� 2 H 1.GIR/ vanishes
so there exists � 2 �0.GIR/ with ˛0 D ˛C d� . This proves that the symmetry point
˛0 � jhj is gauge-equivalent to h D ˛ � jhj.



L. Alon and M. Goresky 1234

2.8. Eigenvalues as Morse functions

Eigenvalues of elements h 2 Hn are real and ordered, say

�1.h/ � �2.h/ � � � � � �n.h/:

For each k (1 � k � n) the mapping �k WHn ! R is well defined, continuous and
piecewise real-analytic: there is a stratification of Hn by analytic subvarieties such
that the restriction of �k to each stratum is analytic (cf. Section 7.1 and Lemma 7.3).

The restriction of each �k to the embedded torus Th is invariant under gauge
transformations, so it determines a function on the quotient,

Mh D Th == Tn; (2.9)

where we use the notation ==Tn to denote dividing by gauge equivalence. The torus
Mh has dimension ˇ, and is referred to in [13] as the manifold of magnetic perturba-
tions modulo gauge transformations:

T .G/ Th Hn R

T A=d .G/Mh

 

!
�h

 

!d.Tn/

 - !

 

!

==Tn

 

!
�k

 

!
 

!

�k

(2.10)

If ˛ 2 T .G/, then the equivalence class of ˛ � h in Mh is denoted Œ˛ � h� or Œh˛�.
If � 2 Rn, then .d�/ � h D d.��/ � Nh so complex conjugation passes to an invo-

lution on Mh. Every fixed point of this involution comes from a symmetry point in Th:
for if h 2 Hn and Œh� 2Mh is fixed, this means Nh D .d�/ � h for some � 2 Rn, so
.d �

2
/ � h is a symmetry point. It is therefore reasonable to refer to these fixed points

of Mh as symmetry points of Mh.

2.9 Lemma. Let G be a simple graph with c connected components and let h 2
Hn.G/, properly supported on G. Then, each symmetry point h0 2 �.h/ has exactly
2n�c gauge-equivalent symmetry points. Thus, the number of symmetry points in Mh

is 2jE j�.n�c/ D 2ˇ .

Proof. It is enough to consider the case of real symmetric h 2 �n, in which case its
gauge-equivalent symmetry points are

Œh� \ �.h/ D ¹df � hWf .r/ 2 ¹0; �º for all rº:

There are 2n choices for f among which 2c are in the kernel of d (those which
are constant on connected components of G). So, there are 2n�c distinct values for
df , and therefore 2n�c distinct values of df � h since h is properly supported on G.
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Hence, Œh� contains exactly 2n�c gauge-equivalent symmetry points. Repeating this
argument for any other h0 2 S.h/ leaves 2jE j�.n�c/ D 2ˇ equivalence classes of sym-
metry points in Mh.

2.10. Nodal surplus

Generalizing the notions described in the introduction, let h be a Hermitian matrix
supported on G, suppose �k.h/ is a simple eigenvalue with nowhere vanishing eigen-
vector v D .v1; v2; : : : ; vn/. Further, assume that Nvrhrsvs 2 R for all r � s (which
is equivalent to h being a critical point of �k , see Theorem 3.2 part (3)). Define the
nodal count �.h; k/ to be the number of edges r � s such that

Nvrhrsvs > 0: (2.11)

The nodal surplus is the number �.h; k/ � .k � 1/. This number does not change
under gauge transformation and it is known (see Theorem 3.2 below) that the nodal
surplus is between 0 and ˇ, the first Betti number of G. The nodal surplus distri-
bution P.h/ D .P.h/0; P.h/1; : : : ; P.h/ˇ / is the vector representing the probability
distribution of these numbers over the n possible eigenvalues:

P.h/s D
1

n
#¹1 � k � nW�.h; k/ � .k � 1/ D sº:

Assuming that h 2 �n and all its signings h0 2 �.h/ have all eigenvalues simple with
nowhere-vanishing eigenvectors, the distribution can be averaged over signings to
give the average nodal distribution

P.�.h// D 2�jE j
X

h02�.h/

P.h0/:

3. Morse theory

3.1. Critical points

Throughout this section, we fix a graph G with vertices 1; : : : ; n and edges r � s.
Let h 2 �.G/ be a real symmetric matrix properly supported on G, cf. Section 2.2.
For ˛ 2 A.G/, denote by h˛ D ˛ � h the magnetic perturbation of h. Fix k and write
�k.˛/ D �k.h˛/ for the k-th eigenvalue. Let Mh be the manifold (2.9) of magnetic
perturbations of hmodulo gauge transformations. It is a torus of dimension ˇ, the first
Betti number of the graphs G. By equation (2.6), the eigenvalue �k.˛/ of an element
Œh˛� 2Mh, and its multiplicity are well defined; and whether or not an eigenvector
vanishes at a given vertex is well defined.
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We consider �k WMh ! R to be a sort of generalized Morse function. If �k is
smooth at a point x D Œh˛� 2Mh (in which case it is also analytic), we say that x is
a smooth point of �k . A critical point of �k is either a non-smooth point or a smooth
point where r�k.x/ D 0. Consider the following possibilities:

(0) x may be a smooth, regular (i.e., not critical) point of �k;

(1) x may be a symmetry point of Mh;

(2) x may be a non-symmetry, smooth, (possibly degenerate) critical point of �k;

(3) x may be a non-smooth point of �k .

3.2 Theorem. Fix properly supported h 2 �.G/. Consider �k WMh ! R as above.

(1) Every symmetry point of Mh is a critical point of �k .

(2) If the only critical points of �k on Mh are the symmetry points and if they are
non-degenerate, then the number of such critical points of index s is

�
ˇ
s

�
.

(3) Suppose h˛ 2 Th has a simple eigenvalue �k.h˛/ with eigenvector v. Then
.h˛/rs Nvrvs is real for all r � s if and only if h˛ is a critical point of �k as a
function on Th, in which case h˛ is gauge equivalent to a matrix h0 such that
h0rs … R H) Nvrvs D 0.

(4) In particular, if h˛ 2 Th is a critical point of �k and �k.h˛/ is simple with
nowhere vanishing eigenvector, then Œh˛� 2Mh is a symmetry point.

(Equivalently, there exists � 2 Tn such that h˛Cd� 2 �.h/.)

(5) A critical point Œh˛� 2Mh as in (4) is non-degenerate and its Morse index is
the nodal surplus, �.h˛; k/ � .k � 1/.

(6) If the diagonal entries of h are all equal, then the average nodal count distri-
bution is symmetric,

P.�.h//s D P.�.h//ˇ�s; s 2 ¹0; 1; : : : ; ˇº:

(7) Suppose that for each k (1 � k � n) each critical point h˛ 2 Th of �k has
�k.h˛/ as a simple eigenvalue with nowhere vanishing eigenvector. Then the
average nodal count distribution is binomial:

P.�.h//s D 2
�ˇ

�
ˇ

s

�
:

Parts (1) and (5) of Theorem 3.2 are due to Berkolaiko and Colin de Verdière4

[7, 13]. Part (2) is an immediate consequence, also known to both of these authors.

4In both works [7, 13] the matrix h was assumed to be real symmetric, but essentially the
same proof works in general.
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Part (3) was already observed in [5, Theorem A.1 and Lemma A.2]. Part (4) is an
immediate consequence known to the authors of [5]. It says that the only simple criti-
cal points of �kjTh with non-vanishing eigenvector occur along the intersection of Th
with the conjugacy classes of symmetry points: the 2jE j real elements �.h/. Proofs
for Theorems 3.2 and 4.4 below will appear in Section 5 and Section 6.

3.3. Example of matrices with binomial nodal count distribution

Let h D h0 C �V be a Schrödinger operator on the complete graph, with h0 properly
supported (i.e., .h0/rs ¤ 0 for all r ¤ s), V D diag.V1; : : : ; Vn/ with distinct entries,
and � 2 R. If � is sufficiently large, then all matrices ˛ � h 2 Th will have simple
eigenvalues and nowhere vanishing eigenvectors, so P.S.h// is binomial.

To see that, set "D 1
�

and let h"D "hD V C "h0. We treat ˛ � h"D V C ".˛ � h0/
as a small perturbation of V whose distinct eigenvalues are Vj with eigenvectors ej for
j D 1; : : : ; n. The min-max principle gives j�j .˛ � h"/� Vj j �maxrs j".˛ � h0/rsj D
maxrs j".h0/rsj, so there is a uniform constant C > 0 such that when 0 < " < C , the
eigenvalues of ˛ � h" are distinct, for every ˛. Suppose 0 < " < C and let v" be the
j -th eigenvector of ˛ � h". Comparing v" to ej , perturbation theory gives v".j / D
1CO."2/ ¤ 0, and for i ¤ j ,

jv".i/j D "
ˇ̌̌ .˛ � h0/ij
Vi � Vj

ˇ̌̌
CO."2/ � "min

r<s

ˇ̌̌ .h0/rs
Vr � Vs

ˇ̌̌
CO."2/ ¤ 0;

for sufficiently small ", uniformly in ˛.

4. Exceptional critical points and the linkage equation

In this section we consider the case where Œh˛� 2Mh is an exceptional critical point
of �k (cf. Section 1.6). That is, Œh˛� is a non-symmetry, smooth, critical point with
�k.h˛/ simple. According to Theorem 3.2, the eigenvector v corresponding to �k.h˛/
vanishes somewhere. (By generic choice of h, we can guarantee that every eigenvec-
tor of h is nowhere vanishing, cf. [32], but we cannot guarantee the same holds for
all h˛ 2 Th.) We address the simple case of eigenvector v that vanishes at a single
vertex. By possibly replacing h˛ with a gauge equivalent h˛Cd� and v with ei�v, we
may assume that v is real with non-negative entries. The setting for Theorem 4.4 is
described next.

4.1. The setting

To simplify the notation we assume the graph G has n C 1 vertices labeled 0; 1;
2; : : : ; n, with corresponding properly supported real symmetric matrix h 2 �.G/.
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Suppose h˛ D ˛ � h is a critical point of �k with a simple eigenvalue � WD �k.h˛/
and a normalized eigenvector v D .v0; v1; : : : ; vn/ D .0; v0/ and v0 D 0, vr > 0 for
1� r � n. Writing h and h˛ as block matrices in the RnC1 DR˚Rn decomposition
gives

h D

�
a b

b� D

�
and h˛ D

�
a b˛

b�˛ D˛

�
with

�
a b˛

b�˛ D˛

��
0

v0

�
D

�
0

�v0

�
: (4.1)

Let E0 be the edges connected to vertex 0. For convenience, write r 2 E0 if 0r 2 E0.
LetH be the induced subgraph ofG on the vertices r � 1. Thus,H is obtained fromG

by removing vertex 0 and its edgesE0. Then, a 2R; b 2RE0 ; b˛ 2CE0 ; D 2 �.H/,
and D˛ 2 H .H/. In fact, since h˛ is critical and vr is real and non-zero for r � 1,
then D˛ is real by part (3) of Theorem 3.2. Hence, D˛ 2 �.H/ is a signing of D.

The vector b˛ has the form .b˛/r D e
i˛0rbr for r 2 E0. Let Mr WD jbrvr j > 0

and �r 2 R=2�Z be the polar coordinates of .b˛/rvr DMre
i�r for every r 2 E0.

4.2. Configuration space of a planar linkage

Equation (4.1) implies that the following planar linkage equation ([17,24,33]) holds:

b˛:v
0
D

X
r2E0

ei�rMr D 0: (4.2)

This equation (4.2) describes a collection of vectors Mre
i�r 2 C D R2 in the plane,

placed end to tail, that starts and ends at the origin, that is, a planar linkage, depending
on a collection of lengths LD ¹Mrºr2E0 . Let S1 � C be the unit circle. The configu-
ration space‚L (see [17]) of the planar linkage defined by (4.2) is the set of solutions
modulo rotations, that is,

‚L D
°
.ei�r /r2E0 W

X
r2E0

ei�rMr D 0
±
=S1 � .S1/E0=S1;

where the unit circle acts diagonally on .S1/E0 by multiplication. The planar linkage
is said to be generic if for any " 2 ¹�1; 1ºE0 ,X

r2E0

"rMr ¤ 0: (4.3)

LetMs be the maximal length,MsDmax.Mr/r2E0 . IfMs >
P
r¤sMr , then there are

no solutions,‚L D;. If the planar linkage is generic andMs <
P
r¤sMr , then‚L is

a smooth manifold of dimension jE0j � 3 ([17,24,33]) whose Betti numbers have been
computed in [17, 23]. Let Mt be the second largest length. If Ms CMt �

1
2

P
rMr ,

then ‚L is connected, otherwise it has two connected components, exchanged by
complex conjugation, each diffeomorphic to the torus of dimension jE0j � 3.
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4.3. Exceptional points

In the notation of Section 4.1, suppose h˛ D ˛ � h is an exceptional critical point of
�k with real eigenvector v D .0; v0/ and simple eigenvalue �D �k.h˛/. The complex
conjugate point Nh˛ D .�˛/ � h is also a critical point of �k , with the same eigenvalue
� and eigenvector v. Moreover, � is also an eigenvalue ofD˛ , say � D �k0.D˛/ is its
k0-th eigenvalue.

Let F be the connected component of the critical set in Mh of �k that contains h˛ ,
union with the connected component of the critical set of �k that contains Nh˛ , noting
that these two sets may be the same.5

4.4 Theorem. Assume the following.

(1) The eigenvalue � D �k0.D˛/ is simple.

(2) The collection ¹Mr D jbrvr jºr2E0 is generic (4.3).

(3) For any Œh0� 2 F the eigenvalue � D �k.h0/ is simple, and

c.h0/ D
X
j¤k

j j .0/j
2

�k.h0/ � �j .h0/
¤ 0; (4.4)

where . j /nC1jD1 are a choice of orthonormal eigenvectors of h0 corresponding
to the ordered eigenvalues.

Then the critical set F coincides with the explicitly defined set

F 0 D ¹Œh0� 2MhW h
0v D �v and there exists ˛00 2 T .E0/ such that h0 D ˛00 � h˛º:

It is a non-degenerate (Morse–Bott) critical submanifold of dimension jE0j � 3 which
is diffeomorphic to the configuration space ‚L. Moreover, the Morse index of this
critical submanifold is equal to

ind.F / D �.D˛; k0/ � .k0 � 1/C

´
2 if c.h0/ < 0;

0 if c.h0/ > 0:

4.5 Remarks. Recall that the pseudo-inverse BC of a Hermitian matrix B with
kernel V has the same kernel V and acts as Bj�1

V?
on V ?. If we define the resol-

vent .h0 � z/�1 at z D �k.h
0/ using the pseudo-inverse A D .h0 � �k.h

0//C, then
c.h0/ D A0;0.

A related observation for periodic metric (quantum) graphs appears in [8, Sec-
tion 3.4] , where certain graphs are constructed, so that the maximum of their first
spectral band is obtained on a critical manifold which is a planar linkage configura-
tion space.

5Thus, the set F �Mh has either one or two connected components.
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5. Proof of Theorem 3.2

5.1. For part (1), suppose h0 2Th is a symmetry point (of Th), namely h0D Nh0 2 �.h/.
If h0 is not a smooth point of �k , then it is a critical point. Suppose h0 is smooth, then
the directional derivative of �k in the direction ˛ 2 A.G/ is d

dt
�k.t˛ � h

0/jtD0 D 0

because
�k.t˛ � h

0/ D �k.t˛ � h0/ D �k.�t˛ � h
0/:

If h00 2 Œh0�, then it is conjugate to h0. Conjugation takes a neighborhood of h0 in
H .G/ to a neighborhood of h00, preserving the eigenvalue �k , so it also preserves the
derivative of �k .

Part (2) follows immediately from the Morse inequalities, Ci .Mh/ � bi .Mh/

where Ci denotes the number of critical points of index i and where bi is the i -th
Betti number of Mh. There are 2ˇ critical points by Lemma 2.9, and the sum of the
Betti numbers of Mh, a ˇ-dimensional torus, is also 2ˇ . So, Ci D bi D

�
ˇ
i

�
for all i .

Assuming parts (4) and (5), the proof of part (7) is a simple computation. In
part (7) we assume all the critical points of �k correspond to simple eigenvalues
with nowhere-vanishing eigenvectors, which means that all critical points are non-
degenerate and are symmetry points, by part (4). Part (5) says that in such cases the
nodal surplus equals the Morse index. Therefore, the average nodal surplus is

P.�.h//s D 2
�jE j

X
h02�.h/

P.h0/s

D
2�jE j

n

X
h02�.h/

#¹k � nW index .�k.h0// D sº

D
2�jE j

n

nX
kD1

#¹h0 2 �.h/W index .�k.h0// D sº:

Using Lemma 2.9, the number inside the parenthesis can be expressed on the quo-
tient Mh

P.�.h//s D
2�ˇ

n

nX
kD1

#¹Œh0� 2 Œ�.h/�W index .�k.Œh0�// D sº D 2�ˇ
�
ˇ

s

�
because, by part (2), the number in the parentheses is independent of k.

For part (6), by subtracting a multiple of the identity we may assume the diagonal
entries of h are all zero. Let ˛� 2 A.G/ be properly supported on G, with ˙� on
the non-zero entries. For any h˛ D ˛ � h 2 Th, the element �h˛ D .˛ C ˛�/ � h 2
Th is also in the same torus but the order of the eigenvalues is reversed, �k.h˛/ D
�n�k.�h˛/. This results in an inversion that sends every critical point of �k with
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index s, to a critical point of �n�k with index ˇ � s. When averaged it gives the
needed symmetry around ˇ=2.

5.2. In this paragraph we prove parts (3) and (4) of Theorem 3.2. Let Qh 2 Th and
suppose that �k. Qh/ has multiplicity one. �k is analytic in a Th neighborhood of Qh, and
we ask when is it a critical point. To ease notation, for this paragraph only, we replace
Qh by h so that h is now Hermitian rather than real symmetric. Fix a direction ˛ 2
T0.T .G//DA.G/ and consider the one-parameter perturbation of h in that direction
ht D .t˛0/ � h for small t 2 .�"; "/ so that Phrs D i˛rshrs .

Since �k is simple, we get analytic functions v.t/ 2 Cn and �k.t/ 2 C, such that
for all t 2 .�"; "/, the vector v.t/ is normalized and satisfies htv.t/ D �k.t/v.t/.
Using the Leibniz “dot” notation for derivative with respect to t at t D 0 we have

Phv C h Pv D P�v C � Pv: (5.1)

Taking the inner product with v D v.0/, using that h is self-adjoint, gives

hr�.h/; ˛i WD P� D hv; Phvi D
X
r�s

i˛rs.hrs Nvrvs � Nhrsvr Nvs/;

so .r�.h//rs D i.hrs Nvrvs � Nhrsvr Nvs/ D 2=. Nhrsvr Nvs/ for all r � s. Therefore, h is a
critical point if and only if hrs Nvrvs 2 R.

Assume r�.h/D 0. If vr ¤ 0, set vrDRrei�r with Rr > 0; otherwise set �rD0:
Then hrsRrRsei.�s��r / is real for all r; s. Set ei� D diag.ei�1 ; ei�2 ; : : : ; ei�n/. Then
h0 D e�i�hei� is gauge equivalent to h, and h0rs D hrse

i.�s��r / is real whenever
Nvrvs ¤ 0. In particular, if v is nowhere vanishing then h0 is a symmetry point. If
h0rs … R, then either vr D 0 or vs D 0. This completes the proof.

5.3. In the following paragraphs we prove part (5) of Theorem 3.2. The result was
proven by Berkolaiko [7] and Colin de Verdière [13] for real symmetric h with non-
positive off-diagonal entries. Both proofs extend to any real symmetric h, as the
authors noted, if one defines the nodal count as in equation (2.11). We reorganize
the proof of [13] and present it here for completeness and for later use. Now, let
h˛ 2 Th � H .G/ be an element whose equivalence class is a symmetry point, i.e.,
h˛ is gauge equivalent to a real symmetric matrix. For convenience, we change the
notation slightly, using h instead of h˛ , so suppose h 2 H .G/ is Hermitian properly
supported on G, which is a critical point of �k , with a simple eigenvalue � WD �k.h/
and a nowhere-vanishing eigenvector v. By Theorem 3.2,

hrs Nvrvs 2 R for all r � s: (5.2)

Let ind.Q/ denote the number of negative eigenvalues of a quadratic form Q and
use Hess.F / for the Hessian of a function F WT .G/! R, evaluated at ˛ D 0. It is a
quadratic form on the tangent space T0T .G/ D A.G/.
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Define �WT .G/ ! R by �.˛/ D �k.˛ � h/. Since �.˛ C d�/ D �.˛/ for all
� 2 Rn, it follows that the Morse index of �k at the point h 2 T .G/ is

ind.�k/.h/ D ind.Hess.�// D ind.Hess.�/jV /

for any complement V ˚ dRn D A.G/. The trick ([13]) is to define F WT .G/! R

by
F.˛/ D hv; .˛ � h � �/vi D

X
r�s

Nvre
i˛rshrsvs C

X
r

jvr j
2hrr � �

where � D �k.h/ and v are constant, and show that

(1) ˛ D 0 is a non-degenerate critical point of F with ind.Hess.F // D �.h; k/;

(2) ind.Hess.F /jdRn/ D k � 1;

(3) ind.Hess.�/jV / D ind.Hess.F /jV / where V is now chosen to be the orthog-
onal complement of dRn with respect to Hess.F /:

˛ 2 V () h˛;Hess.F /.d�/i D 0 for all � 2 Rn:

These three steps complete the proof of Theorem 3.2 (5) because they give

ind.�k/.h/ D ind.Hess.F /jV / D ind.Hess.F // � ind.Hess.F /jdRn/

D �.h; k/ � .k � 1/:

5.4. Step 0

To compute Hess.�/, namely the Hessian of �k.h˛/ at ˛ D 0, let ; ı 2 An.G/, set
h.s; t/ D .s C tı/ � h and set �.s; t/ D �k.h.s; t// with corresponding normalized
eigenvector v.s; t/. Using dot and prime to denote derivatives in s; t at s D 0; t D 0
respectively, we claim that

h;Hess.�/ıi D 2<.hv0; Phvi/C h;Hess.F /ıi: (5.3)

Differentiating �.s; t/ � �I D hv.s; t/; .h.s; t/ � �/v.s; t/i gives

P�0 D hPv0; .h � �I/vi C hv0; Phvi C hv0; .h � �I/ Pvi

C h Pv; h0vi C hv; Ph0vi C hv; h0 Pvi

C h Pv; .h � �I/v0i C hv; Phv0i C hv; .h � �I/ Pv0i

D 2<Œhv0; Phvi C h Pv; .h � �I/v0i C h Pv; h0vi�C hv; Ph0vi;

where h Pv0; .h � �I/vi and hv; .h � �I/ Pv0i vanish because v 2 ker.h � �I/. Further-
more, the criticality condition �0 D 0 applied to (5.1) gives

.h � �I/v0 D �h0v; (5.4)
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so the term h Pv; .h � �I/v0i C h Pv; h0vi vanishes and we are left with

P�0 D 2<.hv0; Phvi/C hv; Ph0vi:

We are done, since P�0 D h;Hess.�/ıi and hv; Ph0vi D h;Hess.F /ıi.

5.5. Step 1

Calculate
@F

@˛rs
D i. Nvre

i˛rshrsvs � Nvse
�i˛rs Nhrsvr/;

which vanishes at ˛ D 0 by (5.2), and

@2F

@2˛rs
.0/ D �. Nvrhrsvs C Nvs Nhrsvr/ D �2 Nvrhrsvs;

which is real and non-zero for r � s, and all other second derivatives vanish. There-
fore, Hess.F / is non-degenerate with index

ind.Hess.F // D #¹r � s; r < sW Nvrhrsvs > 0º D �.h; k/:

5.6. Step 2

For (small) t 2 R and � 2 Rn, we will find the second derivative of

F.d.t�// D hv; .d.t�/ � h � �/vi D he�it‚v; .h � �/e�it‚vi

by equation (2.5), where‚D diag.�1; �2; : : : ; �n/ so ei‚ D diag.ei�1 ; ei�2 ; : : : ; ei�n/
(which was formerly denoted ei� ). Then

d

dt
F.d.t�// D ih‚e�it‚v; .h � �/e�it‚vi � ihe�it‚v; .h � �/‚e�it‚vi;

d2

dt2
F.d.t�//

ˇ̌̌
tD0
D �h‚2v; .h � �/vi � hv; .h � �/‚2vi C 2h‚v; .h � �/‚vi:

The first two terms vanish. Using Mv D diag.v1; v2; : : : ; vn/, we get

hd�;Hess.F /.d�/i D 2h‚v; .h � �/‚vi D 2h�;M �v .h � �/Mv�i;

for all � 2 Rn. According to (5.2), 2M �v .h � �/Mv is real and is therefore equal to
Hess.F /jdRn as these are real symmetric matrices with equal quadratic forms. The
matrix Mv is invertible since v is nowhere-vanishing. Two conclusions follow.

(1) Assume ˛ D d� 2 V \ dRn. ThenMv� 2 ker.h� �/ and soMv� / v since
� is simple. Then � is constant, so d� D 0. We conclude that

V ˚ dRn D A.G/:
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(2) Hess.F /jdRn and h � � have the same number of negative eigenvalues, so

ind.Hess.F /jdRn/ D k � 1:

5.7. Step 3

For any � 2 Rn, the derivative of v in direction d� is v0 D i‚v and Hess.�/d� D 0
due to gauge invariance. Let @˛h stand for the derivative of h in direction ˛ 2 A.G/,
so that for any ı D d� equation (5.3) gives

h˛;Hess.F /d�i D �2<.hv0; @˛hvi/ D 2=.h‚v; @˛hvi/:

It follows from (5.2) that h‚v; @˛hvi is purely imaginary, so ˛ 2 V if and only if
h‚v; @˛hvi vanish for all real diagonal ‚. Since v is nowhere-vanishing,

˛ 2 V () @˛hv D 0:

Consequently, equation (5.3) shows that Hess.�/ and Hess.F / agree on V .

6. Proof of Theorem 4.4

6.1. The critical set F 0

Recalling the notations of Section 4.1, the graph G has nC 1 vertices labeled 0; 1;
2; : : : ; n. The set E0 is the set of edges connected to 0. The graph H is the induced
graph on the non-zero vertices. The torus of perturbations and its tangent space decom-
pose as

A.G/ D A.E0/˚A.H/; T .G/ D T .E0/˚ T .H/;

and h˛ D ˛ � h D
�
a b˛
b�˛ D˛

�
is an exceptional critical point of �k with simple eigen-

value � D �k.h˛/ and real eigenvector v D .0; v0/ with v0 D 0 and vr > 0 for r > 0.
As discussed in Section 4.1, D˛ must be real, so it is a signing of D. By replacing
h 2 �.G/with a signing of h (if necessary), we may assumeD˛ DD and ˛ 2A.E0/,
so h˛v D �v becomes Dv0 D �v0 and

b˛:v
0
D

X
r2E0

brvre
i˛0r D 0:

Recall that F denotes the union of the connected components of the critical set
of �k in Mh that contain Œh˛� and Œ Nh˛�. In Section 6.2 and Section 6.8, we will prove
that F D F 0 where

F 0 WD ¹Œh0� 2MhW h
0v D �v and there exists  2 A.E0/ such that h0 D  � h˛º:
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Observe that the set F 0 is closed under complex conjugation because � and v are
real, and  � h˛ D .� � 2˛/ � h˛ for any  2A.E0/. Moreover, the set F 0 consists
of critical points of �k: since h˛ is critical and �k is simple, Theorem 3.2 (3) implies
vs.h˛/rsvr is real for every r � s. Since �D�k.h0/ is simple for any h0D  � h˛ 2F 0,
then vsh0rsvr D vs.h˛/rsvr is real for every r � s (since v0 D 0) hence Œh0� is also a
critical point.

6.2. The diffeomorphism between F 0 and‚L

Define ˆWT .E0/ � h˛
Š
�! .S1/E0 by

ˆ. � h˛/r D

´
ei0r ei˛0r if br > 0;

�ei0r ei˛0r if br < 0;

for any  2A.E0/. An element h0 2 T .E0/ � h˛ satisfies h0v D �v (with the same �
and v D .0; v0/) if and only if ˆ.h0/ D .ei�r /r2E0 is a solution to the planar linkage
equation

P
r2E0

ei�rMr D 0 with Mr WD jbrvr j. The normalizer of T .E0/ � h˛ in
the gauge group is the zeroth coordinate T .0/ WD ¹.x; 0; 0; : : : ; 0/ 2 TnC1W x 2 S1º,
cf. equation (2.4). Therefore, the diffeomorphism ˆ passes to the quotient,

ˆW .T .E0/ � h˛/ == T .0/ Š
�! .S1/E0=S1

with ˆ.F 0/ D ‚L. By [17, p. 78], the set F 0 is a smooth manifold, closed under
complex conjugation, and either it is connected or it has two connected components
that are exchanged by complex conjugation. Moreover, it consists of critical points,
so F 0 � F . (The reverse inclusion is proven in Section 6.8.)

6.3. Gauge transformations on G ,H and E0

Decompose the space of functions on G, RG D RnC1, into RnC1 D R.0/ ˚ RH ,
where RH WD ¹.0; x/ 2 RnC1W x 2 Rnº Š Rn. The coboundary differential on H is
denoted

dH WR
H
! A.H/ � A.G/I .dHf /rs D

´
f .s/ � f .r/ if r � s and r; s � 1;

0 otherwise.

The image dHRH is the projection of dRH into A.H/ and in fact, for any f 2 RH ,

df D dHf C
X
r2E0

f .r/J.r; 0/ (6.1)
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where J.r;0/ 2A.E0/ is the antisymmetric matrix with J.r;0/r0D 1, J.r;0/0r D�1
and all other entries are 0. Let 1H D .0; 1; 1; : : : ; 1/ 2 RH denote the constant vector
on H and let 1E0 D

P
r2E0

J.r; 0/ 2 A.E0/. It is easy to verify that

spanR.1E0/ D dR.0/ D d.spanR.1H // D .dRH / \A.E0/ D .dRnC1/ \A.E0/:

(6.2)
Since D is properly supported on H and � D �0

k
.D/ is a simple eigenvalue of D

with a nowhere-vanishing eigenvector v0, then H is connected. Theorem 3.2 gives a
decomposition

A.H/ D VH ˚ dHRH (6.3)

and VH can be described in terms of directional derivatives, according to Section 5.6,

VH D ¹˛H 2 A.H/W .@˛H h˛/v D 0º; @˛H h˛ WD
d

dt
.t˛H � h˛/

ˇ̌̌
tD0
: (6.4)

Let A0.E0/ denote the orthogonal complement to spanR.1E0/,

A0.E0/ WD
°
 2 A.E0/W

X
r2E0

0r D 0
±
:

Let
� WA.G/! A.G/=dRnC1 Š H 1.GIR/

denote the quotient by
d�0.G/ D dRnC1;

cf. equation (2.2).

6.4 Lemma. The space A.G/ decomposes as a direct sum

A.G/ D A0.E0/˚ VH ˚ dRnC1: (6.5)

In particular, A0.E0/˚ VH
Š
�! �.A.G// and A0.E0/

Š
�! �.A.E0//.

Proof. It follows from (6.1) that dHRn � dRnC1 CA.E0/. Using (6.2) and (6.3),

A0.E0/C VH C dRnC1 D A.E0/C VH C dRnC1

� A.E0/C .VH C dHRn/ D A.G/

so A.G/ is spanned by the sum on the left side. On the other hand, the sum on the
left-hand side is a direct sum because the sum of the dimensions of the vector spaces
is

.jE0j � 1/C .ˇH /C n D .jE0j � 1/C .jEH j � nC 1/C n

D jEG j D dim.A.G//:
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6.5. The tangent space to F 0

Consider the preimage of F 0 in T .E0/ � h˛ ,bF 0 WD ¹ � h˛W  2 T .E0/; Œ � h˛� 2 F
0
º

D

°
 � h˛W  2 T .E0/ and

X
r2E0

ei0r .b˛/rvr D 0
±
:

Differentiate and use the identification Th˛Th D A.G/ to obtain the tangent space

Th˛
bF 0 Š ° 2 A.E0/W

X
r2E0

0r.b˛/rvr D 0
±
� A.E0/:

By Lemma 6.4, the quotient projection � takes L WD Th˛
bF 0 \A0.E0/ isomorphically

to TŒh˛�F
0, that is,

L D
°
 2 A0.E0/W

X
r2E0

0r.b˛/rvr D 0
±
Š �.L/ D TŒh˛�F

0: (6.6)

Let RE00 be the space of mean zero elements of RE0 , which we identify with
A0.E0/. Let x 2 RE00 and y 2 RE00 such that .b˛/rvr D xr C iyr for all r 2 E0.
Then

L D ¹ 2 A0.E0/W  � x D 0 and  � y D 0º:

6.6. The Hessian of �

Since dRnC1 acts by gauge transformations, the quadratic form Hess.�k/ at the crit-
ical point h˛ , expressed with respect to the decomposition (6.5) has the following
form:

Hess� D

0B@ A C 0

C � B 0

0 0 0:

1CA :
We will show that C D 0 and det.B/ ¤ 0 with ind.B/ D ˆ.D; k0/ � .k0 � 1/.

Using the notation @ for the directional derivative in direction  and @2
ı;

for the
second derivative in direction  and then in direction ı, equation (5.3) states that

h;Hess�ıi D 2<Œh@v; .@ıh˛/vi�C hv; .@2;ıh˛/vi:

If  is supported on E0 and ı is supported on H , then @2
;ı
h˛ D 0. If ı 2 VH , then

.@ıh˛/v D 0 according to (6.4). We conclude that h;Hess�ıi D 0 when ı 2 Vh and
 2 A0.E0/. Namely, C D 0.

Now, consider the block B D Hess�jVH . Let HessF be the Hessian of the func-
tion F.ı/ WD hv0; .ı �D/v0i for ı 2 T .H/ evaluated at ı D 0. Since D is real, then
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it is a critical point of �k0 . Since � D �k0.D/ is simple with a nowhere-vanishing
eigenvector v0, Theorem 3.2 implies the restriction HessF jVH is non-degenerate and
has ˆ.D; k0/ � .k0 � 1/ negative eigenvalues. Suppose ; ı 2 VH , then .@ıh˛/v D 0
and .@h˛/v D 0 due to (6.4), and equation (5.3) gives

h; Bıi D hv; .@2;ıh˛/vi D h;HessF ıi:

Therefore, B D HessF jVH . That is,

det.B/ ¤ 0 and ind.B/ D ˆ.D; k0/ � .k0 � 1/:

6.7. The block A D Hess�jA0.E0/

In this case, for ; ı 2 A0.E0/ the matrix @2
;ı
h˛ is supported on E0 so the second

term in equation (5.3) vanishes and we get

h;Hess�ıi D 2<Œh@v; .@ıh˛/vi�:

The vector .@ıh˛/v is only non-zero at the first coordinate,

..@ıh˛/v/0 D i
X
r2E0

ı0r.b˛/rvr D iı � x � ı � y :

To calculate @v, use (5.4), which states

.h˛ � �I/@v D �.@h˛/v: (6.7)

Let  j for j D 1; 2; : : : ; n C 1 be a choice of orthonormal eigenvectors of h˛
corresponding to the ordered eigenvalues. The Moore–Penrose Pseudo-inverse of
.h˛ � �I/ is the matrix

.h˛ � �I/
C
WD

X
j W�j .h˛/¤�

1

�j .h˛/ � �
 j 

�
j D

X
j¤k

1

�j .h˛/ � �
 j 

�
j ;

where in the last equality we used that �D �k.h˛/ is simple. By left multiplying (6.7)
with the matrix .h˛ � �I/C (whose kernel is spanned by v), we get

@v D �.h˛ � �I/
C.@h˛/v C Qcv;

for some constant Qc. Having v0 D 0 yields

h@v; .@ıh˛/vi D � .h˛ � �I/
C
00..@h˛/v/0..@ıh˛/v/0

D c.h˛/.i � x �  � y/.iı � x � ı � y/;
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where, from (4.4),

c.h˛/ D
X
j¤k

j j .0/j
2

� � �j .h˛/
D �.h˛ � �I/

C
00:

We conclude that

h;Aıi D 2c.h˛/.. � x/
2
C .ı � y/2/ D h; 2c.h˛/.xx� C yy�/ıi:

Since c.h˛/ ¤ 0 by assumption, then A has rank two over A0.E0/. In particular,

ker.A/ D L; and ind.A/ D

´
2 if c.h˛/ < 0;

0 if c.h˛/ > 0:

Since Hess�jA0.E0/˚VH D A˚B , then we conclude that ker.Hess�/DL˚ dRnC1

and

ind.Hess�/ D �.D˛; k0/ � .k0 � 1/C

´
2 if c.h˛/ < 0;

0 if c.h˛/ > 0:

6.8. F is Morse–Bott

Recall that the submanifold of critical points F 0 �Mh is a Morse–Bott critical sub-
manifold of �k if, at every point Œh0� 2 F 0, the kernel of Hess�k.Œh0�/ is exactly the
tangent space TŒh0�F 0 and the number of negative eigenvalues of Hess�k.Œh0�/ is con-
stant for all Œh0� 2 F 0. By (6.6) the kernel condition holds at Œh˛�. Since c.h˛/ is
non-zero and continuous, it does not change sign, so the Morse–Bott condition holds
at every point Œh0� 2 F 0. As the kernel of the Hessian at a point Œh0� 2 F 0 � F is
TŒh0�F

0 and �k is constant on F , the tangent spaces agree, TŒh0�F 0 D TŒh0�F . Since
F 0 is closed it is a union of connected components of F . It contains both Œh˛� and its
complex conjugate, so F D F 0 is Morse–Bott and

ind.F / D �.D˛; k0/ � .k0 � 1/C

´
2 if c.h˛/ < 0;

0 if c.h˛/ > 0:

7. Transversality to the strata of Hn

7.1. The strata

The vector space Hn of Hermitian n � n matrices is stratified according to the multi-
plicities of the eigenvalues, as described in [3]. (See also [1, 4, 30].) Suppose h 2 Hn

has k distinct eigenvalues �1 < �2 < � � � < �k . Specifying a multiplicity r.i/ for
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the eigenvalue �i determines a stratum T .r/, consisting of Hermitian matrices with
eigenvalues �i and multiplicities r.i/. The multiplicity vector r is an ordered parti-
tion of n, meaning that n D

Pk
iD1 r.i/, and every ordered partition of n determines a

stratum. The set of possible eigenvalues for h forms an open set

Rk< D ¹x 2 Rk W x1 < x2 < � � � < xkº

in Rk . The eigenspaces Vi determine a partial flag V1 � V1 ˚ V2 � � � � � Cn. There-
fore, the stratum T .r/ may be canonically identified with the product

P.r/ D F l.r/ �Rk<

where F l.r/ denotes the partial flag manifold of subspaces 0�W1 �W2 � � � � �Cn

with dim.Wk/ D
Pk
iD1 r.i/. This identification endows the stratum T .r/ with the

canonical structure of an analytic manifold, and each eigenvalue �i WT .r/! R is an
analytic function.

It is well known [34] that F l.r/ is isomorphic to the quotientU.n/=
Qk
iD1U.r.i//

of unitary groups, so it has dimension n2 �
Pk
iD1 r.i/

2 from which it follows that the
stratum T .r/ has codimension

Pk
iD1.r.i/

2 � 1/ in Hn.

7.2. The manifold Sm.k/

For any h 2 Hn, we may label the eigenvalues �1 � �2 � � � � � �n. Fix m; k. Let
Vk.h/ D ker.h � �k.h/:I / be the eigenspace with eigenvalue �k . Define6

Sm.k/ D ¹h 2 HnW dim.Vk.h// D m and �k�1.h/ < �k.h/º: (7.1)

Each h 2 Sm.k/ has exactly k � 1 eigenvalues less than �k and n�m� kC 1 eigen-
values greater than �k . It is foliated with leaves indexed by � 2 R,

Sm.k; �/ D ¹h 2 Sm.k/W�k.h/ D �º: (7.2)

7.3 Lemma. The set Sm.k/ (resp. Sm.k; �/) is an analytic manifold of codimension
m2 � 1 (resp. codimension m2) in Hn. The eigenvalue �k W Sm.k/! R is analytic.
If r is an ordered partition of n, then stratum T .r/ is the transverse intersection

Sr.1/.1/ \ Sr.2/.1C r.1// \ Sr.3/.1C r.1/C r.2// \ � � � \ Sr.k/.n � r.k/C 1/:

(7.3)

6We are grateful to the referee for pointing out an error in our earlier definition of Sm.k/.
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Proof. If h 2 Sm.k/, then the eigenspace V D Vk.h/ is an element of the Grassmann
manifold Gm.Cn/ of m-dimensional subspaces of Cn. Set t D �k.h/. The restriction
hjV ? determines an orthogonal decomposition Vk.h/?DW�˚WC as the sum of the
< t (resp. > t ) eigenspaces of hjVk.h/? of dimension k � 1 and dimension n �m �
kC 1 respectively. The further restriction hjW� lies in the set H .W�/

<t of Hermitian
operators all of whose eigenvalues are < t , and similarly for hjWC. Therefore, we
have parametrized Sm.k/ by a double fibration

H .W�/
<t �H .WC/

>t Sm.k/

W� 2 Gk�1.V
?/ E

.V; t/ 2 Gm.Cn/ �R

 - !

 

!

 

!

 - !

 

!

 

!

where E is the bundle whose fiber over .V; t/ is the Grassmannian of .k � 1/-dimen-
sional complex subspacesW� � V ?. From this, we see that Sm.k/ is an analytic man-
ifold and t D �k is an analytic function on Sm.k/, as a coordinate in the parametriza-
tion.

The dimension of Sm.k/ may be calculated from the above diagram,

dim.Sm.k//D dimR.Gm.C
n//C dimR.Gk�1.V

?//C dim.H .W�/
<t
�H .WC/

>t /;

and a miraculous cancellation of terms gives codim.Sm.k// D m2 � 1. It is a direct
consequence of the definitions that T .r/ is the intersection (7.3). The intersection is
transversal because the different factors in (7.3) involve independent conditions.

7.4 Proposition. Fix h 2 Hn with eigenvalue � D �k.h/ and eigenspace V D Vk of
dimension m.

(A) The tangent space ThSm.k;�/ (resp. ThSm.k/) consists of all tangent vectors
� 2 ThHn D Hn such that, as sesquilinear forms,7 the restriction �jV D 0

(resp. such that �jV is a scalar8). With respect to the decomposition

Cn
D Vk ˚ V

?
k ;

7Cf. Section 2.1.
8In fact, it is multiplication by the directional derivative @�.�k/.
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it is the subspace of matrices

� D

�
0 B

B� D

�
; resp. � D

�
c:IV B

B� D

�
; (7.4)

where D 2 Hn�k , B 2Mk�.n�k/.C/, c 2 R, and IV the identity on V .

(B) A submanifold Q � Hn is transverse to Sm.k; �/ (resp. Sm.k/) at h 2 Q if
and only if the elements �jV (resp. the elements c:IV C �jV ) account for all
the Hermitian operators in H .V /, as � varies within ThQ and c within R.

(C) The tangent space ThSm.k; �/ (respectively, ThSm.k/) can also be expressed
as the set of all � 2 Hn of the form

� D .h � �:I /U C U �.h � �:I / with U 2Mn�n.C/

(respectively, � D .h � �:I /U C U �:.h � �:I /C c:IV with U 2 Mn�n.C/

and c 2 R).

Proof. Let � be a tangent vector to Sm.k; �/ at the point h D h0. Let ht 2 Sm.k; �/
be a smooth one parameter family with � D PhD d

dt
h.0/. Suppose ut 2 V � Cn is an

eigenvector of ht with eigenvalue �. Differentiating the eigenvalue equation huD �u
gives PhuC h Pu D � Pu. Taking the inner product with any w 2 V gives hw; �ui D 0
which shows that � has the form of equation (7.4) above. On the other hand, the
codimension of the space of matrices (7.4) is m2 which equals the codimension of
Sm.k; �/ so (7.4) describes the full tangent space. A similar procedure works for the
tangent space to Sm.k/.

Part (B) of the proposition is an immediate consequence.
For part (C), using the decomposition Cn D Vk ˚ V

?
k

, the matrix of T D h� �:I
is

h � �:I D

�
0 0

0 A

�
(7.5)

where A is non-singular. Given U 2Mn�n.C/, we have

U D

�
U1 U2

U3 U4

�
H) T U C U �T D

�
0 U �3 A

AU3 AU4 C U
�
4 A

�
:

Hence, T U C U �T 2 ThRm.�/ as it has the form (7.4). Conversely, since A is
invertible, AU3 and AU4 account for all matrices in M.n�k/�k.C/ and Mk�k.C/

as U varies within Mn�n.C/. This proves the case � D
�
0 B
B� D

�
, and the case of

� D
�
c:IV B

B� D

�
follows.

A closely related result, concerning transversality with respect to the manifold of
matrices with constant rank, appears in [27, Chapter 10.5]. Although Lovász considers
only real symmetric matrices, his proof applies also to Hermitian matrices.
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7.5. Application to graphs

Fix k; m; n � 1 and let � 2 R. Recall Sm.k/; Sm.k; �/ � Hn from (7.1), (7.2). Let
G be a graph on n vertices with a set of edges E and associated spaces �.G/ �

H .G/ � Hn. In this section we determine when the inclusion H .G/! Hn is trans-
verse to the manifold Sm.k/ at a point h of their intersection. The results are used
in Corollary 7.10, the case of multiplicity 2, to provide sufficient conditions which
guarantee that the mapping Th ! Hn is transverse to S2.k/ locally near h.

Let H . xG/ denote those Hermitian matrices that are supported on the complement
of E. That is h 2 H . xG/ if h� D h, hrr D 0, and hrs D 0 for all r and for any edge
rs. It is the orthogonal complement9 in Hn to H .G/.

7.6 Proposition. Fix h 2 Hn. Suppose �k�1.h/ < �k.h/ and the eigenvalue � WD
�k.h/ has multiplicitym and eigenspace V D Vk . The following statements are equiv-
alent.

(1) The inclusion H .G/! Hn is transverse to Sm.k/ at h.

(2) The inclusion H .G/! Hn is transverse to Sm.k; �/ at h.

(3) .h � �:I /X ¤ 0 for every non-zero X 2 H . xG/.

(4) There exist �1; �2; : : : ; �N 2H .G/ whose restrictions ¹�1jV; �2jV; : : : ; �N jV º
span (over R) the space H .V / of Hermitian operators on V .

Proof. Let V denote the m-dimensional eigenspace of h with eigenvalue �. Parts (1)
and (2) are equivalent by Proposition 7.4 because the tangent space ThH .G/DH .G/

contains the identity matrix � D I , and �jV D IV .
For part (3), as in [27, Section 10.5.2], the manifolds H .G/ and Sm.k; �/ are

transverse at h if and only if the orthogonal complements of their tangent spaces
intersect trivially. The orthogonal complement to ThSm.k; �/ is

ThSm.k; �/
?
D ¹X 2 HnW .h � �:I /X D 0º

by equations (7.5) and (7.4). The orthogonal complement of ThH .G/ D H .G/ is
H . xG/, so transversality to Sm.k; �/ fails if and only if there exists 0 ¤ X 2 H . xG/

such that .h � �:I /X D 0.
Part (4) is a restatement of part (B) of Proposition 7.4.

7.7. Example – Graph splitting

The following example provides some intuition for the definitions in Section 7.8.
Given graphs H1; H2 of size n1; n2 respectively. Suppose that both h1 2 H .H1/

9Hn is equipped with the standard inner product hA;Bi WD trace.A�B/ D trace.AB/.
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and h2 2 H .H2/ have the same simple eigenvalue �. Let �1; �2 be corresponding
eigenfunctions. Suppose there is a vertex v1 of H1 with �1.v1/ D 0 and a vertex
v2 of H2 with �2.v2/ D 0. Let G be the graph of size n D n1 C n2 � 1 obtained
from joining H1, H2 by identifying the vertices v1 and v2. Define h 2 H .G/ such
that its restrictions to H1; H2 agree with h1; h2. Then � is an eigenvalue of h with
2-dimensional eigenspace V and eigenfunctions ˆ1 D �1 � ¹0º and ˆ2 D ¹0º � �2
such that hˆ1; ˆ2i D 0. For any � 2 H .G/, we have hˆ1; �ˆ2i D 0 so the elements
�jV fail to account for all quadratic forms on V , that is, H .G/ is not transverse to
S2.k/ at the point h. In the graph G, both eigenfunctions vanish at the vertex v1 D v2
so the graph G is “split” into two pieces by this eigenvalue �.

7.8. Graph theoretic conditions

Maintain the notation of Section 7.1 and Section 7.5. If u 2 Rn the support of u is the
set spt.u/ of vertices j such that uj ¤ 0. If V � Rn is a subspace, its support is

spt.V / D
[
u2V

spt.u/:

If � is an eigenvalue of h 2 H .G/ with eigenspace V D ker.h � �I/, we say that
the eigenspace V splits G if the induced subgraph Gjspt.V / of G on the vertices in
spt.V / is not connected. Given an edge .rs/, we say that V projects surjectively onto
.rs/ if ¹.ur ; us/Wu 2 V º D C2.

7.9 Theorem. Suppose h 2 H .G/ has eigenvalue � D �k.h/ and eigenspace V .

(A) Suppose the multiplicity of �k is 2 and either

(a) there exists an edge .rs/ on which V projects surjectively, or

(b) the eigenspace V does not split G.

Then H .G/ is transverse to S2.k/ at the point h.

(B) For arbitrary multiplicity m, suppose there exist nonzero vectors u; v 2 V
whose supports are edge-separated, meaning that spt.u/ \ spt.v/ D ; and
there are no edges between spt.u/ and spt.v/. Then H .G/ is not transverse
to Sm.k/ at h.

Proof. Assume there exists an edge .rs/ on which V projects surjectively. In this
case, we may choose u and v in V such that .ur ; us/ D .1; 0/ and .vr ; vs/ D .0; 1/,
so that in the (not necessarily orthonormal) basis ¹u; vº of V , for any � 2 H .G/ with
�ij D 0 for all ij … ¹rr; rs; sr; ssº,

�jV WD

�
hu; �ui hu; �vi

hv; �ui hv; �vi

�
D

�
�rr �rs

�sr �ss

�
:

So, these vectors span H .V / verifying part (4) of Proposition 7.4.
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For condition (b), we will show that if V does not split G, then there must be an
edge .rs/ on which V projects surjectively. LetH be the induced subgraph on spt.V /
and assume it is connected. Choose a generic basis ¹u; vº of V , so that u.r/ ¤ 0

and v.r/ ¤ 0 for all r 2 H . Assume by contradiction that V does not project sur-
jectively on any edge .rs/. That is, u.s/

u.r/
D

v.s/
v.r/

for every edge .rs/ in H . Fix an
initial vertex r0 2 H . Any other vertex s 2 H is connected to r0 by a path in H , say
.r0; r1; r2; : : : ; rm; s/, and so

v.s/

v.r0/
D
v.r1/

v.r0/
�
v.r2/

v.r1/
� � �

v.s/

v.rm/
D
u.r1/

u.r0/
�
u.r2/

u.r1/
� � �

u.s/

u.rm/
D

u.s/

u.r0/
:

Thus, u and v are linearly dependent.
For part (B), given u; v 2 V as described in part (B), the matrix X D uv� C vu�

is in Hn. xG/ and satisfies .h � �:I /X D 0, which contradicts Proposition 7.6 (3).

7.10 Corollary. Let h 2 �.G/ be properly supported, and let ˛ 2 A.G/. Let Th D

T .G/ � h �H .G/ be the embedded torus. Suppose the eigenvalue �k of h˛ D ˛ � h
has multiplicity 2 with eigenspace that does not splitG. Then there is a neighborhood
V � A.G/ of ˛ and a neighborhood U � �.G/ of h such that for a generic10 set of
h0 2 U , the embedding map Th0,!Hn takes the open subset

V � h0 D ¹˛0 � h0W˛0 2 V º � Th0

transversally to the stratum S2.k/.

Proof. Consider the composition

ˆWT .G/ � �.G/
�
! H .G/

j
,! Hn

given by ˆ.˛0; h0/ D ˆh0.˛
0/ D ˛0 � h0. The map � above is surjective, since h is

properly supported, with finite fibers, it is an open mapping and a submersion. The
non-splitting assumption implies the embedding map j takes H .G/ transversally to
S2.k/ at the point h˛ , so it takes a neighborhood W � H .G/ of h˛ transversally to
S2.k/. Choose the neighborhoods V � A.G/ and U � �.G/ so that V � U � W .
ThenˆWV �U !Hn is transverse to S2.k/. Lemma A.1 implies there exists a dense
set of values h0 2 U so that the resulting map ˆh0 W V ! Hn is transverse to S2.k/.
But this map is the composition

V
Š
�! V � h0

j
�! Hn:

10An open, dense and full measure set.
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7.11. Example – Graphs for which Th is generically transverse to S2

Suppose G is a graph obtained by removing a set of disjoint edges from the complete
graph, say .rj ; sj / for j D 1; : : : ; m such that the vertices ¹r1; s1; r2; s2; : : :º are all
distinct. If h 2 H .G/ has distinct diagonal elements (a generic assumption), then the
embedded torus Th intersects S2.k/ transversally for every k. To prove this, it suffices
by Corollary 7.10 to show, for any h˛ 2 Th, that no multiplicity-two eigenvalue of h˛
splits G.

Assume by contradiction that some h˛ 2 Th has a multiplicity two eigenvalue
�D �k.h˛/with eigenspace V such that the induced graphGjspt.V / is disconnected.
By the construction of G, this means that spt.V / D ¹rj ; sj º for one of the missing
edges .rj ; sj /. So, � is a multiplicity-two eigenvalue of the restriction

h˛jspt.V / D
�
hrj ;rj 0

0 hsj ;sj

�
:

This contradicts the assumption that diagonal elements of h are distinct.

A. Transversality

A.1 Transversality Lemma. Let ˆWT � B ! H be a smooth map between smooth
manifolds and suppose this map is transverse to a submanifold S � H . Then there is
a dense set of values b 2 B such that the partial map

�bWT ! H given by �b.x/ D ˆ.x; b/

is transverse to S . If ˆ is proper and S � H is closed, then this set of values is
open in B . If ˆ;T ; B;H and S are analytic then the set of values b 2 B for which
transversality of �b fails is a subanalytic subset of B of positive codimension.

Remarks. Here, T is any finite-dimensional smooth manifold. The symbol T is
being used to indicate that for our application, T is an open subset of the torus T .G/.

This result says, for example, that two submanifolds of Euclidean space may be
made transverse by an arbitrarily small translation. The transversality lemma is due
originally to R. Thom ([31]). The proof described here may be found in ([18]).

Proof. It suffices to consider the case when B is open in some Euclidean space. By
assumption, the set P D ˆ�1.S/ is a smooth submanifold of T � B and it is easy
to check that b 2 B is a regular value of the projection � WP ! B if and only if the
partial map �bWT ! H is transverse to S . But Sard’s theorem says that the set of
non-regular values of � has Lebesgue measure zero.
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Now, assume S is closed and ˆ is proper (i.e., the preimage of a compact set
is compact). To show the set of “transversal” elements b 2 B is open, we show its
complement is closed. Let bi 2 B be a convergent sequence of points, say bi !
b 2 B for which there exists points ti 2 T such that �bi fails to take the tangent
space TtiT transversally to TsiS where si D ˆ.ti ; bi /. Since ˆ is proper, by taking a
subsequence if necessary we may assume the sequence converge, say ti ! t 2 T and
therefore si ! s for some s 2 H . Since S is closed, we also have s 2 S . The failure
of transversality is a closed condition so �b fails to take TtT transversally to TsS .

Finally, ifˆ;T ;B;H ;S are analytic then the set of points .t;b/2T �B for which
�b fails to be transverse at t is again analytic so its image Z � B is a subanalytic
subset of B . It has positive codimension, for if Z contains an open set in B , then this
contradicts the assumption that ˆ is transverse to S .

B. Heuristics for discretization of magnetic Schrödinger operators

The definition of discrete magnetic operators can be found in [14, 26] for example,
however, we will give here a heuristic explanation for why this is the right discretiza-
tion for magnetic Schrödinger operators. For simplicity, we consider domains in R3,
so that magnetism can be described using vector fields: a magnetic field B and mag-
netic potential A such that B D r �A. (The modern approach would consider A and
B as a 1-form and 2-forms).

The quadratic form of a Schrödinger operator H D �C V on a domain � � Rn

is

hf;Hf i D

Z
�

nX
jD1

�@f .x/
@xj

�2
C V.x/f .x/2 dx;

for the relevant class of functions f on �. If we approximate the quotient @f .x/
@xj

with
f .xC"ej /�f .x/

"
, the quadratic form can be written as in (1.1)

X
x;y2ƒ"

hxy.f .y/ � f .x//
2
C V.x/f .x/2dx; hxy D

´
1
"2

if x � y;

0 otherwise,

where ƒ" � � is a grid of side length ". Introducing a magnetic field B , the operator
H is changed to a magnetic Schrödinger operator HA by the rule @f .x/

@xj
7!

@f .x/
@xj
C

iAj .x/f .x/, where A D .A1; A2; A3/ is the magnetic potential defined (uniquely up
to gauge transformations A � A0 D ACrg) by the relation r �A D B . Notice that

@f .x/

@xj
C iAj .x/f .x/ D lim

t!0

.ei
R xCtej
x A.s/dsf .x C tej // � f .x/

t
;
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and the " discretization of the quadratic form can be written as in (2.3)

Z
�

3X
jD1

ˇ̌̌@f .x/
@xj

C iAj .x/f .x/
ˇ̌̌2
C V.x/jf .x/j2 dx

�

X
x;y2ƒ"

hxy

ˇ̌̌
f .y/ � ei˛xyf .x/

ˇ̌̌2
C V.x/jf .x/j2 dx;

using ˛xy D
R xC"ej
x

A.s/ds when y D x C "ej and extending it antisymmetrically.
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