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A basis- and integral-free representation of time-dependent
perturbation theory via the Omega matrix calculus

Antônio Francisco Neto

Abstract. We obtain a basis- and integral-free representation of the n-term in time-dependent
perturbation theory of the quantum time-evolution operator. The main technical tool to construct
the aforementioned representation comprises the Omega matrix calculus; that is, an exten-
sion of MacMahon’s partition analysis to the realm of matrix calculus. In particular, we show
that if we specialize our formulation to the time-independent and finite-dimensional case, we
recover Putzer (1966) original formulation to compute the matrix exponential avoiding the Jor-
dan canonical form. Furthermore, if we use an explicit basis for the time-independent part of
the generator of evolution, then our work implies a representation of the perturbation expansion
similar to an approach discussed in the recent work of Kalev and Hen (2021) using divided
differences. Finally, we obtain closed form expressions which generalize and unify all the per-
turbation calculations considered in Kalev and Hen (2021) and advance some considerations
regarding degeneracy associated with the unperturbed Hamiltonian in the context of adiabatic
switching.

1. Introduction

The solution of the time-dependent Schrödinger equation (in units „ � 1)

{ 0.t/ D H .t/ .t/ and  .t0/ D  0; (1.1)

where { is the imaginary unit, is given by

 .t/ D U .t; t0/ 0; (1.2)

where U .t; t0/ is the time-evolution operator

U .t; t0/ D T exp
�
�{

Z t

t0

H .s/ ds
�
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with the time-ordering operator T [20, Chapter 1] and a time-dependent Hamiltoni-
an operator H .t/ acting on the Hilbert space H . The determination of U .t; t0/ is
of paramount importance in a variety of applications, but, unfortunately, this status
is contrasted with the difficulty in determining U .t; t0/ either by non-perturbation
methods or using perturbation theory [23,31]. For example, the usual computation of
time-dependent perturbation theory of the evolution operator starting with the iterated
integrals involving time-ordered product of operators turns out to be rather difficult
even for simple cases [31]. Therefore, new methods to compute time-dependent per-
turbation theory which shed light on the intricate nature of the iterated integrals are
of great value. It turns out that methods based on combinatorics (discrete structures)
turn out to be quite useful in computing U .t; t0/. We mention notably graph rules
for functions of the time-evolution operator [14], ordered labeled rooted trees and
convergence criteria for series of integrals [35], tree parametrization of iterated inte-
grals [9, 10], the method of path-sums based on resummations on graphs [24, 25],
and, recently, an integral-free method for the Dyson series based on divided differ-
ences [31]. For other time-dependent perturbation treatments including Magnus- and
Fer-type expansions with applications and connections with the time-ordered product,
we refer the reader to [4, 8, 32, 39].

Here we take another unexplored route to compute time-dependent perturbation
theory, but this time using combinatorial analysis rooted in the partition of natural
numbers. MacMahon’s partition analysis (MPA) or Omega calculus is a powerful and
easy to apply tool of combinatorial analysis originally devised to construct generating
functions describing the solutions of Diophantine systems in the context of the parti-
tion of natural numbers [37]. MPA was mainly concerned with scalar problems until
recently when an extension of MacMahon’s formalism to matrix analysis, referred
here as Omega matrix calculus or OMC for short, was introduced in [17]. Later on,
OMC was applied to problems of continuum mechanics; that is, the computation of
matrix derivatives [16]. Recently, exact formulas for the powers of matrices of general
interest such as the companion, tridiagonal, and triangular matrices were obtained [19]
as well as an extension of Putzer’s representation [40] to general analytic functions
including the Mittag-Leffler function and fractional matrix exponentials [18].

In this work, we obtain a basis- and integral-free representation of time-dependent
perturbation theory by recasting the terms of the expansion in the framework of OMC.
Our approach is quite simple and easy to apply since all we need is the computation
of rather simple Omega generating functions and the solution of an elementary initial
value problem (IVP) for ordinary differential equations (ODEs). Using our representa-
tion, we obtain an exact expression for the n-term of the time-dependent perturbation
expansion of the evolution operator which gives as special cases all the examples con-
sidered in [31]. We also advance some considerations regarding degeneracy associated
with the unperturbed Hamiltonian in the context of adiabatic switching [11,12,22,34].
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Here we consider the generator of dynamics composed of a time-independent Hamil-
tonian plus a time-dependent interaction term. As we will show by setting to zero
the time-dependent interaction, we recover Putzer original formulation in [40, The-
orem 1], and if we introduce a basis for the time-independent Hamiltonian, then we
recover a result equivalent to [31]. Therefore, our work can be interpreted in at least
two distinct ways: as an extension of Putzer’s representation in the context of the
time-dependent case and as a basis-free approach to the integral-free representation
of the time-dependent perturbation theory described in [31].

This work is organized as follows. In Section 2, we establish the necessary back-
ground in order to introduce our main results in Section 3. Some examples show
the usefulness of our approach in Section 4. Section 5 is devoted to the concluding
remarks.

2. Basic definitions and auxiliary results

2.1. Brief review of Omega matrix calculus

We recall the basic definitions of OMC following [17]. See also [1,2,37] for the orig-
inal formulation in the scalar case and for the implementation of the Omega package,
a computer algebra package in MATHEMATICA suited for the Omega calculus. We
write 0n D .0; : : : ; 0/ 2 Cn throughout this work.

Definition 2.1. Let Xa 2 CN�N for each a 2 Zn and �a D �a1

1 � � � �
an
n . We define

the linear operators acting on absolutely convergent matrix valued expansions

�

�
D

1X
a1D�1

� � �

1X
anD�1

Xa�
a def
D X0n

(2.1)

in an open neighborhood of the complex circles j�i j D 1.

Remark 2.2. The convergence of the series in (2.1) guarantees that no singulari-
ties in the variable �i in an open neighborhood of the circle j�i j D 1 exists. As
remarked in [1], this is an important ingredient avoiding ambiguous results and lead-
ing to unique Laurent expansions. Note also that since the Omega operators are linear
operators, they commute with the derivative @.Xa/ij , where we write .Xa/ij for the
entry in row i and column j of Xa. Without further mention we use this observation
whenever necessary.

Definition 2.1 encodes the essence of the Omega calculus: the elimination of the
Omega variables. Note that the left-hand side of (2.1) contains the Omega variable �
which after applying the Omega operator is eliminated resulting in the right-hand side
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of (2.1). It turns out that it is not always straightforward to eliminate the Omega vari-
ables, but luckily our formalism fits in the most simple case. The Omega expressions
considered here are all of the type

�

�
D

�n

P.x=�/
(2.2)

with n > 0 and a factored polynomial P.x/ 2 CŒx�. The parameter x is taken small
to fulfill the conditions stated in Definition 2.1. In what follows, we recall the def-
inition of the generating function of the homogeneous (a.k.a. complete) symmetric
polynomials hn.x1; x2; : : : ; xm/ [36]

1

.1 � x1t /.1 � x2t / � � � .1 � xmt /
D

X
n�0

hn.x1; x2; : : : ; xm/t
n: (2.3)

In contrast to (2.2), the most difficult expressions to consider are those having non-
factored denominators along with powers of � and ��1. Indeed, compare [1, Theo-
rem 2.1] with [1, Lemma 2.1] and see [27].

The next lemma shows that it is quite simple to eliminate Omega variables in (2.2)
with a factored polynomial P.x/.

Lemma 2.3. Let n � 0. Then we have

�

�
D

�n

.1 � x1=�/.1 � x2=�/ � � � .1 � xm=�/
D

´
1 if n D 0;

hn.x1; x2; : : : ; xm/ if n > 0:
(2.4)

Proof. The proof is straightforward from (2.3).

We will use throughout this work the terminology Omega free for the expression
obtained after the elimination of the Omega variable. For example, the right-hand side
of (2.4) is an example of an Omega free expression.

Another nice feature of OMC is that under the Omega operator we can represent
a matrix function in terms of another matrix function. Indeed, if

F.X/ D
X
a2S

faX
a and G.X/ D

X
a2S

gaX
a

for some set S provided the conditions in Definition 2.1 are valid, then we have the
next lemma.

Lemma 2.4. The following identity holds:

G.X/ D
�

�
D

X
a2S

ga

fa
�aF

�X
�

�
:
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Proof. Observe that

�

�
D

X
a2S

ga

fa
�aF

�X
�

�
D

X
a;b2S

ga

fa
fbX

b
�

�
D
�a�b„ ƒ‚ …

D
Qn

iD1 ıai ;bi

D

X
a2S

gaX
a
D G.X/

with the usual Kronecker delta ıa;b .

2.2. Auxiliary results

Let

P.x/ D det.xI �A/ D
rY
iD1

.x � ˛i /
mi (2.5)

withmi � 1 and
Pr
iD1mi DN be the characteristic polynomial ofA. It follows from

the Cayley–Hamilton theorem that P is an example of an annihilating polynomial;
that is, a polynomial P such that P.A/ D O. The annihilating polynomial of the
smallest possible degree d is called the minimal polynomial [3, 21, 29, 33]

Q.x/ D

rY
iD1

.x � ˛i /
ni D xd C cd�1x

d�1
C � � � C c1x C c0 (2.6)

with 1 � ni � mi .
It follows from the existence of the annihilating polynomial that analytic matrix

functions can be represented by a finite sum. In particular, we have the representation
for the matrix exponential

exp.tA/ D
d�1X
kD0

xkC1.t/A
k : (2.7)

We also recall that the coefficients xkC1.t/ are unique using [13, Proposition 2]. We
use this result to prove the next lemma which is equivalent to [40, Theorem 1] apart
from the fact that the minimal polynomial Q.x/ in (2.6) is used instead of the char-
acteristic polynomial P.x/ in (2.5). For other finite sum representations of the matrix
exponential and other matrix function definitions, we refer the reader to [5–7, 38]
and [28], respectively.

Lemma 2.5. Let A 2 CN�N . Then we have

exp.tA/ D
d�1X
kD0

xkC1.t/A
k;

where
x.t/ D By.t/ (2.8)
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with x.t/ D .x1.t/; : : : ; xd .t//T,

B D

0BBBBBB@
c1 c2 � � � cd�1 1

c2 c3 � � � 1 0
:::

:::
: : :

:::
:::

cd�1 1 � � � 0 0

1 0 � � � 0 0

1CCCCCCA ;

and y.t/ D .y.t/; y0.t/; : : : ; y.d�1/.t//T 2 Cd such that

y.d/.t/C cd�1y
.d�1/.t/C � � � C c1y

0.t/C c0y.t/ D 0 (2.9)

with the coefficients of the ODE in (2.9) determined by Q.x/ in (2.6) and satisfying
the initial conditions

y.0/ D y0.0/ D � � � D y.d�2/.0/ D 0 and y.d�1/.0/ D 1: (2.10)

Proof. Observe that

d�1X
kD0

xkC1.t/A
kC1
D A exp.tA/ D

d�1X
kD0

x0kC1.t/A
k (2.11)

and by the uniqueness of the expansion in (2.11); that is, the corresponding coeffi-
cients in the left-hand side and right-hand side of (2.11) are equal. Thus, we obtain

x0kC1.t/ D xk.t/ � ckxd .t/ (2.12)

using

d�1X
kD0

xkC1.t/A
kC1
D

d�2X
kD0

xkC1.t/A
kC1
C xd .t/A

d

D

d�2X
kD0

xkC1.t/A
kC1
� xd .t/

d�1X
iD0

ciA
i ;

which follows from the fact that the minimal polynomial in (2.6) is annihilating.
We can easily show that (2.8) is equivalent to (2.12) since xd .t/ D y.t/. The initial
condition in (2.10) is similarly proved by setting t D 0 in (2.11).

Concerning y.t/ D .y.t/; y0.t/; : : : ; y.d�1/.t//T in (2.8); note that we can write

y.t/ D

rX
iD1

ni�1X
jD0

cij t
j exp.˛i t /; (2.13)
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where the coefficients cij in (2.13) are such that (2.10) is satisfied. Therefore, to deter-
mine xkC1.t/, all we need is the solution of the most elementary IVP: an ODE with
constant coefficients in (2.9) and the initial conditions in (2.10)!

An exact formula for cij in (2.13) is given in the next lemma.

Lemma 2.6. The following identity holds:

cij D
1

.j C 1/Š.ni � j � 1/Š
@
ni�j�1

�

�
.� � ˛i /

niQr
kD1.� � ˛k/

nk

�ˇ̌̌̌
�D˛i

: (2.14)

Proof. We first show that

y.i�1/.t/ D
�

�
D

exp.�t/�iQr
kD1.� � ˛k/

nk
: (2.15)

Note that the expression for y.t/D y.0/.t/ satisfies the IVP given in (2.9) and (2.10).
Indeed, we have

dC1X
iD1

ci�1y
.i�1/.t/ D

�

�
D
� exp.�t/

�PdC1
iD1 ci�1�

i�1
�Qr

kD1.� � ˛k/
nk„ ƒ‚ …

(2.6)
D 1

D
�

�
D
� exp.�t/ D 0

with the convention cd � 1. Regarding the initial conditions, note that

y.i�1/.0/ D
�

�
D

�iQr
kD1.� � ˛k/

nk
D

�

�
D

�i�dQr
kD1.1 � ˛k=�/

nk
D

´
0; 1 � i < d;

1; i D d:

Finally, using partial fraction decomposition, we have

1Qr
kD1.� � ˛k/

nk
D

rX
iD1

ni�1X
jD0

j Šbij

.� � ˛i /jC1
(2.16)

with bij given by the right-hand side of (2.14). The result follows if we can show that
cij � bij . Indeed, observe that

y.t/
(2.15)
D

�

�
D

� exp.�t/Qr
kD1.� � ˛k/

nk

(2.16)
D

rX
iD1

ni�1X
jD0

j Šbij
�

�
D

� exp.�t/
.� � ˛i /jC1

D

rX
iD1

ni�1X
jD0

bij @
j
˛i

�

�
D

exp.�t/
1 � ˛i=�„ ƒ‚ …
Dexp.˛i t/

D

rX
iD1

ni�1X
jD0

bij t
j exp.˛i t /

from the uniqueness of the solution of the IVP in (2.9) and (2.10); that is, we have
bij � cij given in (2.13).
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3. Omega matrix calculus and time-dependent perturbation theory

Let us consider
H .t/ D H 0 C 
V .t/; (3.1)

whereH 0 is a time-independent Hamiltonian and 
V .t/ represents a time-dependent
interaction term. Throughout this work, we assume that the spectrum of H 0 is given
by a countable (discrete) set. We will be interested in the IVP (1.1) with H .t/ given
by (3.1) and  .t/ in (1.2) determined by the time-dependent perturbation theory of
the evolution operator

U .t; t0/ D
X
n�0


nU .n/.t; t0/; (3.2)

where U .0/.t; t0/ D exp.�{.t � t0/H 0/ and

U .n/.t; t0/ D .�{/
n exp.�{tH 0/

Z t

t0

dt1

Z t1

t0

dt2 � � �

�

Z tn�1

t0

dtnV I .t1/V I .t2/ � � �V I .tn/ exp.{t0H 0/

if n � 1 with V I .t/ � exp.{H 0t /V .t/ exp.�{H 0t /. Here the subscript I stands for
the interaction picture [15]. The associated Dyson series is given by

U I .t; t0/ D
X
n�0


nU
.n/
I .t; t0/

with U I .t; t0/ D exp.{tH 0/U .t; t0/ exp.�{t0H 0/. For the convergence of the afore-
mentioned series see, e.g., [41, Theorem 69] and [30]. It turns out that for our purposes
it is sufficient to consider an interaction term of the form

V .t/ D

pX
qD1

exp..{!q C "/t/V q: (3.3)

Indeed, if

V .t/ D

pX
qD1

fq.t/V q (3.4)

with analytic fq in a neighborhood of 0 so that we have locally

fq.t/ D
X
n�0

@nt fq.0/t
n=nŠ;

then we can use Lemma 2.4 with F ! exp and G ! f . More precisely, we have

V .t/ D

pX
qD1

fq.t/V q D lim
m!1

X
l�m

pX
qD1

@lfq.0/
�

�
D
�l exp.t=�/V q
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such that the dependence on t of fq is transferred to the exponential function. The
potentials considered in [24, 31] are all of type (3.4). The time-dependent potential
in (3.3) goes to zero as t ! �1 with a small parameter " > 0. This class of poten-
tials appears in time-dependent perturbation theory for bound states using adiabatic
switching. See, e.g., [34, (104) and (106)].

To justify the use of the Neumann series in the following theorem, we introduce
a complex parameter z small to ensure the convergence. Therefore, whenever we write�

I �
X

�

�
D

X
n�0

�X
�

�n
;

we actually mean �
I �

zX

�

�
D

X
n�0

�zX
�

�n
making the replacement �! �=z everywhere. Since the final result (after the elim-
ination of the Omega variable �) does not depend on z, we omit this parameter for
simplicity. Recall that only null powers of � survive the action of the Omega operator
resulting in the cancellation of all the factors containing the parameter z. This strategy
was used before in the context of OMC [16–19].

We are now ready to state our main results.

Theorem 3.1. Assume thatH .t/ 2 CN�N (N <1) orH .t/ is a restriction of (3.1)
to a subspace of H of finite dimension. Then we have the basis- and integral-free
Omega representation

U .n/.t; t0/ D exp.{t0.�qn
� {n"//.�{/n

pX
q1D1

� � �

pX
qnD1

�

�
D
e�.t�t0/�Rq0

.�; "/

� V q1
Rq1

.�; "/V q2
� � �Rqn�1

.�; "/V qn
Rqn

.�; "/;

whereH 0qi
."/ D H 0 � .�qi

� i {"/I ,

Rqi
.�; "/ D .�I C {H 0qi

."//�1; (3.5)

and
�qi
�

X
1�j�i

!qj

with the convention �q0
� 0. Furthermore, we have the alternative representation

Rqi
.�; "/ D lim

m!1

X
l�m

d�1X
kD0

lŠ
�

�
D

�l

�
xkC1

� 1
��

�
.�{/kH k

0qi
."/ (3.6)

for the resolvent in (3.5) with xkC1.t/ given in Lemma 2.5 with A ! �{H 0qi
."/.
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Proof. First, we observe that

nX
iD1

.!qi
� {"/ti D .!q1

� {"/.t1 � t2/C .!q1
C !q2

� 2{"/t2 C � � � C .!qn
� {"/tn

D .!q1
� {"/.t1 � t2/C .!q1

C !q2
� 2{"/.t2 � t3/

C .!q1
C !q2

C !q3
� 3{"/t3 C � � � C .!qn

� {"/tn D � � �

D

nX
iD1

.!q1
C � � � C !qi„ ƒ‚ …
D�qi

�i {"/.ti � tiC1/

with the convention tnC1 � 0. Therefore, a typical contribution to U .n/.t; t0/ reads as
follows:Z t

t0

dt1

Z t1

t0

dt2 � � �

Z tn�1

t0

dtn exp.�{.t � t1/H 0q0
."//

� V q1
exp.�{.t1 � t2/H 0q1

."//V q2
exp.�{.tn�1 � tn/H 0qn�1

."// � � �

� V qn
exp.�{.tn � t0/H 0qn

."// exp.{t0.�qn
� {n"//

using
H 0 � H 0qn

."/C .�qn
� {n"/I :

The result now follows using a strategy similar to the proof of [17, Proposi-
tion 3.4]. Using the Neumann series

�Rq0
.�; "/ D

�
I C {

H 0qi
."/

�

��1
D

X
mi�0

�
�{
H 0qi

."/

�

�mi

; (3.7)

we obtain
�

�
D
e�.t�t0/�Rq0

.�; "/
V q1

�
�Rq1

.�; "/
V q2

�
� � ��Rqn�1

.�; "/
V qn

�
�Rqn

.�; "/

D

X
m�0nC1

.�{/jmjH
m0

0q0
."/V q1

H
m1

0q1
."/V q2

� � �H
mn�1

0qn�1
."/V qn

H
mn

0qn
."/

�
�

�
D

e�.t�t0/

�jmjCn

D

X
m�0nC1

.�{/jmj
H
m0

0q0
."/V q1

H
m1

0q1
."/V q2

� � �H
mn�1

0qn�1
."/V qn

H
mn

0qn
."/

.jmj C n/Š

� .t � t0/
jmjCn

with m D .m0; : : : ; mn/ and jmj D
Pn
kD0mk . On the other hand, by expanding the

matrix exponentials in U .n/.t; t0/ and applying repeatedly (a slight extension of) the
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incomplete beta function identityZ t

t0

.s � t0/
k.t � s/lds D

kŠlŠ

.k C l C 1/Š
.t � t0/

kClC1; (3.8)

we obtain the desired result. Identity (3.8) can be easily obtained by showing that the
left-hand side and right-hand side of (3.8) satisfy the same IVP:

@t�k;l.t; t0/ D l�k;l�1.t; t0/ and �k;l.t0; t0/ D 0

using Leibniz rule for differentiating definite integrals. Note the symmetry

�k;l.t; t0/ D .�1/
kClC1�k;l.t0; t /:

We now turn to the alternative expression for the resolvent in (3.5). We have

Rqi
.�; "/ D lim

m!1

X
l�m

lŠ
�

�
D

�l

�
exp

�
�{
H 0qi

."/

��

�
using the Neumann series in (3.7) and Lemma 2.4 with F.X/D exp.X/ andG.X/D
.I �X/�1 so that

.I �X/�1 D lim
m!1

X
l�m

lŠ
�

�
D
�l exp

�X
�

�
:

Finally, the result follows by recalling the representation given in Lemma 2.5.

Using Theorem 3.1, we can easily obtain an Omega free generating function
which gives exact expressions for the n-term of the perturbation series (3.2).

Corollary 3.2. LetH 0 be diagonal with simple spectrum; that is, all the eigenvalues
ofH 0 have multiplicity one. Then we have the Omega free representation

.U .n/.t; t0//ij D exp.{t0.�qn
� {n"//

pX
q1D1

� � �

pX
qnD1

X
i1

� � �

X
in�1

X
m�n

.�{.t � t0//
m

mŠ

� hm�n.˛i ; ˛i1 ; : : : ; ˛in�1
; j̨ /.V q1

/i i1 � � � .V qn
/in�1j

with ˛ij D �ij ��qj
C j {" such that i0 � i and in � j and an eigenvalue �i ofH 0.

Proof. It follows directly from Theorem 3.1 with the resolvent representation in (3.5)
that

.U .n/.t; t0//ij D exp.{t0.�qn
� {n"//.�{/n

pX
q1D1

� � �

pX
qnD1

X
i1

� � �

X
in�1

�

�
D

e�.t�t0/

�n

�

�
1C {

˛i

�

��1�
1C {

˛i1
�

��1
� � �

�
1C {

˛in�1

�

��1
.1C {

j̨

�
/�1

� .V q1
/i i1 � � � .V qn

/in�1j ;
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which gives the desired result after using Lemma 2.3 and observing that

hm�n.�{˛i ;�{˛i1 ; : : : ;�{˛in�1
;�{ j̨ / D .�{/

m�nhm�n.˛i ; ˛i1 ; : : : ; ˛in�1
; j̨ /

holds.

It is possible to extend the result stated in Corollary 3.2 to include degeneracy as
we now show, but the resulting expression is more involved in comparison to Corol-
lary 3.2. Indeed, under the presence of degeneracy xkC1.t/ in (2.13) carries besides
an exponential factor in t also a monomial in t resulting in a more involved expression
after the elimination of the Omega variables.

Theorem 3.3. Let �.H 0/ � ¹�1; : : : ; �rº with an eigenvalue �i of H 0 of multiplic-
ity ni and i 2 Œr� such that n1 C � � � C nr D d , where d is the degree of the minimal
polynomial of H 0. We have the Omega free representation of the n-term in time-
dependent perturbation theory

U .n/.t; t0/ D exp.{t0.�qn
� {n"//

pX
q1D1

� � �

pX
qnD1

X
i0

� � �

X
in

Ai0
� � �Ain

�

X
m�jj�mjCn

.�{.t � t0//
m

mŠ
hm�jj�mj�n.˛i0 ; : : : ;˛in/

�H
k0

0q0
."/V q1

� � �V qn
H
kn

0qn
."/;

where jj �mj �
Pn
kD0.jk �mk/, ˛ik D .˛ik ; : : : ; ˛ik / 2 Cjk�mkC1, ˛ij D �ij �

�qj
C j {", X

i

D

X
i;j;k;l;m

�

rX
iD1

ni�1X
jD0

d�1X
kD0

dX
lDkC1

l�k�1X
mD0

; (3.9)

and

Ai D Aijklm � cij˛
l�k�m�1
i clj Š

�
l � k � 1

m

�
if ni > 1 and set j � 0 � m if ni D 1.

Proof. We have

xkC1.t/ D

dX
lDkC1

cl@
l�k�1
t y.t/ D

rX
iD1

ni�1X
jD0

dX
lDkC1

cij cl@
l�k�1
t .tj exp.�{˛i t //

D

rX
iD1

ni�1X
jD0

dX
lDkC1

l�k�1X
mD0„ ƒ‚ …

�
P

i;j;l;m

cij .�{˛i /
l�k�m�1cl

j Š

.j �m/Š

�
l � k � 1

m

�
„ ƒ‚ …

�Aijklm=.j�m/Š

� tj�m exp.�{˛i t / (3.10)
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if ni > 1 with the convention that cd � 1 and using Leibniz rule for the derivative of
the product. If ni D 1, then j � 0� m. In our case, a typical contribution to xkC1.t/
reads as tj exp.�{˛i t / and a simple expression is obtained after eliminating the vari-
able �. Note that the following identity holds:

lim
m!1

X
l�m

lŠ
�

�
D

�l

�
.��/�j exp

�
�
{˛i

��

�
D

j Š

�jC1
1

.1C {˛i=�/jC1
:

Indeed, we have

lim
m!1

X
l�m

lŠ
�

�
D

�l

�
.��/�j exp

�
�
{˛i

��

�
D {j @j˛i

lim
m!1

X
l�m

lŠ
�

�
D

�l

�
exp

�
�
{˛i

��

�
D
{j

�
@j˛i

lim
m!1

X
l�m

X
n�0

lŠ

nŠ

�
�
{˛i

�

�n �

�
D
�l�n„ƒ‚…
Dıl;n

D
{j

�
@j˛i

1

1C {˛i=�
;

which implies the identity. Note that only polynomials in the variable 1=� appear.
As a consequence, we obtain

Rqn
.�; "/ D lim

m!1

X
l�m

d�1X
kD0

lŠ
�

�
D

�l

�
xkC1

� 1
��

�
.�{/kH k

0qn
."/

D

X
i;j;k;l;m

Aijklm

�j�mC1.1C {˛i=�/j�mC1
.�{/kH k

0qn
."/

using (3.9). The result now follows from Theorem 3.1 with the resolvent representa-
tion in (3.6) after observing that

�

�
D
e�.t�t0/�

1

�j0�m0C1.1C {˛i0=�/
j0�m0C1

� � �
1

�jn�mnC1.1C {˛in=�/
jn�mnC1

D

X
m�jj�mjCn

.t � t0/
m

mŠ
hm�jj�mj�n.�{˛i0 ; : : : ;�{˛in/

using the notation ˛ik D .˛ik ; : : : ; ˛ik / 2 Cjk�mkC1 and Lemma 2.3.
Finally, we justify the presence of the factor .�{/m. We list the terms and corre-

sponding contributing factors

U .n/.t; t0/! .�{/n; cij ! .�{/jiC1�d ;

.�{˛i /
li�ki�mi�1 ! .�{/li�ki�mi�1; cl ! .�{/d�li ;

.�{/kiH
ki

0qi
."/! .�{/ki ; hm�jj�mj�n ! .�{/m�jj�mj�n:
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Altogether, we have

.�{/n.�{/li�ki�mi�1
.�{/d�li

.�{/d�ji�1
.�{/ki .�{/m�jj�mj�n D .�{/m�jj�mjCji�mi

and the result follows taking the product

.�{/m�jj�mj
nY
iD0

.�{/ji�mi D .�{/m;

which enters the expression for U .n/.t; t0/.

For clearness, since the expression for U .n/.t; t0/ in the presence of degeneracy
stated in Theorem 3.3 is involved, it is instructive to work out an explicit expression
for U .n/.t; t0/ for a particular case. From now on, we set U .n/.t; 0/� U .n/.t/. Let us
take nD 2, p D 1 such that V .t/D exp..{! C "/t/V in (3.3), r D 3, n1 D 1, n2 D 2,
and n3 D 3, so that d D n1 C n2 C n3 D 6, to obtain

U .2/.t/ D
X

i0;j0;k0;l0;m0

X
i1;j1;k1;l1;m1

X
i2;j2;k2;l2;m2

X
m�

P2
kD0.jk�mk/C2

.�{t/m

mŠ

� Ai0;j0;k0;l0;m0
Ai1;j1;k1;l1;m1

Ai2;j2;k2;l2;m2

� h
m�

P2
kD0.jk�mk/�2

.˛i0 ;˛i1 ;˛i2/H
k0

0q0
."/V H

k1

0q1
."/V H

k2

0q2
."/;

where X
ip ;jp ;kp ;lp ;mp

�

3X
ipD1

nip�1X
jpD0

5X
kpD0

6X
lpDkpC1

lp�kp�1X
mpD0

with p D 0; 1; 2. We also have ˛ip D .˛ip ; : : : ; ˛ip / 2 Cjp�mpC1 with

˛i0 D �i0 ; ˛i1 D �i1 � ! C {"; ˛i2 D �i2 � 2! C 2{";

H 0q0
."/ D H 0; H 0q1

."/ D H 0 � .! � {"/I ; H 0q2
."/ D H 0 � 2.! � {"/I :

In the rest of this section, we establish contact with previous work. First, it is
clear that Theorem 3.1 provides a genuine generalization of Putzer’s representation,
because upon setting �{H ! H we obtain

exp.H 0t / D U .t/j
D0 D U
.0/.t/ D

�

�
D
e�t�Rq0

.�; 0/

D lim
m!1

X
l�m

d�1X
kD0

�;�

�
D
e�t�lxkC1

� 1
��

�
H k
0

D

d�1X
kD0

xkC1.t/H
k
0 ; (3.11)
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where the last equality follows from the uniqueness of the coefficients in (2.7). Any-
way, for clearness, we confirm by an explicit calculation that this is indeed the case

lim
m!1

X
l�m

lŠ
�;�

�
D
e�t

�l

.��/n
D lim
m!1

X
l�m

lŠ
�

�
D

e�t

�n„ƒ‚…
Dtn=nŠ

�

�
D
�l�n„ƒ‚…
Dıl;n

D tn:

In other words, the term containing .��/�n in xkC1.1=.��// goes to tn under the
action of the Omega operators. From the above, we see that once the time dependence
of H .t/ is set to zero (by taking 
 � 0 in (3.1)), we recover the original Putzer
formulation in [40]. Therefore, our work extends Putzer representation to the time-
dependent setting.

Likewise, we can show that Theorem 3.3 is a generalization of Lemma 2.6. Indeed,
we have

U .0/.t/ D
X

i;j;k;l;m

cij˛
l�k�m�1
i clj Š

�
l � k � 1

m

� X
n�j�m

tn

nŠ
hn�jCm.˛i /H

k
0

with ˛i D .˛i ; : : : ; ˛i / 2 Cj�mC1. Result (3.11) with xkC1.t/ given by Lemma 2.6
now follows by observing that

hn�jCm.˛i / D
n.n � 1/ � � � .n � j CmC 1/

.j �m/Š
˛
n�jCm
i

and comparing with (3.10). We can easily show that this identity holds using the
generating function in (2.3) by setting m D 1, taking @j�mt on both sides of (2.3),
and comparing the final result with (2.3) by setting m! j �mC 1 with xi D x for
i 2 ¹1; : : : ; j �mC 1º.

Next, we show that our work is associated with the representation of [31]. To
achieve this goal we give another proof Theorem 3.1 by introducing a basis for the
time-independent Hamiltonian H 0 and using the approach via divided differences
described in [31]. We will see that exactly the same result follows via this route and
another one taking as the starting point Theorem 3.1. Let us first review some defini-
tions and basic identities of [31]. We write

f Œx0; : : : ; xn� D

nX
kD0

f .xk/Q
j¤k.xk � xj /

for the divided differences of a function f . In particular, we have

exp.�{t Œ˛0; : : : ; ˛n�/ D
X
m�0

.�{t/mCnŒ˛0; : : : ; ˛n�
mCn

.mC n/Š
(3.12)
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with

Œ˛0; : : : ; ˛n�
mCn
D

8̂̂<̂
:̂
0; m < 0;

1; m D 0;

hm.˛0; : : : ; ˛n/; m > 0:

Note that
exp.�{t Œ˛0; : : : ; ˛n�/ D exp.�{t Œ˛&.0/; : : : ; ˛&.n/�/

for any permutation & . We also need [31, Appendix B, Identities 1 and 2]. More
precisely, we have

.�{/n
Z t

0

dt1

Z t1

0

dt2 � � �

Z tn�1

0

dtn exp.�{.˛1t1 C � � � C ˛ntn//

D exp.�{t Œˇ0; : : : ; ˇn�1; 0�/; (3.13)

where ˇi D
Pn�i
jD1 j̨ and

exp.�{t Œ˛0; : : : ; ˛n�/ D exp.�{tˇ/ exp.�{t Œˇ0; : : : ; ˇn�/; (3.14)

where ˇi D ˛i � ˇ. Equations (3.13) and (3.14) stand for Identities 1 and 2 of [31],
respectively.

Now let us consider the representation of U .n/.t/ in the basis of the eigenvec-
tors of H 0 with ¹�0; : : : ; �nº � �.H 0/. Therefore, we are left with the integral to
be determined using the usual iterated-integral representation of the time-dependent
perturbation seriesZ t

0

dt1

Z t1

0

dt2 � � �

Z tn�1

0

dtn exp.�{.�1 � �0 � !1/t1/

� exp.�{.�2 � �1 � !2/t2/ � � � exp.�{.�n � �n�1 � !n/tn/

D exp
�
�{

�
�n � �0 �

nX
iD1

!i ; �n�1 � �0 �

n�1X
iD1

!i ; : : : ; �1 � �0 � !1; 0

��
;

which follows from (3.13). Using (3.14), we get

exp.�{t�0/
Z t

0

dt1

Z t1

0

dt2 � � �

Z tn�1

0

dtn exp.�{.�1 � �0 � !1/t1/

� exp.�{.�2 � �1 � !2/t2/ � � � exp.�{.�n � �n�1 � !n/tn/

D exp
�
�{t

�
�n �

nX
iD1

!i ; �n�1 �

n�1X
iD1

�i ; : : : ; �1 � !1; �0

��
:

Now we show that exactly the same result follows directly from Theorem 3.1, but
this time instead of the iterated integrals we use the Omega operator representation
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of U .n/.t/ given in Theorem 3.1. Again, by passing to a representation in the basis of
eigenvectors ofH 0, we obtain

�

�
D

e�t

�n
1

1C {˛0=�

1

1C {˛1=�
� � �

1

1C {˛n�1=�

1

1C {˛n=�

D

X
m�n

.�{t/m

mŠ
hm�n.˛n; : : : ; ˛0/ D

X
m�0

.�{t/mCn

.mC n/Š
hm.˛n; : : : ; ˛0/

(3.12)
D exp.�{t Œ˛n; : : : ; ˛0�/

with ˛k D �k �
Pk
iD1 !i using the convention

P0
iD1 � 0.

We are now ready to explore Theorem 3.3 in applications in the next section.

4. Examples

As noted in [31], even simple Hamiltonians have complicated terms in the time-
dependent perturbation series if the integral representation is used, but the representa-
tion using OMC or divided differences turns out to be rather simple. To exemplify this
point, let us revisit [31, Example 1]. We consider the (non-Hermitian) Hamiltonian

H .t/ D H 0 C 
e
{EtF ;

where F is a permutation operator of the eigenvectors of H 0 with F jzi i D jzf i,
where jzi i and jzf i are eigenvectors of H 0 with associated eigenvalues �i and �f ,
respectively. In this case we have p D 1, !1 D E, and V 1 D F . Using Corollary 3.2,
we have

hzf jU
.n/.t/jzi i

D

X
i1;:::;in�1

.�{t/m

mŠ
hm�n.˛i0 ; ˛i1 ; : : : ; ˛in�1

; ˛in/.F /i0;i1 � � � .F /in�1;in

D

X
m�n

.�{t/m

mŠ
hm�n.�f ; �i �E; : : : ; �f � .n � 1/E; �i � nE/

D exp.�{t Œ�i � nE; �f � .n � 1/E; : : : ; �i �E; �f �/

if n is odd and zero otherwise. We used that ˛ij D �ij � jE, and the representation
of F using the basis ¹jzi i; jzf iº is

F D

 
0 1

1 0

!
:
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Therefore, in this case i0 D 2 and in D 1. Note that in the context of our framework
the expression for hzf jU .n/.t/jzi i is straightforward and agrees with the correspond-
ing expression given in [31] apart from a minor typo in [31, (19)]. The corrected
expression is given above.

Now let us consider a time oscillating two-level Hamiltonian

H .t/ D !0� z C g cos.!t/� x

with the Pauli matrices

� z D

 
1 0

0 �1

!
and � x D

 
0 1

1 0

!
:

In this case, we have jzi � jsi with s D 0; 1, p D 2, 
 D g=2, !1 D ! D �!2, and
V 1 D � x D V 2. From Corollary 3.2, we have

hsjU .n/.t/jsi

D

X
m�n

X
q

.�{t/m

mŠ
hm�n..�1/

sCn!0; : : : ; .�1/
sC1!0 ��qn�1

; .�1/s!0 ��qn
/

D

X
q

exp.�{t Œ.�1/s!0 ��qn
; .�1/sC1!0 ��qn�1

; : : : ; .�1/sCn!0�/;

where �qi
D �!

Pi
jD1.�1/

qj with even n and
P
q �

P
q1;:::;qn

. A similar formula
holds for hsjU .n/.t/j1 � si with odd n. Finally, we obtain

U .t/ D

 
a0.t/ b1.t/

b0.t/ a1.t/

!
;

where

as.t/ D
X
n�0

X
q

�g
2

�2n
exp

�
�{t Œ.�1/s!0 ��q2n

; : : : ; .�1/sC2n!0�
�
;

bs.t/ D
X
n�0

X
q

�g
2

�2nC1
exp

�
�{t Œ.�1/s!0 ��q2nC1

; : : : ; .�1/sC2nC1!0�
�
;

which agrees with [31, (C3)].
Next, we consider the time oscillating infinite-dimensional Hamiltonian

H .t/ D !
�
a�aC

1

2

�
C
�

4
cos.�t/

� 1

2m!

�2
.a� C a/4:

In this case, we have jzi � jni with n 2 N0 � N [ ¹0º, p D 10, 
 D �=.32m2!2/,
!1;2;3;4;5 D � D �!6;7;8;9;10, and

V q D
X
n�0

cq.n/jnC 2q � 6ihnj
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such that V qC5 � V q for q 2 ¹1; 2; 3; 4; 5º with

c1.n/ D
p
n.n � 1/.n � 2/.n � 3/; c2.n/ D

p
n.n � 1/.4n � 2/;

c3.n/ D 3.2n
2
C 2nC 1/; c4.n/ D

p
.nC 1/.nC 2/.4nC 6/;

c5.n/ D
p
.nC 1/.nC 2/.nC 3/.nC 4/:

The decomposition above is obtained by expanding .a� C a/4 and collecting terms
with four annihilation operators (one term), three annihilation operators (four terms),
two annihilation operators (six terms), one annihilation operator (four terms), and no
annihilation operator (one term). Therefore, we can write

�

4
cos.�t/

� 1

2m!

�2
.a� C a/4 D 


�
exp.{�t/

5X
qD1

V q C exp.�{�t/
5X
qD1

V q

�
:

From Corollary 3.2, we obtain

hmjU .1/.t/jni D

5X
qD1

X
m�1

cq.n/hm�1.�nC2q�6; �n ��/ım;nC2q�6 C .�! ��/

D

5X
qD1

cq.n/ exp.�{t Œ�nC2q�6; �n ���/ım;nC2q�6 C .�! ��/

with �nD!.nC1=2/. Again our expression agrees with [31, (24)], apart from another
minor correction: D˙2;˙4 should be replaced by D�2;�4 in [31, (22)]. To show the
correspondence, recall that En D !.nC 1=2/ and use (3.14) in [31, (24)].

Therefore, we have shown that all the examples considered in [31] are special
cases of Corollary 3.2. Furthermore, the closed form expression in Theorem 3.3 can
also be represented as follows:

U .n/.t/ D

pX
q1D1

� � �

pX
qnD1

X
i0

� � �

X
in

Ai0
� � �Ain

� exp.�{t Œ˛i0
; : : : ;˛in

�/H
k0

0q0
."/V q1

� � �V qn
H
kn

0qn
."/ (4.1)

using divided differences. The closed form expression (4.1) is an Omega free gener-
ating function encompassing all the examples considered in this section and therefore
generalizes and unifies all the examples presented in [31]. We remark that it is easy
to obtain all the examples considered in this section starting directly with the Omega
free expression given in (4.1) by observing that

Aijklm � Ai0kl0 D ci0˛
l�k�1
i cl
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with
ci0 D

1Q
k¤i .˛i � ˛k/

using Lemma 2.6 and

cl D .�1/
d�l

X
1�i1<���<id�l�d

˛i1 � � �˛id�l
:

It is worth mentioning that the exponential in (3.12) which appears in (4.1) can be
calculated efficiently with polynomial complexity in n [26].

Finally, we consider V .t/D e"tV and take t0!�1 before setting "! 0. We are
interested in analyzing (in a non-rigorous way) the difficulties met under the presence
of degeneracy in the context of our framework. We first consider H 0 with simple
spectrum. In what follows, we have ˛i D �i and j̨ D �j C {". From Corollary 3.2,
we obtain

.U
.1/
I .t; t0//ij

D e"t0e{�i te�{�j t0.V /ij
X
m�1

.�{.t � t0//
m

mŠ
hm�1.˛i ; j̨ /

D e"t0e{�i te�{�j t0.V /ij
X
m�1

.�{.t � t0//
m

mŠ

�

�
D

�m�1

.1 � ˛i=�/.1 � j̨ =�/

D e"t0e{�i te�{�j t0
.V /ij

˛i � j̨

X
m�1

.�{.t � t0//
m

mŠ

�

�
D

� �m

1 � ˛i=�
�

�m

1 � j̨ =�

�
D e"t0e{�i te�{�j t0

.V /ij

˛i � j̨

�

�
D

�exp.�{.t � t0/�/
1 � ˛i=�

�
exp.�{.t � t0/�/

1 � j̨ =�

�
D e"t0e{�i te�{�j t0.V /ij

exp.�{.t � t0/˛i / � exp.�{.t � t0/ j̨ /
˛i � j̨

D �{.V /ij

�exp."t C {.�i � �j /t/
"C {.�i � �j /

� .t ! t0/
�

using Lemma 2.3 to get the second equality. Therefore, we have

.U
.1/
I .t;�1//ij D lim

t0!�1
.U

.1/
I .t; t0//ij

D �{.V /ij
exp."t C {.�i � �j /t/

"C {.�i � �j /
:

This is a well-known calculation.
Now we turn our attention to H 0 including degeneracy using Theorem 3.3. We

will see that the situation is much more subtle due to the presence of j ;m ¤ 0nC1.
The intricate nature of the presence of degeneracy of H 0 in adiabatic switching was
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already noticed before. See, e.g., [11,12] and references therein. In this way, following
the same route outlined above, we obtain

hm�jj�mj�1.˛i ; j̨ /

D
�

�
D

�m�jj�mj�1

.1 � ˛i=�/j0�m0C1.1 � j̨ =�/j1�m1C1

D
@
j0�m0
˛i

.j0 �m0/Š

@
j1�m1

j̨

.j1 �m1/Š

�

�
D

�m�1

.1 � ˛i=�/.1 � j̨ =�/

D
@
j0�m0
˛i

.j0 �m0/Š

@
j1�m1

j̨

.j1 �m1/Š

� 1

˛i � j̨

�

�
D

� �m

1 � ˛i=�
�

�m

1 � j̨ =�

��
D

@
j0�m0
˛i

.j0 �m0/Š

@
j1�m1

j̨

.j1 �m1/Š

�˛mi � ˛mj
˛i � j̨

�
D

@
j0�m0
˛i

.j0 �m0/Š

˛mi
.˛i � j̨ /j1�m1C1

C
@
j1�m1

j̨

.j1 �m1/Š

˛mj

. j̨ � ˛i /j0�m0C1

using again Lemma 2.3 to get the first equality. We have

@j1�m1

j̨

˛mj

. j̨ � ˛i /j0�m0C1

D

j1�m1X
n1D0

�
j1 �m1

n1

�
.@n1

j̨
˛mj /.@

j1�m1�n1

j̨
. j̨ � ˛i /

�j0Cm0�1/:

Going back to .U .1/I .t; t0//ij and using Theorem 3.3, we note that

lim
t0!�1

e"t0e{�i te�{�j t0
X

m�jj�mjC1

.�{.t � t0//
m

mŠ
@j0�m0
˛i

˛mi
.˛i � j̨ /j1�m1C1

D 0;

but

lim
t0!�1

e"t0e{�i te�{�j t0
X

m�jj�mjC1

.�{.t � t0//
m

mŠ
@n1

j̨
˛mj

D lim
t0!�1

e"t0e{�i te�{�j t0

�

X
m�jj�mjC1

.�{.t � t0//
m

mŠ
m.m � 1/ � � � .m � n1 C 1/˛

m�n1

j

D lim
t0!�1

e"t0e{�i te�{�j t0
X

m�jj�mjC1

.�{.t � t0//
m

.m � n1/Š
˛
m�n1

j

D lim
t0!�1

.�{.t � t0//
n1e"t0e{�i te�{�j t0

X
m�0

.�{.t � t0//
m

mŠ
˛mj
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D lim
t0!�1

.�{.t � t0//
n1e"t0e{�i te�{�j t0 exp.�{ j̨ .t � t0//

D exp."t C {.�i � �j /t/ lim
t0!�1

.�{.t � t0//
n1 ;

which is not finite if n1 > 0. Recall that 0 � n1 � j1 �m1.

5. Concluding remarks

We introduced a new and simple combinatorial approach based on OMC to com-
pute the terms in the time-dependent perturbation expansion of the quantum-evolution
operatorU .t; t0/. To determineU .n/.t; t0/ all we need is the elimination of the Omega
variables involving the most simple case handled in Lemma 2.3 along with the solu-
tion of the IVP given by (2.9) and (2.10). We have shown that our approach implies as
special cases Putzer’s representation [40, Theorem 1] of the matrix exponential and
the integral-free approach to compute the time-dependent perturbation series using
divided differences put forward recently in [31]. After the elimination of the Omega
variables, we showed that all the examples considered in [31] are special cases of
Corollary 3.2. Note also that in contrast to the representation given in [31] our is
basis-free; that is, the eigenvectors of H 0 are not assumed to be known a priori. Fur-
thermore, in the context of OMC, we have the additional feature of using Lemma 2.4
in order to transfer the matrix dependence of one function to the other. This feature
was a key step in order to generalize Putzer’s representation to the time-dependent set-
ting and in obtaining the closed form expression given in Theorem 3.3, which unifies
and generalizes all the perturbation calculations exemplified in [31]. We also show
that degeneracy associated with H 0 in the context of adiabatic switching is a subtle
problem which already appears in the first order of perturbation theory. We believe
that due to the simplicity (yet furnishing us with non-trivial results) and versatility
of the approach discussed here that other interesting applications will appear besides
those considered here. For example, as time-dependent perturbation theory is con-
nected with Feynman operational calculus [30, Chapters 14–19] we think it would
be interesting to explore Feynman method to disentangle the exponential of operators
using OMC.

Acknowledgments. We thank the referee for the constructive and helpful remarks.
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