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Abstract. The vertex-reinforced jump process (VRJP), introduced by Davis and Volkov, is a
continuous-time process that tends to come back to already visited vertices. It is closely linked
to the edge-reinforced random walk (ERRW) introduced by Coppersmith and Diaconis in 1986
which is more likely to traverse edges it has already traversed. On Zd for d � 3, both models were
shown to be recurrent for small enough initial weights and transient for large enough initial weights.
We show through a coupling of VRJPs for different weights that the VRJP (and the ERRW) exhib-
its some monotonicity. In particular, we show that increasing the initial weights of the VRJP and
the ERRW makes them more transient, which means that the recurrence/transience phase transition
is necessarily unique. Furthermore, by making the weights go to infinity, we show that the recur-
rence of the ERRW and the VRJP is implied by the recurrence of a random walk in a deterministic
electrical network.

Keywords. Vertex reinforced jump process, edge reinforced random walk, monotonicity,
coupling, phase transition

1. Introduction and results

1.1. Introduction

The edge-reinforced random walk (ERRW) was first introduced by Coppersmith and
Diaconis in 1986 [2]. In this model, the more often the walk traverses an edge, the like-
lier it is to traverse it again in the future. This model was shown to be a random walk
in random reversible environments [4, 10]. This representation led to several results on
this model: first, recurrence and transience on trees depending on the reinforcement [12],
then recurrence on the ladder [9] and Z�G [14] for large enough reinforcement and on a
modification of Z2 for large enough reinforcement [11]. It was then shown by two differ-
ent techniques that the ERRW on Zd is recurrent for large enough reinforcement (in [1]
by Angel, Crawford and Kozma and in [16] by Sabot and Tarrès). The technique used in
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[16] was based on a link between the ERRW, the vertex-reinforced jump process (VRJP,
introduced by Davis and Volkov [3]) and the super-symmetric hyperbolic sigma model
(introduced in the context of Anderson localization in [7, 19] by Zirnbauer, Disertori and
Spencer). This relation led to several other results for both the ERRW and the VRJP:
the transience and a CLT in dimension 3 and higher for small enough reinforcements
[5,16,18], a 0-1 law for recurrence on Zd [18] and recurrence in dimension 2 [11,15,18].
This means that on the one hand, for d 2 ¹1; 2º the ERRW and the VRJP are recurrent
for any reinforcement. On the other hand, for d � 3 both the ERRW and the VRJP are
recurrent for large enough reinforcement and transient for small enough reinforcements.
We know that in-between, the VRJP and the ERRW are recurrent or transient but it has
not been known whether there is a unique phase transition.

In this paper we show that we can couple VRJPs for different weights (more pre-
cisely, we couple the ˇ-fields associated to the VRJPs that were introduced in [17]). This
coupling leads to a monotonicity for the VRJP similar to the Rayleigh monotonicity for
electrical networks. This gives us the uniqueness of the recurrence/transience phase trans-
ition for the VRJP and the ERRW in dimension 3 and higher. This monotonicity can also
be used to show that the VRJP and the ERRW with constant weights are recurrent on
recurrent graphs by seeing random walks in electrical networks as VRJPs with infinite
weights.

1.2. Statement of the results

Let G D .V; E/ be a locally finite, non-directed graph. For simplicity, when G is finite
with n vertices we will identify the set of vertices V with the set of integers from 1 to n
that we will write as J1; nK. To every edge e 2 E we associate a positive weight ae . Let
x0 2 V be a vertex of G . The edge-reinforced random walk Y starting from x0 is the
random process with values in V defined by

Y0 D x0 a.s,

P .YnC1 D y jY0; : : : ; Yn/ D 1y�Yn
a¹Yn;yº CZn.¹Yn; yº/P

z�Yn
Œa¹Yn;zº CZn.¹Yn; zº/�

;

where the random variables .Zn/n2N are defined by

8e 2 E; Zn.e/ D

n�1X
iD0

1¹Yi ;YiC1ºDe:

This means that at each step, the process chooses an edge e to traverse with a probability
proportional to its initial weight ae plus the number of times it has already traversed that
undirected edge Zn.e/. This means that the ERRW wants to go back through the edges it
has visited often in the past. The smaller the initial weights, the less the process is likely
to visit new edges and therefore the more it wants to go back through the already visited
edges. Because of this, if the graph is Zd , this process can exhibit different behaviours
depending on the initial weights. For small enough initial weights it is recurrent.
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Theorem ([1, Theorem 1] and [16, Corollary 2]). For any K there exists a0 > 0 such
that if G is a graph with all degrees bounded byK, then the edge-reinforced random walk
on G with initial weights a 2 .0; a0/ is a mixture of positive recurrent Markov chains.

For large enough initial weights, the process is transient.

Theorem ([5, Theorem 1]). On Zd , d � 3, there exists ac.d/ > 0 such that, if ae > ac.d/
for all e 2 E, then the ERRW with initial weights .ae/e2E is transient a.s.

Note that the previous two theorems use results or ideas of [6,7]. The ERRW is linked
to another random process, the vertex-reinforced jump process (VRJP). The VRJP on
a locally finite graph G D .V; E/ with positive weights .We/e2E is the continuous-time
process . zYt /t2RC that starts at some vertex x0 and that, conditionally on the past at time t ,
if zYt D x, jumps to a neighbour y of x at rate

W¹x;yº.1C `y.t//;

where `y.t/ is the time already spent at y until time t :

`y.t/ WD

Z t

0

1 zYsDy ds:

Similarly to the ERRW, the VRJP wants to go back to places it has visited before. The
VRJP is attracted to vertices it has already visited while the ERRW is attracted to edges
it has already traversed but the behaviours are quite similar. The larger the initial weights,
the less time it takes the process to jump and the less it feels the attraction to previously
visited vertices. And just like for the ERRW, on Zd the VRJP can exhibit different beha-
viours depending on the weights. The similarities in behaviour come from the following
link between the two processes.

Theorem ([16, Theorem 1]). The ERRW with weights .ae/e2E is equal in law to the
discrete time process associated with a VRJP with random independent weights We �
Gamma.ae; 1/.

In this article we show, through a coupling, that the VRJP has a property similar to
Rayleigh’s monotonicity for electrical networks. This leads to several results for recur-
rence and transience. First, we show that the probability that the walk is recurrent is
decreasing in the parameters of the VRJP. This is a corollary of our main theorem that
will be stated at the end because it is technical and needs a few additional definitions.

Theorem 1. Let G D .V;E/ be an infinite, non-directed, connected graph without loops
or multiple edges and 0 2 V a vertex in this graph. Let .W �e /e2E and .W Ce /e2E be two
families of positive weights such that for any e 2 E, 0 < W �e �W

C
e . The probability that

the VRJP with weightsW � is recurrent is greater than or equal to the probability that the
VRJP with weights W C is recurrent.

It was already proved in [18] that the VRJP on Zd with constant weights or weights
invariant by translation is recurrent with probability 0 or 1. Together with our theorem
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this means that the VRJP and the ERRW are recurrent for small enough weights and then
transient for larger weights. This means that the VRJP and the ERRW exhibit a phase
transition for recurrence/transience on Zd when all the edges have the same weight.

Theorem 2. For d � 3 there exists wd 2 .0;1/ such that for any w 2 .0;1/, the VRJP
on Zd with initial constant weight w .We D w for all edges e/ is recurrent if w < wd and
transient if w > wd .

Theorem 3. For d � 3 there exists ad 2 .0;1/ such that for any a 2 .0;1/, the ERRW
on Zd with constant initial weight a .ae D a for all edges e/ is recurrent if a < ad and
transient if a > ad .

The link between the VRJP and electrical networks goes beyond this monotonicity
property. The following theorem shows that recurrence of electrical networks, VRJP and
ERRW are also closely linked.

Theorem 4. Let G D .V; E/ be an infinite, locally finite graph and x0 2 V a vertex. Let
.We/e2E be a family of positive weights. If the random walk on G starting at x0 with
deterministic conductances .ce/e2E D .We/e2E is recurrent then so are the ERRW and
the VRJP starting at x0 and with initial weights .We/e2E .

To state our main technical theorem, we need some extra definitions and results related
to the VRJP and the ERRW. First we need to recall the ˇ-field (introduced in [17] by
Tarrès, Sabot and Zeng), a random vector defined for weighted graphs. In the following,
Mn;m.R/ will refer to real n �m matrices and Mn.R/ WDMn;n.R/.

Definition 1 (ˇ-field). Let n be an integer, .�i /1�i�n a family of non-negative parameters
and W 2 Mn.R/ a symmetric matrix with non-negative coefficients. Let 1n 2 Rn be the
vector .1; : : : ; 1/ and for any matrix X , let tX be its transpose. The measure �W;�n on
.0;1/n is defined by the following density:

�W;�n . dˇ1 : : : dˇn/

WD

�
2

�

�n=2
e
� 12 .1nHˇ

t1nC�H
�1
ˇ

t��2
P
1�i�n �i /

1p
det.Hˇ /

1Hˇ>0 dˇ1 : : : dˇn;

where for all i; j 2 J1; nK,

Hˇ .i; i/ D 2ˇi �W.i; i/; Hˇ .i; j / D �W.i; j / if i 6D j;

and Hˇ > 0 means that Hˇ is positive definite.
This family of measures is actually a family of probability measures, as was first

proved in [17, Theorem 1] for � D 0 and then in [18, Lemma 4] for general �.
We write z�W;�n for the distribution of Hˇ when .ˇi /1�i�n is distributed according

to �W;�n .

The link between the ˇ-field and the VRJP is not obvious at first glance. It was shown
in [17] (based on previous results in [16]) that the VRJP with weights W can be seen
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as a random walk in a random electrical network whose conductances are given by the
weights W and the ˇ-field. More precisely:

Theorem ([17, Theorem 3]). Let G D .V;E/ be a non-directed finite graph and .We/e2E
weights on the edges. We will identify V with the set of integers J1; jV jK. LetHˇ be distrib-
uted according to z�W;0

jV j
and let Gˇ be the inverse ofHˇ . For any x0 2 V the discrete path

of the VRJP .the sequence of vertices attained at successive jumps/ on G with weightsW ,
starting at x0, is a random walk in a random electrical network where the conductances
.ce/e2E are given by

c¹x;yº D W¹x;yºGˇ .x0; x/Gˇ .x0; y/:

The reason we look at the ˇ-field instead of the conductances is that the ˇ-field has
several interesting properties. First, the ˇ-field does not depend on the starting point of
the VRJP. Its Laplace transform has a simple expression and it is 1-dependent. But most
importantly, the family of laws �W;�n is stable by taking marginals or conditional distribu-
tions ([18, Lemma 5] and independently in [8]). More precisely:

Proposition 1.2.1. Let n1; n2 be integers, and n WD n1 C n2. Let W 2 Mn.R/ be a
symmetric matrix with non-negative coefficients and .�i /i2J1;n1Cn2K a family of non-
negative coefficients. Let .ˇi /i2J1;n1Cn2K be random variables with �W;�n distribution and
Hˇ 2Mn.R/ the matrix as in Definition 1. We make the following bloc decompositions:

W D

�
W 11 W 12

W 21 W 22

�
; Hˇ D

 
H 11
ˇ

H 12
ˇ

H 21
ˇ

H 22
ˇ

!
; � D

�
�1

�2

�
;

whereW 11;H 11
ˇ
2Mn1.R/,W 12;H 12

ˇ
2Mn1;n2.R/,W 21;H 21

ˇ
2Mn2;n1.R/,W 22;H 22

ˇ

2Mn2.R/, �1 2 Rn1 and �2 2 Rn2 . Then the family .ˇi /1�i�n1 is distributed according

to �W
11; O�

n1 where

O� 2 Rn1 and 8i 2 J1; n1K; O�i WD �i C
n2X
kD1

W 12.i; k/:

Conditionally on .ˇi /1�i�n1 , the family .ˇi /n1C1�i�n1Cn2 is distributed according

to �
LW ; L�
n2 where

LW D W 22
CW 21.H 11

ˇ /
�1W 12;

and
L� 2 Rn2 and L� D �2 CW 21.H 11

ˇ /
�1�1:

Definition 2. Let n be an integer and letH 2Mn.R/ be a symmetric matrix. We say that
two integers 1 � i; j � n are H -connected if there exists a finite sequence .k1; : : : ; km/
such that k1 D i , km D j and for all 1 � a � m � 1, H.ka; kaC1/ 6D 0.

We can now state our (technical) main theorem which gives a coupling between
VRJPs of different weights and a simpler corollary that is the equivalent of Rayleigh
monotonicity for the VRJP.
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Theorem 5. Fix n 2 N. Let W 2 Mn.R/ be a symmetric matrix with non-negative off-
diagonal coefficients and null diagonal coefficients. Let W 1; W 2 2Mn;1.R/ be matrices
with non-negative coefficients and let W 3 WD W 1 C W 2. Let w�; wC 2 Œ0;1/ with
w� < wC. Define

W � WD

0@ W W 1 W 2

tW 1 0 w�

tW 2 w� 0

1A ; W C WD

0@ W W 1 W 2

tW 1 0 wC

tW 2 wC 0

1A ; W1 WD

�
W W 3

tW 3 0

�
:

If n D 0, we just have

W � WD

�
0 w�

w� 0

�
; W C WD

�
0 wC

wC 0

�
; W1 WD .0/:

For any vector X 2 RnC2 define xX 2 RnC1 by

8i 2 J1; nK; xXi WD Xi ; xXnC1 WD XnC1 CXnC2:

For any vector X1 2 Œ0;1/nC2, we introduce the following coupling between z�W
�;0

nC2 ;

z�
WC;0
nC2 and z�W

1;0
nC1 . There exist random matrices H�; HC and H1 .with inverses G�;

GC and G1 respectively/ that are distributed according to z�W
�;0

nC2 ; z�
WC;0
nC2 and z�W

1;0
nC1

respectively such that

tX1G�X1 D tX1GCX1 D tX1G1X1 almost surely,

H�.i; i/ D HC.i; i/ D H1.i; i/ for all i 2 J1; nK, and for any vector X2 2 Œ0;1/nC2

we have

E. tX1GCX2 jH1/ D tX1G1X2;

E. tX1G�X2 jHC/ D tX1GCX2 if nC 1 and nC 2 are H�-connected.

A special case of this theorem already appeared in [18], namely the case where
w� D wC and all the coefficients of X are 0 except for XnC1 D 1. This was used to
define a non-negative martingale . n/n2N which was applied to give a characterization
of recurrence and transience for the VRJP. More precisely, if the martingale converges
to 0 then the process is recurrent, and if it converges to any other value, the process is
transient. However, the case of w� 6D wC and more general X was not settled. The more
general result will allow us to compare the martingales . n/n2N for different choices of
weights. Using this and the characterization of recurrence and transience for the VRJP
with . n/n2N we will be able to show that the probability that the VRJP is transient is
non-decreasing in the weights.

In practice, we will use the following slightly weaker version of this theorem to prove
other results.

Theorem 6. Let n � 2 be an integer, and let W �; W C 2 Mn.R/ be symmetric matrices
with null diagonal coefficients and non-negative off-diagonal coefficients such that for any
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i; j 2 J1; nK, W �.i; j / � W C.i; j / and i and j are W �-connected. Let H� and HC be
matrices distributed according to z�W

�;0
n and z�W

C;0
n respectively, and let their inverses be

G� and GC respectively. For any convex function f on Œ0;1/, any i0 2 J1; nK and any
deterministic vector X 2 Œ0;1/n,

E

�
f

�Pn
jD1XjG

�.i0; j /

G�.i0; i0/

��
� E

�
f

�Pn
jD1XjG

C.i0; j /

GC.i0; i0/

��
:

1.3. Outline of the proof

There are two main steps of the proof. The first step (Section 2) is to show that if we prove
the main theorem for a graph with two vertices then we can extend it to any finite graph.
Fix a finite graphG D .V;E/ with positive weights .We/e2E on the edges. The main idea
is the following: for any edge ¹x; yº 2 E, the law of the ˇ-field on V n¹x; yº does not
depend on the weight W¹x;yº. This means that we can set the ˇ-field on V n¹x; yº, and
conditioned on this we can see how the modification of the weight W¹x;yº impacts the
ˇ-field at the vertices x and y and in turn, how it affects the environment of the VRJP on
the whole graph. Because of the nice restriction properties of the ˇ-field, understanding
this is exactly the same as understanding what happens when we modify the weight of the
edge on a graph with two vertices.

The second step is to show that the main theorem is true for a graph with two ver-
tices. This is the goal of Section 3, which is quite technical. We first make a change of
variable to simplify the problem (in Subsection 3.1) and then we exhibit the coupling (in
Subsection 3.2) used to prove our main theorem.

Finally, once we have proved our main theorem (in Section 4), we apply it to prove
other results (in Section 5). Here the idea is to use the characterization of recurrence/tran-
sience in [18]. This characterization says that a process is recurrent if some non-negative
martingale converges to 0. Our result tells us that if we decrease a weight, the probability
that this martingale converges to 0 increases, which in turn means that the probability that
the process is recurrent also increases. And therefore if we decrease weights, the probab-
ility that the process is recurrent increases. This is used jointly with a 0-1 law proved in
[18] to conclude that both the VRJP and the ERRW are recurrent with probability 1 below
some critical weight and transient with probability 1 above it.

2. A simplification

2.1. Schur’s lemma

We will apply Schur’s decomposition several times. It is useful because it behaves nicely
under the marginal and conditional laws of the family of laws �W;�n .

Lemma 2.1.1 (Schur decomposition). Let n;m 2N�. LetH 2MnCm.R/ be a symmetric,
positive definite matrix. Let A 2 Mn.R/; B 2 Mn;m.R/ and C 2 Mm.R/ be such that
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H can be decomposed as

H D

�
A B
tB C

�
:

Its inverse is

H�1 D

�
A�1 C A�1B.C � tBA�1B/�1 tBA�1 �A�1B.C � tBA�1B/�1

�.C � tBA�1B/�1 tBA�1 .C � tBA�1B/�1

�
:

2.2. Reduction to two points

The goal of this section is essentially to show that if we can prove our main theorem
(Theorem 5) for a graph with two vertices then it is true for all finite graphs. First we need
to prove a minor lemma.

Lemma 2.2.1. Let n be an integer, and let H 2 Mn.R/ be a symmetric, positive def-
inite matrix with non-positive off-diagonal coefficients. For any integers 1 � i; j � n,
H�1.i; j / > 0 iff i and j are H -connected. In particular, for any integer 1 � i � n,
H�1.i; i/ > 0.

Proof. Since H is a symmetric, positive definite matrix, all the eigenvalues are positive
reals. Let �� be the smallest eigenvalue of H and �C the largest one. Since H is sym-
metric, all its diagonal coefficients H.i; i/ satisfy �� � H.i; i/ � �C. This means that
all the coefficients of In � 1

�C
H are non-negative and its eigenvalues are between 0 and

1 � ��=�C < 1. Consequently,

H�1 D
1

�C

�
In �

�
In �

1

�C
H

���1
D

1

�C

X
k�0

�
In �

1

�C
H

�k
:

Integers i and j are H -connected iff there exists m � 0 such that .In � 1
�C
H/m > 0

(since all the coefficients of In � 1
�C
H are non-negative). Hence H�1.i; j / > 0 iff i and

j are H -connected.

We will use the following lemma to reduce our problem to the study of �W;�1 and �W;02 .

Lemma 2.2.2. Let n 2 N�. Let H 11 2 Mn.R/ be a symmetric, positive definite matrix
with non-positive off-diagonal coefficients. Let H 12 2 Mn;2.R/ be a matrix with non-
positive coefficients. Define xH 12 2Mn;1.R/ by

xH 12
D H 12

�
1

1

�
:

LetH 2MnC2.R/ and xH 2MnC1.R/ be symmetric, positive definite matrices with non-
positive off-diagonal coefficients and with the following bloc decompositions:

H D

�
H 11 H 12

tH 12 H 22

�
; xH D

�
H 11 xH 12

t xH 12 xH 22

�
:
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Let G and xG be the inverses of H and xH respectively, with bloc decompositions

G D

�
G11 G12

tG12 G22

�
; xG D

�
G11 xG12

t xG12 xG22

�
:

For any vector X 2 RnC2 we define the vector xX 2 RnC1 by

8i 2 J1; nK; xXi WD Xi ; xXnC1 WD XnC1 CXnC2:

For any vectors X1; X2 2 Œ0;1/nC2 there exist

� ˛1.X
1/ � 0 and ˛2.X1/ � 0 that only depend on X1;H 11 and H 12,

� ˛1.X
2/ � 0 and ˛2.X2/ � 0 that only depend on X2;H 11 and H 12,

� C.X1; X2/ � 0 that only depends on X1; X2 and H 11 .but not H 12 or H 22/,

such that

tX1GX2 D C.X1; X2/C
�
˛1.X

1/ ˛2.X
1/
�
G22

�
˛1.X

2/

˛2.X
2/

�
;

t xX1 xG xX2 D C.X1; X2/C .˛1.X
1/C ˛2.X

1// xG22.˛1.X
2/C ˛2.X

2//:

The previous lemma allows us to transform the expression tX1GX2 into the form
AC tY 1G22Y 2. The properties of the family of laws �W;�n (defined in Proposition 1.2.1)
tell us that the study of G22 knowing A; Y 1 and Y 2 is the same as the study of �W;02

for some parameter W . This means that if we get some monotonicity for the family of
laws �W;02 we should be able to get it for �W;0n for any n.

Proof of Lemma 2.2.2. First we look at H . Let G be the inverse of H . We use the same
bloc decomposition as for H :

G D

�
G11 G12

G21 G22

�
;

where G11 2 Mn.R/, G12 2 Mn;2.R/, G21 2 M2;n.R/ and G22 2 M2.R/. By Schur
decomposition (Lemma 2.1.1) we have

G D

�
.H 11/�1 C .H 11/�1H 12G22 tH 12.H 11/�1 �.H 11/�1H 12G22

�G22 tH 12.H 11/�1 G22

�
D

�
In �.H 11/�1H 12

0 I2

��
.H 11/�1 0

0 G22

��
In 0

�H 21.H 11/�1 I2

�
:

Now we need to introduce the notion of M-matrices. There are multiple equivalent
definitions (see [13]). According to one, an M-matrix is a matrix with non-negative off-
diagonal coefficients and such that either all its principal minors are positive (which is the
case of H 11) or its inverse only has non-negative coefficients. This means that .H 11/�1

is an M-matrix and therefore all its coefficients are non-negative. Since all the coeffi-
cients of �H 12 are also non-negative by definition, this means that all the coefficients of
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�.H 11/�1H 12 are non-negative. Let X1; X2 2 RnC2 be two vectors with bloc decom-
positions

X1 WD

�
X11

X12

�
; X2 WD

�
X21

X22

�
;

where X11; X21 2 Rn and X12; X22 2 R2. Let M WD �H 21.H 11/�1. We have

tX1GX2

D
�
tX11 tX12

� �In �.H 11/�1H 12

0 I2

��
.H 11/�1 0

0 G22

��
In 0

�H 21.H 11/�1 I2

��
X21

X22

�
D
�
tX11 tX12

� �In tM

0 I2

��
.H 11/�1 0

0 G22

��
In 0

M I2

��
X21

X22

�
D
�
tX11 tX11 tM C tX12

� �.H 11/�1 0

0 G22

��
X21

MX21 CX22

�
D

tX11.H 11/�1X21 C . tX11 tM C tX12/G22.MX21 CX22/

D
tX11.H 11/�1X21 C t.MX11 CX12/G22.MX21 CX22/:

Now we can define ˛1.X1/; ˛2.X1/; ˛1.X2/ and ˛2.X2/ by�
˛1.X

1/

˛2.X
1/

�
WDMX11 CX12;

�
˛1.X

2/

˛2.X
2/

�
WDMX21 CX22:

We also define C.X1; X2/ WD tX11.H 11/�1X21. We get

tX1GX2 D C.X1; X2/C
�
˛1.X

1/ ˛2.X
1/
�
G22

�
˛1.X

2/

˛2.X
2/

�
:

Similarly,

t xX1 xG xX2

D
tX11.H 11/�1X21 C t

�
� xH 21.H 11/�1X11 C xX12

�
xG22

�
� xH 21.H 11/�1X21 C xX22

�
D C.X1; X2/C .˛1.X

1/C ˛2.X
1// xG22

�
˛1.X

2/C ˛2.X
2/
�
:

3. The coupling

3.1. A change of variables

When we look at �W;02 , instead of looking at the ˇ-field .ˇ1; ˇ2/ we will look at two
other variables that will make our coupling and various calculations more explicit. In the
following lemma we state this change of variables and some relevant properties of the
new variables.
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Lemma 3.1.1. Let � 2 Œ0; 1� and w � 0 be such that if w D 0 then � 62 ¹0; 1º. Let W WD�
0 w
w 0

�
. Let .ˇ1; ˇ2/ be distributed according to �W;02 . Define


 WD
1�

� 1 � �
� �

2ˇ1 �w
�w 2ˇ2

��1� �
1��

� D 4ˇ1ˇ2 � w
2

2w�.1 � �/C 2ˇ2�2 C 2ˇ1.1 � �/2
;

Z WD
2ˇ1 � �

2


w C �.1 � �/

:

Set w
 WD w C �.1 � �/
 . Then both Z and 
 are positive and

2ˇ1 D �
2
 C w
Z; 2ˇ2 D .1 � �/

2
 C w

1

Z
:

The random variable 
 is the only random variable such that�
2ˇ1 �w

�w 2ˇ2

�
� 


�
�2 �.1 � �/

�.1 � �/ .1 � �/2

�
is of rank 1. The law of 
 is Gamma.1=2; 1=2/. The law of Z, knowing 
 , is

p
w

p
2�

exp
�
�w


.z � 1/2

2z

�
1

z

�
.1 � �/

p
z C

�
p
z

�
1z>0 dz:

This law is a mixture of an inverse Gaussian law and its inverse.
If U WD

p
Z � 1p

Z
, then its density, knowing 
 , is

p
w

p
2�

exp
�
�w


u2

2

��
1 � .2� � 1/

u
p
u2 C 4

�
du:

This law is similar to a Gaussian, in particular the law of jU j is that of the absolute value
of a Gaussian.

We also have the following equality:

det
�
2ˇ1 �w

�w 2ˇ2

�
D 4ˇ1ˇ2 � w

2
D w



�
.1 � �/

p
Z C

�
p
Z

�2
:

The random variable 
 is a generalization of the random variable 
 defined in [17], in
which it is only defined for � 2 ¹0; 1º. It is used to make a link between the ˇ-field and
the VRJP starting at a specific point.

Proof of Lemma 3.1.1. In the proof, when talking about densities, c, z and bi will corres-
pond to the random variables 
 , Z and ˇi respectively. We also set, for any c 2 Œ0;1/,
wc WD w C �.1 � �/c (it represents w
 when talking about densities).

Define

H WD

²
.b1; b2/ 2 .0;1/

2
W

�
2b1 �w

�w 2b2

�
> 0

³
:
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Let f W .0;1/2 ! R2 be defined by

f .c; z/ WD

�
�2c C wcz

2
;
.1 � �/2c C wc

1
z

2

�
:

The first step is to show that f is a bijection from .0;1/2 to H .

We start by checking that f ..0;1/2/�H . First, �
2cCwcz
2

> 0 and .1��/2cCwc
1
z

2
> 0.

Then

4
�2c C wcz

2

.1 � �/2c C wc
1
z

2
� w2 > wzw

1

z
� w2 D 0:

This means that f ..0;1/2/ � H .
Now we need a minor result on matrices that will make calculations with f simpler.

Let Y WD
�
�
1��

�
. For any .a1; a2/ 2 H and s 2 R, we have

det
��
2a1 �w

�w 2a2

�
� sY tY

�
D det

�
2a1 �w

�w 2a2

�
det
�
I2 � s

�
2a1 �w

�w 2a2

��1
Y tY

�
:

The matrix s
�
2a1 �w
�w 2a2

��1
Y tY is of rank 1 and its only non-zero eigenvalue is therefore

equal to its trace, which is s tY
�
2a1 �w
�w 2a2

��1
Y . Therefore

det
�
I2 � s

�
2a1 �w

�w 2a2

��1
Y tY

�
D 1 � s tY

�
2a1 �w

�w 2a2

��1
Y;

and thus

det
��
2a1 �w

�w 2a2

�
� sY tY

�
D det

�
2a1 �w

�w 2a2

��
1 � s tY

�
2a1 �w

�w 2a2

��1
Y

�
:

This means that

det
��
2a1 �w

�w 2a2

�
� sY tY

�
D 0 ” s D

1

tY
�
2a1 �w
�w 2a2

��1
Y
:

Now we notice that if .b1; b2/ WD f .c; z/ then�
2b1 �w

�w 2b2

�
� cY tY D

�
wcz �wc
�wc wc

1
z

�
;

which is of rank 1, and the eigenvector for the non-zero eigenvalue is
� p

z

�1=
p
z

�
. Therefore

if we know that .b1; b2/ D f .c; z/ then

c D
1

tY
�
2b1 �w
�w 2b2

��1
Y
D

4b1b2 � w
2

2b2�2 C 2b1.1 � �/2 C 2�.1 � �/w
;

z D
2b1 � �

2c

wc
D

wc

2b2 � .1 � �/2c
:
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This means that as a function from .0;1/2 to H , f is injective and its inverse is the one
we want. Conversely, f is surjective (as a function from .0;1/2 to H ) by using the same
formula. Hence f is indeed a bijection from .0;1/2 to H .

We also have

2ˇ1 D �
2
 C w
Z;

2ˇ2 D .1 � �/
2
 C w


1

Z
;

and 
 is the only random variable such that�
2ˇ1 �w

�w 2ˇ2

�
� 


�
�2 �.1 � �/

�.1 � �/ .1 � �/2

�
is of rank 1.

Now, for the second step, we can deduce the law of 
; Z from that of ˇ1; ˇ2 by a
simple change of variable. The law of .ˇ1; ˇ2/ is �W;02 (see Definition 1), with density

�
W;0
2 . dˇ1; dˇ2/ WD

2

�
e�

1
2 .2ˇ1C2ˇ2�2w/

1p
4ˇ1ˇ2 � w2

1Hˇ>0 dˇ1 dˇ2;

where

Hˇ WD

�
2ˇ1 �w

�w 2ˇ2

�
:

The Jacobian Jf of the change of variables f is

Jf .c; z/ D

 
.�2 C �.1 � �/z/1

2
..1 � �/2 C �.1 � �/ 1

z
/1
2

.w C �.1 � �/c/1
2

�.w C �.1 � �/c/ 1
2z2

!
and its determinant is

Df .c; z/ D �
wc

4

�
.1 � �/2 C �.1 � �/

1

z
C �2

1

z2
C �.1 � �/

1

z

�
D �

wc

4

�
1 � �C

�

z

�2
D �

wc

4

1

z

�
.1 � �/

p
z C

�
p
z

�2
:

Now we can change variables .ˇ1; ˇ2/ such thatHˇ D
�
2ˇ1 �w
�w 2ˇ2

�
> 0 into variables .
; z/

defined by


 WD
4ˇ1ˇ2 � w

2

2w�.1 � �/C 2ˇ2�2 C 2ˇ1.1 � �/2
;

z WD
2ˇ1 � �

2


w C �.1 � �/

:
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We need to make a few calculations before we can express the law of .
;Z/. First, for any
.c; z/ 2 .0;1/2, with .b1; b2/ WD f .c; z/,

4b1b2 � w
2
D .wcz C �

2c/

�
wc
1

z
C .1 � �/2c

�
� w2

D w2c C wc

�
�2c

1

z
C .1 � �/2cz

�
C �2.1 � �/2c2 � w2

D .�.1 � �/c/2 C 2w�.1 � �/c C wc

�
�2c

1

z
C .1 � �/2cz

�
C �2.1 � �/2c2

D 2c�.1 � �/.w C �.1 � �/c/C wcc

�
�2
1

z
C .1 � �/2z

�
D wcc

�
�2
1

z
C .1 � �/2z C 2�.1 � �/

�
D wcc

�
.1 � �/

p
z C

�
p
z

�2
: (3.1)

Therefore

jDf .c; z/jp
4b1b2 � w2

D

p
w C �.1 � �/c

4
p
c

1

z

�
.1 � �/

p
z C

�
p
z

�
:

We also have the following equality:

b1 C b2 � w D �
2 c

2
C wc

z

2
C .1 � �/2

c

2
C wc

1

2z
� .wc � �.1 � �/c/

D
�
�2 C .1 � �/2 C 2�.1 � �/

�c
2
C
1

2
wc

�
z C

1

z
� 2

�
D
c

2
C
1

2
wc
1

z
.z � 1/2:

Hence we get the following joint law for 
 and Z (c represents 
 and z represents Z):

2

�

p
wc

4
p
c

1

z

�
.1 � �/

p
z C

�
p
z

�
exp

�
�
c

2
� wc

.z � 1/2

2z

�
dz dc:

In particular, the law of Z, knowing 
 , is
p
w

p
2�

exp
�
�w


.z � 1/2

2z

�
1

z

�
.1 � �/

p
z C

�
p
z

�
dz:

It is indeed a density since it is a mixture of an inverse Gaussian and the inverse of an
inverse Gaussian.

By (3.1) we also have

det
�
2ˇ1 �w

�w 2ˇ2

�
D 4ˇ1ˇ2 � w

2
D w



�
.1 � �/

p
Z C

�
p
Z

�2
:

Now, for the third and final step, we can look at the law of U , knowing 
 . By
definition, U D

p
Z � 1p

Z
. This means that

p
Z D

p
U 2C4CU

2
and 1p

Z
D

p
U 2C4�U

2
.



Monotonicity and phase transition for the VRJP and the ERRW 803

Therefore Z D U 2C2CU
p
U 2C4

2
. The density of U , knowing 
 , is thus

1

2

�
2uC

p
u2 C 4C

u2
p
u2 C 4

�p
w

p
2�

exp
�
�w


u2

2

�
�

2

u2 C 2C u
p
u2 C 4

�
.1 � �/

p
u2 C 4C u

2
C �

p
u2 C 4 � u

2

�
du

D
2u
p
u2 C 4C 2u2 C 4

2
p
u2 C 4

p
w

p
2�

exp
�
�w


u2

2

�
�

2

u2 C 2C u
p
u2 C 4

�
.1 � �/

p
u2 C 4C u

2
C �

p
u2 C 4 � u

2

�
du

D

p
w

p
2�

exp
�
�w


u2

2

��
1 � .2� � 1/

u
p
u2 C 4

�
du:

3.2. The tilted Gaussian law

Definition 3. For any .K;ı/2 .0;1/� Œ�1;1�we define the tilted Gaussian law zN .K;ı/

by the following density:r
K

2�
exp

�
�
Ku2

2

��
1C ı

u
p
u2 C 4

�
du:

It is indeed a density since it is the density of a Gaussian plus an antisymmetric term that
is smaller than the Gaussian term.

Lemma 3.2.1. Let K > 0 and ı; ı0 2 Œ�1; 1�. Let U be a random variable distributed
according to zN .K; ı/. Then

E

�1C ı0 Up
U 2C4

1C ı Up
U 2C4

�
D 1:

Proof. We have

E

�1C ı0 Up
U 2C4

1C ı Up
U 2C4

�
D

Z
R

r
K

2�
exp

�
�
Ku2

2

��
1C ı

u
p
u2 C 4

��1C ı0 up
u2C4

1C ı up
u2C4

�
du

D

Z
R

r
K

2�
exp

�
�
Ku2

2

��
1C ı0

u
p
u2 C 4

�
du D 1:

Lemma 3.2.2. Let 0 < K� � KC and ı 2 Œ�1; 1�. There exist random variables U� and
UC distributed according to zN .K�; ı/ and zN .KC; ı/ respectively such that

8ı0 2 Œ�1; 1�; E

�1C ı0 U�p
.U�/2C4

1C ı U�p
.U�/2C4

ˇ̌̌̌
UC

�
D

1C ı0 UCp
.UC/2C4

1C ı UCp
.UC/2C4

;
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and
K�.U�/2 D KC.UC/2 a.s.

Proof. LetK WD
q
KC

K�
. LetUC be a random variable distributed according to zN .KC; ı/.

First we define

V C WD
UCp

.UC/2 C 4
; V � WD

KUCp
K2.UC/2 C 4

:

We notice that 0 � jV Cj � jV �j < 1. Let p1; p2 2 R be defined by

pC WD
1

2

�
1C

V C

V �

�
1C ıV �

1C ıV C
; p� WD

1

2

�
1 �

V C

V �

�
1 � ıV �

1C ıV C
:

Both pC and p� are non-negative. We also have

pC C p� D
1

2

�
1C

V C

V �

�
1C ıV �

1C ıV C
C
1

2

�
1 �

V C

V �

�
1 � ıV �

1C ıV C

D
1C ıV � C 1 � ıV � C VC

V�
.1C ıV � � 1C ıV �/

2.1C ıV C/
D
2C VC

V�
2ıV �

2.1C ıV C/
D 1:

Now, let U� be the random variable such that, knowing UC,

U� WD

´
KUC with probability pC;

�KUC with probability p�:

We want to show that U� is distributed according to zN .K�; ı/. For any test function f
we have

E.f .U�// D E.E.f .U�/ j UC//

D E

�
1

2

�
1C

V C

V �

�
1C ıV �

1C ıV C
f .KUC/C

1

2

�
1 �

V C

V �

�
1 � ıV �

1C ıV C
f .�KUC/

�
:

First, we get

E

�
1

2

�
1˙

V C

V �

�
1˙ ıV �

1C ıV C
f .˙KUC/

�
D

Z
R

r
KC

2�
exp

�
�
KCu2

2

��
1Cı

u
p
u2C4

�
�

�
1

2

�
1˙

p
K2u2C4

K
p
u2C4

�1˙ıK up
K2u2C4

1Cı up
u2C4

f .˙Ku/

�
du

D

Z
R

r
KC

2�
exp

�
�
KCu2

2

��
1˙ıK

u
p
K2u2C4

��
1

2

�
1˙

p
K2u2C4

K
p
u2C4

�
f .˙Ku/

�
du

D

Z
R

r
K�

2�
exp

�
�
K�v2

2

��
1Cı

v
p
v2C4

��
1

2

�
1˙

p
v2C4

p
v2C4K

�
f .v/

�
dv

with v D ˙Ku:
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If we put both equalities together, we get, for any test function f ,

E.f .U�// D

Z
R

r
K�

2�
exp

�
�
K�u2

2

��
1C ı

u
p
u2 C 4

�
f .u/ du:

This means that U� is indeed distributed according to zN .K�; ı/.
Now we only need to show that UC and U� satisfy the equality we want. First we

notice that, for any x 2 .�1; 1/,

1C ı0x

1C ıx
D 1C .ı0 � ı/

x

1C ıx
:

This means that we only need to show that

E

� U�p
.U�/2C4

1C ı U�p
.U�/2C4

ˇ̌̌̌
UC

�
D

UCp
.UC/2C4

1C ı UCp
.UC/2C4

;

which is the same as showing

E

� U�p
.U�/2C4

1C ı U�p
.U�/2C4

ˇ̌̌̌
UC

�
D

V C

1C ıV C
:

By definition of U�; V � and V C, we have

E

� U�p
.U�/2C4

1Cı U�p
.U�/2C4

ˇ̌̌̌
UC

�

D
1

2

�
1C

V C

V �

�
1CıV �

1CıV C

KUCp
.KUC/2C4

1Cı KUCp
.KUC/2C4

C
1

2

�
1�

V C

V �

�
1�ıV �

1CıV C

�KUCp
.�KUC/2C4

1Cı �KUCp
.�KUC/2C4

D
1

2

�
1C

V C

V �

�
1CıV �

1CıV C
V �

1CıV �
C
1

2

�
1�

V C

V �

�
1�ıV �

1CıV C
�V �

1�ıV �

D
1

2

�
1C

V C

V �

�
V �

1CıV C
C
1

2

�
1�

V C

V �

�
�V �

1CıV C
D

V C

1CıV C
:

Lemma 3.2.3. Let w > 0 and W WD
�
0 w
w 0

�
. Fix �; � 2 Œ0; 1�. Let .ˇ1; ˇ2/ be distributed

according to �W;02 . Let Hˇ be the random matrix defined by

Hˇ WD

�
2ˇ1 �w

�w 2ˇ2

�
:

Let Gˇ be the inverse of Hˇ . As in Lemma 3.1.1, set


 WD
4ˇ1ˇ2 � w

2

2w�.1 � �/C 2ˇ2�2 C 2ˇ1.1 � �/2
; Z WD

2ˇ1 � �
2


w C �.1 � �/

:
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Then �
� 1 � �

�
Gˇ

�
�

1 � �

�
D

� 1p
Z
C .1 � �/

p
Z



�
.1 � �/

p
Z C � 1p

Z

� :
Proof. First, by Lemma 3.1.1 we have

2ˇ1 D .w C �.1 � �/
/Z C �
2
;

2ˇ2 D .w C �.1 � �/
/
1

Z
C .1 � �/2
;

w D .w C �.1 � �/
/ � �.1 � �/
:

To simplify notation, let zw WD w C �.1 � �/
 . A quantity that will be important in the
following is the determinant of Hˇ , 4ˇ1ˇ2 � w2. By Lemma 3.1.1, we have

4ˇ1ˇ2 � w
2
D zw


�
.1 � �/

p
Z C �

1
p
Z

�2
:

We know that

Gˇ .1; 1/ D
2ˇ2

4ˇ1ˇ2 � w2
; Gˇ .2; 2/ D

2ˇ1

4ˇ1ˇ2 � w2
;

Gˇ .1; 2/ D Gˇ .2; 1/ D
w

4ˇ1ˇ2 � w2
:

Therefore�
� 1 � �

�
Gˇ

�
�

1 � �

�
D
��2ˇ2 C .�.1 � �/C .1 � �/�/w C .1 � �/.1 � �/2ˇ1

4ˇ1ˇ2 � w2
:

Now we also have

��2ˇ2 C
�
�.1 � �/C .1 � �/�

�
w C .1 � �/.1 � �/2ˇ1

D ��

�
zw
1

Z
C .1 � �/2


�
C
�
�.1 � �/C .1 � �/�

�
. zw � �.1 � �/
/

C .1 � �/.1 � �/. zwZ C �2
/

D �� zw
1

Z
C
�
�.1 � �/C .1 � �/�

�
zw C .1 � �/.1 � �/ zwZ

D zw

�
�
1
p
Z
C .1 � �/

p
Z

��
�
1
p
Z
C .1 � �/

p
Z

�
:

We therefore get

�
� 1 � �

�
Gˇ

�
�

1 � �

�
D

zw
�
� 1p

Z
C .1 � �/

p
Z
��
� 1p

Z
C .1 � �/

p
Z
�

zw

�
.1 � �/

p
Z C � 1p

Z

�2
D

� 1p
Z
C .1 � �/

p
Z



�
.1 � �/

p
Z C � 1p

Z

� :
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4. Main theorem

Some of the results are based on manipulations on graphs; mostly we will use restriction
of graphs with wired boundary condition.

Definition 4. Let G D .V; E/ be a locally finite, non-directed graph. Let .We/e2E be
a family of weights on the edges of G D .V; E/. Let A be a finite subset of V . The
restriction with wired boundary condition . zV A; zEA/; zW A of the weighted graph G ;W to
the subset A of vertices is defined by

zV A WD A [ ¹xAº;

zEA WD
®
¹x; yº 2 E W x; y 2 A

¯
[
®
¹xA; yº � zV

A
W 9x 2 V nA; ¹x; yº 2 E

¯
;

8¹x; yº 2 zEA; x; y 2 A;W A
¹x;yº WD W¹x;yº;

8x 2 zV An¹xAº such that ¹xA; xº 2 zEA; W A
¹xA;aº

WD

X
y2vnA

1¹x;yº2EW¹x;yº:

We can now prove our main theorem.

Proof of Theorem 5. According to Proposition 1.2.1, the marginal law of .ˇi /1�i�n is the
same under �W

�;0
nC2 ; �

WC;0
nC2 and �W

1;0
nC1 and is equal to �W;�n for some � 2 Rn. Let H be

distributed according to z�W;�n . Let K 2 Œ0;1/ be the random variable defined by

K WD tW 2H�1W 1;

and zK the random matrix defined by

zK D

�
0 K

K 0

�
:

Let X1 2 Œ0;1/nC2. Let ˛1.X1/ and ˛2.X1/ be the numbers defined in Lemma 2.2.2
and ˛.X1/ WD ˛1.X1/C ˛2.X1/. Let � 2 Œ0; 1� be the random variable defined by

� WD

´
˛1.X

1/

˛1.X1/C˛2.X1/
if ˛1.X1/C ˛2.X1/ 6D 0;

0 otherwise;

and ı 2 Œ�1; 1� the random variable defined by ı WD 1 � 2�.
If nC 1 and nC 2 are H�-connected then K Cw� > 0. Let 
 be a random variable

distributed according to a Gamma.1=2; 1=2/ distribution and independent of H . Now,
knowingH , let U� and UC be random variables distributed according to zN .K Cw�; ı/

and zN .K C wC; ı/ respectively and such that

8ı0 2 Œ�1; 1�; E

�1C ı0 U�p
.U�/2C4

1C ı U�p
.U�/2C4

ˇ̌̌̌
UC

�
D

1C ı0 UCp
.UC/2C4

1C ı UCp
.UC/2C4

:
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Such random variables exist by Lemma 3.2.2. We define the positive random variables
Z� and ZC by

U� D
p
Z� �

1
p
Z�

; UC D
p

ZC �
1
p
ZC

:

Now, we define the random variables ž�nC1; ž
�
nC2;

žC
nC1 and žCnC2 by

2 ž�nC1 D
�
K C w� C �.1 � �/


�
Z� C �2
;

2 ž�nC2 D
�
K C w� C �.1 � �/


�
=Z� C .1 � �/2
;

2 žCnC1 D
�
K C wC C �.1 � �/


�
ZC C �2
;

2 žCnC2 D
�
K C wC C �.1 � �/


�
=ZC C .1 � �/2
:

Let
zK� WD

�
0 w� CK

w� CK 0

�
; zKC WD

�
0 wC CK

wC CK 0

�
:

By Lemma 3.1.1, knowing K and ı, . ž�nC1; ž
�
nC2/ and . ž�nC1; ž

�
nC2/ are distributed

according to �
zK�;0
2 and �

zKC;0
2 respectively. Now we can define

H˙ D

0B@ H �W 1 �W 2

� tW 1 2 ž˙nC1 C
tW 1H�1W 1 �w˙

� tW 2 �w˙ 2 ž˙nC2 C
tW 2H�1W 2

1CA ;
H1 D

�
H �W 1 �W 2

� tW 1 � tW 2 
 C . tW 1 C tW 2/H�1.W 1 CW 2/

�
:

By Proposition 1.2.1 and Lemma 2.1.1, H�; HC and H1 are distributed according to
z�
W�;0
nC2 ; z�

WC;0
nC2 and z�W

1;0
nC1 respectively. Let G�;GC and G1 be the inverses of H�;HC

and H1 respectively. Let

G22;˙ WD

�
G˙.nC 1; nC 1/ G˙.nC 1; nC 2/

G˙.nC 2; nC 1/ G˙.nC 2; nC 2/

�
;

G22;1 WD
�
G1.nC 1; nC 1/

�
:

Notice that by Schur’s lemma (Lemma 2.1.1), G1.nC 1; nC 1/ D 1=
 .
For any X2 2 Œ0;1/nC2, by Lemma 2.2.2 there exist non-negative random variables

C.X1; X2/; ˛1.X
2/ and ˛2.X2/ that only depend on H;W 1 and W 2 such that

tX1G�X2 D C.X1; X2/C
�
˛1.X

1/ ˛2.X
1/
�
G22;�

�
˛1.X

2/

˛2.X
2/

�
;

tX1GCX2 D C.X1; X2/C
�
˛1.X

1/ ˛2.X
1/
�
G22;C

�
˛1.X

2/

˛2.X
2/

�
;

t xX1G1 xX2 D C.X1; X2/C .˛1.X
1/C ˛2.X

1//G22;1.˛1.X
2/C ˛2.X

2//:



Monotonicity and phase transition for the VRJP and the ERRW 809

Let ˛.X2/ WD ˛1.X2/C ˛2.X2/ and let � 2 Œ0; 1� be the random variable defined by

� WD

´
˛1.X

2/

˛1.X2/C˛2.X2/
if ˛1.X2/C ˛2.X2/ 6D 0;

0 otherwise.

We have

tX1G�X2 D C.X1; X2/C ˛.X1/˛.X2/
�
� 1 � �

�
G22;�

�
�

1 � �

�
;

tX1GCX2 D C.X1; X2/C ˛.X1/˛.X2/
�
� 1 � �

�
G22;C

�
�

1 � �

�
;

t xX1G1 xX2 D C.X1; X2/C ˛.X1/˛.X2/G22;1:

By Lemma 3.2.3, we have

�
� 1 � �

�
G22;˙

�
�

1 � �

�
D

� 1p
Z˙
C .1 � �/

p
Z˙



�
� 1p

Z˙
C .1 � �/

p
Z˙

� :
Define ı0 WD 1 � 2� . By definition of Z� and ZC, we also have

�
� 1 � �

�
G22;˙

�
�

1 � �

�
D

1C ı0 U˙p
.U˙/2C4



�
1C ı U˙p

.U˙/2C4

� :
Finally, by definition of U� and UC, we have

E

��
� 1 � �

�
G22;�

�
�

1 � �

� ˇ̌̌̌
HC

�
D
�
� 1 � �

�
G22;C

�
�

1 � �

�
and therefore

E. tX1G�X2 j HC/ D tX1GCX2:

Similarly, by Lemma 3.2.1,

E. tX1GCX2 j H1/ D tX1G1X2:

We also have

tX1G�X1 D C.X1; X1/C .˛1.X
1/C ˛2.X

1//2
1




D
tX1GCX1 D tX1G1X1:

Proof of Theorem 6. Let i 2 J1; nK. We will only show this result when W � and W C

differ by only two symmetric coefficients (i.e. one edge): .k; l/ and .l; k/. We can assume
thatW �.n� 1;n/ < W C.n� 1;n/ because of the symmetries of the family of laws z�W;0n .
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For any j1; j2 2 J1;nK, j1 and j2 areW �-connected. This means that by the main theorem
(whereX1 is defined byX1i D 1 andX1j D 0 for j 6D i ), there exist matricesH� andHC

distributed according to z�W
�;0

n and z�W
C;0

n respectively, with inversesG� andGC respect-
ively, and such that

� G�.i; i/ D GC.i; i/ almost surely,

� 8X 2 Œ0;1/n; E.
Pn
jD1XjG

�.i; j / j HC/ D
Pn
jD1XjG

C.i; j /.

This means that for any convex function f and any vector X 2 Œ0;1/n,

E

�
f

�Pn
jD1XjG

�.i; j /

G�.i; i/

��
� E

�
f

�Pn
jD1XjG

C.i; j /

GC.i; i/

��
:

5. Proofs of Theorems 1–3

5.1. Proof of Theorem 1

Let dG .�; �/ be the graph distance on G . Let Gn be the restriction with wired boundary
condition of the graph G to the vertices at distance less than n from the origin (see Defin-
ition 4) . This means that Gn D .Vn; En/ with

VnD¹x 2V W dG .0; x/<nº [ ¹ınº;

EnD
®
¹x; yº 2E W .x; y/2V 2n

¯
[
®
¹x; ınº W dG .0; x/Dn � 1; 9y 2V nVn; dG .x; y/D 1

¯
:

Let jVnj be the number of vertices in Vn. LetW �n 2MjVnj.R/ andW Cn 2MjVnj.R/ be the
symmetric matrices defined by:

� for any x; y 2 Vn such that ¹x; yº 62 En, W �n .x; y/ D W
C
n .x; y/ WD 0,

� for any x; y 2 Vnn¹ınº, W �n .x; y/ WD W
�
¹x;yº

and W Cn .x; y/ WD W
C

¹x;yº
,

� for any x 2 Vnn¹ınº, W �n .x; ın/ D W
�
n .ın; x/ WD

P
y2V;¹x;yº2E W

�
¹x;yº

1y 62Vn ,

� for any x 2 Vnn¹ınº, W Cn .x; ın/ D W
C
n .ın; x/ WD

P
y2V;¹x;yº2E W

C

¹x;yº
1y 62Vn .

This means that for any x; y 2 Vn, W �n .x; y/ � W
C
n .x; y/. Let H�n and HCn be ran-

dom matrices distributed according to z�W
�
n ;0

jVnj
and z�W

C
n ;0

jVnj
respectively. Let G�n and GCn be

the inverses of H�n and HCn respectively. By [18, Theorem 1], there exist non-negative
random variables  �.0/ and  C.0/ such that

G�n .0; ın/

G�n .ın; ın/
����!
n!1

 �.0/ in law;
GCn .0; ın/

GCn .ın; ın/
����!
n!1

 C.0/ in law:

Furthermore, still by [18, Theorem 1], we have

P .VRJP with weights W � is recurrent/ D P . �.0/ D 0/;

P .VRJP with weights W C is recurrent/ D P . C.0/ D 0/:
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Let f W Œ0;1/! R be a continuous, bounded, convex function. By Theorem 6, for any
n � 1,

E

�
f

�
G�n .0; ın/

G�n .ın; ın/

��
� E

�
f

�
GCn .0; ın/

GCn .ın; ın/

��
:

This means that E.f . �.0/// � E.f . C.0///. For any n � 1, let fn W Œ0;1/! R be
defined by

fn.x/ D

´
1 � nx if 0 � x � 1=n;

0 if x > 1=n:

For any n � 1, the function fn is continuous, bounded and convex, so E.fn. �.0/// �
E.fn. C.0///. We notice that

E.fn. 
�.0/// ����!

n!1
P . �.0/ D 0/; E.fn. 

C.0/// ����!
n!1

P . C.0/ D 0/:

This means that P . �.0/ D 0/ � P . C.0/ D 0/ and therefore the probability that the
VRJP with weights w� is recurrent is greater than the probability that the VRJP with
weights wC is recurrent.

5.2. Proof of Theorem 2

Fix d � 3. By [18, Proposition 3], for any w 2 .0;1/, the VRJP on Zd is either almost
surely recurrent or almost surely transient. Furthermore, by Theorem 1, the probability
that the VRJP is recurrent is non-increasing in the initial weight. Therefore, there exists
wd 2 Œ0;1� such that the VRJP on Zd with initial weight w 2 .0;1/ is recurrent if
w < wd and transient if w > wd . Since the VRJP is recurrent in dimension 3 for small
enough weights [16, Corollary 3], we have wd 6D 0, and since it is transient for large
enough weights [18, Lemma 9], wd 6D 1.

5.3. Proof of Theorem 3

Fix d � 3. Let Ed be the set of vertices in Zd . Let 0 < a� < aC. Let .W �e /e2E be
iid random Gamma variables with parameter a� and let .W 0e /e2E be iid random Gamma
variables with parameter aC � a�, independent of .W �e /e2E . By [16, Theorem 1], the
ERRW on Zd with initial weight a� 2 .0;1/ is a mixture of VRJPs on Zd where the
weights are .W �e /e2E , and the ERRW on Zd with initial weight aC 2 .0;1/ is a mixture
of VRJPs on Zd where the weights are .W �e CW

0
e /e2E . Now, by Theorem 6, the VRJP

with weights .W �e /e2E has a higher probability of being recurrent than the VRJP with
weights .W �e CW

0
e /e2E . Therefore the probability that the ERRW with constant weight

equal to a is recurrent is non-increasing in a. By [18, Proposition 5], the ERRW with
initial weight a is either almost surely transient or almost surely recurrent. Therefore,
there exists ad 2 Œ0;1� such that the ERRW on Zd with initial weight a 2 .0;1/ is
recurrent if a < ad and transient if a > ad . Since the ERRW is recurrent in dimension 3
for small enough weights, we have ad 6D 0, and since it is transient for large enough
weights, ad 6D 1.
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6. Proof of Theorem 4

6.1. Preliminaries

Definition 5. Let G D .V;E/ be a finite graph and .We/e2E be positive weights. LetHˇ
be the random matrix distributed according to z�W;0n and Gˇ its inverse. Let x; y 2 V be
distinct vertices of G . The effective weight between x and y, weff

x;y , is the random variable
defined by

weff
x;y WD

Gˇ .x; y/

Gˇ .x; x/Gˇ .y; y/ �Gˇ .x; y/2
:

Remark 1. Let G D .V; E/ be a finite graph and .We/e2E be positive weights. Let
.ˇi /i2V be random variables distributed according to �W;0n , Hˇ the corresponding matrix
(distributed according to z�W;0n ) and Gˇ its inverse. Let x; y 2 V be distinct vertices of G

and weff the effective weight between x and y. Let V1 WD V n¹x; yº and V2 WD ¹x; yº be
two subsets of V . The corresponding decomposition of Hˇ is

Hˇ D

 
H
V1
ˇ

�W V1;V2

� tW V1;V2 H
V2
ˇ

!
:

By Lemma 2.1.1,

weff
D Wx;y C

�
tW V1;V2.H

V1
ˇ
/�1W V1;V2

�
.x; y/: (6.1)

Furthermore, by Lemmas 1.2.1 and 2.1.1, the law of Gˇ.x;y/
Gˇ.y;y/

knowing the ˇ-field on V1

is the same as the law of Gˇ.z1;z2/
Gˇ.z2;z2/

on a two-vertex graph ¹z1; z2º where Wz1;z2 D w
eff.

Lemma 6.1.1. Let G D .V; E/ be a finite graph and x0; ı 2 V two distinct vertices.
Let .ce/e2E be a family of random .not necessarily independent/ positive conductances.
Let ceff be the .random/ effective conductance between x0 and ı for the electrical net-
work with initial conductances .ce/e2E . Let ceff be the equivalent conductance between
x0 and ı if we set conductances .ce/e2E defined by ce WD E.ce/ on G . Then

E.ceff/ � ceff:

Proof. Let .Vx/x2V be the (random) potential with Vx0 D 1 and Vı D 0 that minimizes
the energy

E WD
1

2

X
¹x;yº2E

ce.Vx � Vy/
2:

This potential is harmonic on V n¹x0; ıº by the Dirichlet principle and therefore
.Vx � Vy/.x;y/2E is the flow that minimizes the energy and we get

E WD
1

2
ceff:
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Now let . xVx/x2V be the potential with xVx0 D 1 and xVı D 0 that minimizes the energy

E WD
1

2

X
¹x;yº2E

ce. xVx � xVy/
2:

We have
E WD

1

2
ceff:

Now since V minimizes E , we have

E �
1

2

X
¹x;yº2E

ce. xVx � xVy/
2:

By taking the expectation we get

E.E/ �
1

2

X
¹x;yº2E

E.ce/. xVx � xVy/
2:

Therefore
1

2
E.ceff/ �

1

2

X
¹x;yº2EnC1

E.ce/. xVx � xVy/
2:

Thus, 1
2
E.ceff/ � 1

2
ceff, so E.ceff/ � ceff.

Proposition 6.1.2. Let G D .V; E/ be a finite graph and x0; ı 2 V two distinct vertices.
Let .We/e be a family of random (not necessarily independent) positive weights. Let weff

be the .random/ effective weight between x0 and ı for the VRJP with weights .We/e2E .
Let ceff be the effective conductance between x0 and ı if we set conductances .ce/e2E
defined by ce WD E.We/ on G . We have the following inequality:

E.weff/ � ceff:

Proof. We will show the result by induction on the number of vertices of the graph. If the
graph has two vertices ¹x0; ıº (and therefore only one edge) the result is obvious.

Now we assume that the result is true for all graphs with n vertices or fewer, and we
will show it for any graph with nC 1 vertices.

Let GnC1 D .VnC1; EnC1/ be a finite graph with exactly nC 1 vertices, including x0
and ı. Let .W nC1

e /e2EnC1 be random weights on EnC1. Let Hˇ be a random matrix dis-
tributed according to z�W;0n . Let weff

nC1 be the (random) effective weight between x0 and ı.
Let .cnC1e /e2EnC1 be the deterministic conductances defined by cnC1e D E.W nC1

e /. We
define two effective conductances between x0 and ı on GnC1: one for random conduct-
ances W nC1.ceff

nC1/ and the other for deterministic conductances .ce/e2E (ceff
nC1). By

Lemma 6.1.1,
E.ceff

nC1/ � E.ceff
nC1/: (6.2)
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Now, let y 2 VnC1 be a vertex that is neither x0 nor ı. Let G
y
n D .V

y
n ;E

y
n / be the complete

graph with n elements with V yn D VnC1n¹yº. We can decompose VnC1 into V yn and ¹yº;
the corresponding decomposition of Hˇ is given by

Hˇ WD

 
H
Vn
ˇ

�W V1;y

� tW V1;y 2ˇy

!
:

By Lemma 2.1.1, weff
nC1 knowingHˇ is equal to the effective weight weff

n on the graph G
y
n

for weights and the ˇ-field given by the matrix HV
y
n

ˇ
�

1
2ˇy

W V
y
1
;y tW V

y
1
;y . This mat-

rix knowing ˇy and W nC1 is distributed according to �W
0

n with W 0x1;x2 D W nC1
x1;x2

C

W
nC1
x1;y

W
nC1
y;x2

2ˇy
. By Proposition 1.2.1, if Ky WD

P
x;¹x;yº2EnC1

W nC1
y;x , the expectation of

1
2ˇy

knowing W nC1 is given by

E

�
1

2ˇy

�
D

Z 1
0

1

2b

r
2

�

1
p
2b

exp
�
�
1

2

�
2b C

K2y

2b
� 2Ky

��
db

D
1

Ky

Z 1
0

1
p
2s

r
2

�
exp

�
�
1

2

�
K2y

2s
C 2s � 2Ky

��
ds

�
with s D

K2y

4b

�
D

1

Ky
by definition of �0;Ky1 :

Therefore for any x1; x2 2 V
y
n ,

E.W 0x1;x2 j W
nC1/ D W nC1

x1;x2
C
W nC1
x1;y

W nC1
y;x2P

x W
nC1
y;x

:

Similarly the effective conductance ceff
nC1 between x0 and ı on GnC1 with conductances

W nC1 is equal to the effective conductance ceff
n between x0 and ı on G

y
n with conduct-

ances c0x1;x2 WD W
nC1
x1;x2

C
W
nC1
x1;y

W
nC1
y;x2P

xWy;x
. This means that, for any e 2 Eyn ,

E.W 0e j W
nC1/ D c0e;

so by the inductive hypothesis
E.weff

n / � E.ceff
n /;

which implies that
E.weff

nC1/ � E.ceff
nC1/:

6.2. Proof of Theorem 4

Once we can compare the effective weight for the VRJP to effective conductance for an
electrical network, the proof is quite straightforward. Let zWe be weights and let ce WD
E. zWe/ be conductances. For any n > 0 we define xSn to be the vertices of V at distance n
or more from x0. Then Gn; zW

n (with Gn WD .Vn;En/) is the restriction with wired bound-
ary condition of the weighted graph G ; zW to V n xSn (see Definition 4) and ın is the point
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obtained by fusing all points of xSn into one. For any n, let Hn be distributed accord-
ing to z�

zW n;0
jVnj

and let Gn be its inverse. By [18, Theorem 1], to show that the VRJP with

weights zWe is recurrent, we only need to show that Gn.x0;ın/
Gn.ın;ın/

! 0 in probability. By

Remark 1, the law of Gn.x0;ın/
Gn.ın;ın/

is entirely determined by the law of the effective weight.
Since the effective conductive converges to 0, the effective weights converges to 0 in prob-
ability by Lemma 6.1.2. Then, by Remark 1, the law of Gn.x0;ın/

Gn.ın;ın/
knowing the effective

weight is the same as if the graph had only two points x0 and ı, with a weight equal to the
effective weight between them. Now let .ˇ1; ˇ2/ be distributed according to �w

eff;0
2 . The

law of Gn.x0;ın/
Gn.ın;ın/

is the same as the law of

weff

4ˇ1ˇ2�.weff/2

2ˇ1

4ˇ1ˇ2�.weff/2

D
weff

2ˇ1
:

By taking � D 1 in Lemma 3.1.1, we get

weff

2ˇ1
D

weff

W eff 1z
D Z;

where the law of Z (knowing weff) is given byr
weff

2�

1

z
p
z

exp
�
�
weff

2

�
p
z �

1
p
z

�2�
1z>0 dz:

If weff goes to 0 then Z converges to 0 in probability and therefore Gn.x0;ın/
Gn.ın;ın/

converges
to 0 in probability and we get the result we want.
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