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On Gibbs measures and topological solitons of exterior
equivariant wave maps

Bjoern Bringmann

Abstract. We consider k-equivariant wave maps from the exterior spatial domain
R3 nB.0; 1/ into the target S3. This model has infinitely many topological solitons
Qn;k , which are indexed by their topological degree n2Z. For each n2Z and k � 1,
we prove the existence and invariance of a Gibbs measure supported on the homotopy
class ofQn;k . As a corollary, we obtain that soliton resolution fails for random initial
data. Since soliton resolution is known for initial data in the energy space, this reveals
a sharp contrast between deterministic and probabilistic perspectives.

1. Introduction

The wave maps equation is one of the most prominent evolution equations of mathematical
physics. We initially consider wave maps uWR1C3 ! S3, which are critical points of the
Lagrangian
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:

Here, g denotes the induced Riemannian metric on S3 � R4. In this article, we are pri-
marily interested in a simplified model for the wave maps uWR1C3 ! S3, which involves
the following two simplifications:

(i) We require that the wave map uWR1C3! S3 is k-equivariant, where k 2 N. To be
precise, we require that

u.t; r; !/ D .sin.�.t; r//�k.!/; cos.�.t; r///;

where .r; !/ 2 .0;1/ � S2 are polar coordinates on R3, �WR � .0;1/! R is a scalar
field, and �k WS2 ! S2 is a harmonic map with eigenvalue k.k C 1/. The scalar field �
describes the angle between the wave map u and the north pole N D .0; 0; 0; 1/.

(ii) We replace the spatial domain R3 with the exterior spatial domain R3 nB.0;1/, and
impose zero Dirichlet boundary conditions. Since this breaks the scaling symmetry of the
wave maps equation, it effectively turns the wave maps equation from energy-supercritical
into energy-subcritical.
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The resulting initial value problem for the scalar field � D �.t; r/, which is called the
exterior k-equivariant wave maps equation, can be written as

(1.1)
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�; @t�

�
.0; r/ D

�
�0; �1

�
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This evolution equation has the conserved energy

(1.2) Ek
�
�; �t

�
WD

1

2

Z 1
1

dr r2
�
.@t�/

2
C .@r�/

2
C

k.kC1/

r2
sin2

�
�
��
:

For any smooth solution of (1.1) with finite energy, there exists an integer n 2 Z such that

(1.3) lim
r!1

�.t; r/ D n�

for all t 2 R. Due to the symmetry � 7! �� of (1.1), we can restrict ourselves to the
case n � 0. Since � represents the angle between the wave map u and the north pole
N D .0; 0; 0; 1/ 2 S3, the nonnegative integer represents the topological degree of the
wave map. The energy space of (1.2) can therefore be decomposed into the connected
components

(1.4) Cn;k WD
°
.�0;�1/W

Z 1
1

dr r2..@r�0/2C �21/ <1; �0.1/D 0; lim
r!1

�0.r/D n�
±
:

One of the most interesting features of (1.1) is that each connected component Cn;k con-
tains a unique minimizer of the energy Ek given by .�0; �1/ D .Qn;k ; 0/. The function
Qn;k is a harmonic map, i.e., a solution of the stationary equation

�@2rQn;k �
2

r
@rQn;k C

k.k C 1/

2r2
sin.2Qn;k/ D 0:

We emphasize that this is a feature of exterior equivariant wave maps, since equivariant
wave maps on R1C3 do not have any stationary solutions with finite energy [29, 30]. The
exterior equivariant wave maps in (1.1) were first introduced in [2] as an alternative to the
Skyrme equation [31], which is a different simplification of the wave maps equation. It
was further studied analytically and numerically in [4], which advertised (1.1) as a model
problem for soliton resolution. Soliton resolution was first proven for (1.1) in the case
k D 1 in [23, 24], and in the general case k � 1, in [22], and is recorded in the following
theorem.

Theorem 1.1 ([22]). For any k � 1, n � 0, and .�0; �1/ 2 Cn;k , there exists a unique
global solution � of (1.1). Furthermore, � scatters to the soliton .Qn;k ; 0/.

Since the publication of [22], there has been much further progress on soliton reso-
lution for equivariant wave maps equations. We particularly highlight the recent break-
through [21], in which soliton resolution was obtained for two-dimensional equivariant
wave maps (on the full spatial domain R2).
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Due to Theorem 1.1, the deterministic theory of (1.1) is fully understood. In this
article, we study (1.1) from a probabilistic perspective, which reveals interesting new
aspects. One of the most central directions of research in random dispersive equations,
which is inspired by statistical mechanics, concerns the existence and invariance of Gibbs
measures. The existence (or construction) of Gibbs measures was initially studied by con-
structive quantum field theorists (see, e.g., the monograph [17]). More recently, it has
been studied via stochastic quantization [28], which relies on singular stochastic partial
differential equations [1,3,18,25,26]. The invariance of Gibbs measures under dispersive
equations was first studied in seminal works of Bourgain [6] and Zhidkov [35], which treat
one-dimensional nonlinear Schrödinger and wave equations, respectively. In recent years,
there has also been much progress on invariant Gibbs measures for nonlinear Schrödinger
and wave equations in two and three dimensions [6, 9, 11, 13–15, 19, 27]. We emphasize
that many of the articles cited above only treat compact domains (such as the periodic
box Td ). Since the exterior equivariant wave maps equation (1.1) is set on the semi-
infinite interval Œ1;1/, we are interested in the infinite-volume limit of Gibbs measures,
which has been considered in [8,16,18,26,33,34]. For a more detailed literature review on
the existence and invariance of Gibbs measures, we refer the reader to the introductions
of [18] and [9, 11], respectively.

In the following, we study Gibbs measures corresponding to each topological degree
n � 0 and all equivariance-indices k � 1. Since Cn;k from (1.4) is an affine rather than a
linear space, we first introduce the shift operator �n;k , which is defined by

�n;k.'0; '1/ WD .Qn;k C '0; '1/:

We then formally define the Gibbs measure E�n;k as the push-forward

E�n;k WD .�n;k/# E�
0
n;k ;

where E�0
n;k

is formally defined by

(1.5) “ d E�0n;k.'0; '1/ D Z�1 exp.�Ek.Qn;k C '0; '1// d'0 d'1”:

We emphasize that (1.5) is purely formal, since the energy will later turn out to be infinite
on the support of E�0

n;k
, and the infinite-dimensional Lebesgue measure d'0d'1 cannot

be defined rigorously. In our main theorem, we prove that the Gibbs measure E�n;k can
be constructed rigorously and is invariant under the dynamics of (1.1). In the following
statement, 0 < ı � 1 is a fixed but arbitrary parameter, and the weighted Hölder spaces
are as in Definition 2.2 below.

Theorem 1.2. For all topological degrees n � 0 and equivariance-indices k � 1, the
Gibbs measure E�n;k exists and is supported on the state space

(1.6)
�n;k WD

®
.�0; �1/ W r.�0 �Qn;k/ 2 C

0;1=2�ı;�1=2�ı
0 .Œ1;1//;

r�1.r/ 2 C
�1;1=2�ı;�1=2�ı.Œ1;1//

¯
:

Furthermore, the exterior equivariant wave maps equation (1.1) is deterministically glob-
ally well-posed on �n;k , and the Gibbs measure E�n;k is invariant under the dynamics.
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Remark 1.3. Due to the definition of the weighted Hölder spaces (Definition 2.2), the
initial position �0 from Theorem 1.2 satisfies

j�0.r/ �Qn;k.r/j .�0;n;k;ı r
�1=2Cı

for all r � 1. In contrast, if the initial position �0 is as in the connected component
from (1.4), then the radial Sobolev embedding implies that

j�0.r/ �Qn;k.r/j .�0;n;k r
�1=2

for all r � 1. Thus, while the initial data drawn from E�n;k relaxes to the topological soliton
as r !1, the pointwise decay rate is slower than for initial data in the energy class.

To the best of our knowledge, Theorem 1.2 is the first result on the existence and
invariance of Gibbs measures which are supported near topological solitons. The most
difficult part of our main theorem is the existence of the Gibbs measure, which is proven
in two steps: in the first step, we study a family of Gaussian measures (Section 3). The cor-
responding covariance operators are given by the inverses of the one-dimensional Schrö-
dinger operators

(1.7) �@2r C
k.k C 1/

r2
cos.2Qn;k/;

which involve the topological solitonQn;k . In order to obtain growth and Hölder estimates
for the family of Gaussian measures, we rely on Green’s function estimates for (1.7).

In the second step, we control the Radon–Nikodym derivatives of the Gibbs measures
with respect to the Gaussian measures (Section 4). Our argument relies on the variational
approach of Barashkov and Gubinelli [3], which has also been used in [10, 27]. In con-
trast to the argument in [3], however, the objective function in the variational problem is
expanded around the drift term rather than the Gaussian term (see Remark 4.5).

In comparison to the construction of the Gibbs measure, the proof of the dynami-
cal aspects of Theorem 1.2 is rather simple (and all ingredients are essentially contained
already in [35]). The reason is that, as stated in Theorem 1.2, (1.1) is deterministically
globally well-posed on the state space �n;k , and thus our argument neither relies on the
random structure of the solution (as in [7, 9, 11, 13, 27]) nor on Bourgain’s globalization
argument (as in [6, 7]). The proof of invariance is slightly technical, since it requires a
finite-dimensional approximation of (1.1), but ultimately follows from similar ingredients
as in the deterministic well-posedness theory.

Theorem 1.2 has an interesting consequence for the long-time dynamics of certain
solutions of (1.1), which we record in the following corollary. This corollary involves the
linearization of (1.1) around the topological soliton Qn;k , which is given by

(1.8) @2t �lin � @
2
r�lin �

2

r
@r�lin C

k.k C 1/

r2
cos.2Qn;k/�lin D 0:

In light of Theorem 1.2, we are particularly interested in (1.8) with initial data in the linear
(rather than affine) state space

� lin
n;k WD

®
.�0; �1/W r�0 2 C

0;1=2�ı;�1=2�ı
0 .Œ1;1//; r�1.r/ 2 C

�1;1=2�ı;�1=2�ı.Œ1;1//
¯
:
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Corollary 1.4. Let n�0 and k�1. Then, soliton resolution for (1.1) fails E�n;k-almost
surely. More precisely, there exists an event An;k � �n;k , where �n;k is as in (1.6), such
that E�n;k.An;k/D 1 and such that the following holds for all .�0; �1/ 2An;k . Let � be the
unique global solution of (1.1) with initial data .�0; �1/. Furthermore, let �Clin and ��lin
be any solutions of the linearized equation (1.8) with initial data in � lin

n;k
. Then, we have

that

(1.9) lim sup
t!˙1



r.� �Qn;k � �˙lin/.t; r/

.C 0;1=2�ı;�1=2�ı�C�1;1=2�ı;�1=2�ı /.Œ1;2�/ > 0:
While (1.9) is formulated using the same norm as in the definition of the state space

�n;k , our argument yields similar conclusions in many other norms (see Remark 6.1).
This corollary is an easy consequence of the properties of the Gibbs measure E�n;k

and Poincaré’s recurrence theorem (see Section 6). The striking aspect of Corollary 1.4
is that soliton resolution fails for certain .�0; �1/ 2 �n;k , i.e., the global solution does
not decompose into a sum of Qn;k and a linear wave. Since soliton resolution holds for
initial data with finite energy (Theorem 1.1), this implies that the asymptotic behaviour
for random initial data is different from the asymptotic behaviour for smooth initial data.

Remark 1.5. Using the Gaussian measure from Section 3, we also obtain an invariant
Gaussian measure of the linearized wave equation (1.8) which is supported on � lin

n;k
. As

a consequence, there exists solutions �lin of (1.8) with initial data in � lin
n;k

which do not
decay (even locally in space) as time goes to infinity. In light of this, the failure of soliton
resolution for initial data in �n;k may not be too surprising, but it is still interesting that it
can be proven.

2. Preparations

In this section, we make necessary preparations for the rest of this article. In Subsec-
tion 2.1, we recall basic notation. In Subsection 2.2 and Subsection 2.3, we recall basic
facts from real analysis and the analysis of wave equations, respectively. In Subsection 2.4,
we restrict the exterior equivariant wave maps equation (1.1) to finite intervals and intro-
duce a change of variables. Finally, in Subsection 2.5, we introduce a finite-dimensional
approximation of (1.1).

2.1. Notation

Let A; B > 0. We write A . B if there exists a constant C D C.n; k; ı/ > 0 such that
A � CB is satisfied, where n, k, and ı > 0 are as in Theorem 1.2. If the constant C
depends on additional parameters, this dependence is indicated through subscripts. For
example, if C also depends on " > 0, we write A ." B . We also write A & B if B . A.
Finally, we write A � B if A . B and B . A.

We further let R0 D R0.n; k/ � 1 be a sufficiently large radius. In the following, all
statements for finite intervals of the form Œ1; R� will only be made for R � R0, which
guarantees that the properties from Lemma 2.9 below are satisfied.



B. Bringmann 864

2.2. Basic facts from analysis

In this subsection, we recall a few basic facts from analysis. We first recall the definition
of L2-based Sobolev spaces.

Definition 2.1 (L2-based Sobolev spaces). Let I be either the finite interval Œ1;R�, where
R� 1, or the semi-infinite interval Œ1;1/. For all smooth, compactly supported 'WI !R,
we define the homogeneous norms

k'k2
L2.I /

WD

Z
I

dr j'.r/j2; k'k2
PH1.I /

WD

Z
I

dr j@r'.r/j2;

and k'k2
PH2.I /

WD

Z
I

dr j@2r'.r/j
2:

Furthermore, we define the inhomogeneous norms

k'k2
H1.I /

WD k'k2
L2.I /

C k'k2
PH1.I /

;

k'k2
H2.I /

WD k'k2
L2.I /

C k'k2
PH1.I /

C k'k2
PH2.I /

:

We define the corresponding inhomogeneous function spaces L2.I /, H 1.I /, and H 2.I /

as the closure of C1c .I / with respect to the corresponding norms. Furthermore, we define
PH 1
0 .I / as the closure of C1c . VI /, where VI is the interior of I , with respect to the PH 1.I /-

norm.

In addition to the L2-based norms, we also work with weighted Hölder norms, which
are introduced in the following definition.

Definition 2.2 (Weighted Hölder spaces). Let I be either the finite interval Œ1; R�, where
R � 1, or the semi-infinite interval Œ1;1/, let � � 0, and let ˛ 2 Œ0; 1/. Then, we define

k'kC 0;˛;�.I / WD sup
r2I

jr�'.r/j C sup
r;�2I W
r¤�

ˇ̌̌
max.r; �/�

'.r/ � '.�/

jr � �j˛

ˇ̌̌
We define the corresponding function space C 0;˛;�.I / as the closure of C1c .I / with
respect to the C 0;˛;�.I /-norm. We also define

C
0;˛;�
0 .I / WD ¹' 2 C 0;˛;�.I /W'

ˇ̌
@I
D 0º and C

0;˛;�
.0/

.I / WD ¹' 2 C 0;˛;�.I /W'.1/D 0º:

Furthermore, for any locally integrable 'W I ! R, we define

k'kC�1;˛;�.I / WD



 Z r

1

d� '.�/




C 0;˛;�.I /

:

Finally, we define the corresponding function space C�1;˛;�.I / as the closure of C1c .I /
with respect to the C�1;˛;�-norm.

We now make a few remarks regarding Definition 2.2.
(1) Since our function spaces (such as C 0;˛;�) are defined as the closure of C1c .I /, our

function spaces are slightly different from the usual Hölder spaces. In particular, all
of our function spaces are separable.
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(2) The C 0;˛;�
.0/

-spaces, in which the zero Dirichlet boundary condition is only enforced
at r D 1, will be used to compare Gaussian and Gibbs measures defined on different
intervals (see, e.g., Proposition 4.3).

(3) The precise definition of the C�1;˛;�-norm, which contains the integral of ', is moti-
vated by d’Alembert’s formula (Lemma 2.7). By using integration by parts, it is easy
to see that elements of C�1;˛;� are distributions.

To simplify the notation, we also define the unweighted Hölder norms, that is, the
weighted Hölder norms with � D 0, by

k'kC 0;˛.I / WD k'kC 0;˛;0.I / and k'kC�1;˛.I / WD k'kC�1;˛;0.I /:

Finally, we recall a special case of Hardy’s inequality.

Lemma 2.3 (Hardy’s inequality). For all R � 1 and for all � 2 H 1.Œ1; R�/ satisfying
�.1/ D 0, it holds that Z R

1

dr
�2

r2
� 4

Z R

1

dr .@r�/2:

At the end of this subsection, we introduce extension and restriction operators.

Definition 2.4 (Extension operator). For any 1 � R < 1 and any f W .1; R/ ! R, we
define ERf WR! R as the extension of f which is odd around both r D 1 and r D R.
Similarly, for any f W .1;1/! R, we define E1f WR! R as the extension of f which
is odd around r D 1.

In the following lemma, we list a few basic properties of the extension operator.

Lemma 2.5 (Properties of the extension operator). For all 1 � R <1, there exist maps
eRWR! Œ1; R� and �RWR! ¹0; 1º such that

.ERf /.r/ D .�1/
�R.r/f .eR.r//

for all f W .1;R/! R. Furthermore, the maps eR and �R satisfy the following properties:
(i) eR is linear and has slope ˙1 on all intervals of the form m � .R � 1/ C .1; R/,

where m 2 Z.

(ii) eR.r/ D r for all r 2 .1; R/.

(iii) �R is constant on all intervals of the form m � .R � 1/C .1; R/, where m 2 Z.

(iv) �R.r/ D 0 for all r 2 .1; R/.

With obvious modifications, the same properties also hold in the semi-infinite caseRD1.

Proof. The properties follow directly from the definition of the extension operator.

Definition 2.6 (Restriction operators). Let 1 � L � R < 1. For any smooth function
' W Œ1; R�! R, we define RLIR' W Œ1; L�! R by

RLIR' WD 'jŒ1;L�:
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Furthermore, we define R0
LIR' W Œ1; L�! R by

R0
LIR'.r/ D

´
'.r/ if 1 � r � L � 1;

'.L � 1/C .r � .L � 1//.'.L/ � '.L � 1// if L � 1 � r � L:

Finally, we define

ERLIR WD RLIR ˝RLIR and ER0
LIR WD R0

LIR ˝RLIR:

Throughout this article, we will primarily work with the restriction operator RLIR.
However, it can sometimes be important to maintain the zero Dirichlet boundary condi-
tions, and then R0

LIR will be used.

2.3. Wave equations and solitons

We now recall properties of the one-dimensional wave equation on the finite interval Œ1;R�
and semi-infinite interval Œ1;1/. We first state d’Alembert’s formula, which involves the
extension operators from Definition 2.4.

Lemma 2.7 (D’Alembert’s formula). Let 1 � R < 1, let f 2 C1c ..1; R//, let g 2
C1.Œ1;R�/, and let h 2C1.R� Œ1;R�/. Then, the unique solution of the initial-boundary
value problem8̂<̂

:
@2t u � @

2
ru D h; .t; r/ 2 R � .1; R/;

u.t; 1/ D u.t; R/ D 0; t 2 R;

u.0; r/ D f .r/; ut .0; r/ D g.r/; r 2 .1; R/

is given by

u.t; r/ D
.ERf /.r C t /C .ERf /.r � t /

2
C
1

2

Z rCt

r�t

d� .ERg/.�/

C
1

2

Z t

0

ds
Z rC.t�s/

r�.t�s/

d� .ERh/.s; �/:

With obvious modifications, the same formula also holds in the semi-infinite case R D1.

In order to simplify the notation, we make the definition

DuhRŒh� WD
1

2

Z t

0

ds
Z rC.t�s/

r�.t�s/

d� .ERh/.s; �/:

We now state a precise definition of the topological solitons Qn;k , which were infor-
mally introduced in the introduction.

Definition 2.8 (Topological solitons [4, 24]). For all n � 0 and k � 1, we define Qn;k as
the unique minimizer of

1

2

Z 1
1

dr r2
�
.@r�/

2
C
k.k C 1/

r2
sin2

�
�
��

subject to the boundary conditions �.1/ D 0 and limr!1 �.r/ D n� . For notational pur-
poses, it is convenient to also define Q0;0.r/ � 0.
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The case n D k D 0 will only be needed in the definition and analysis of the white
noise measure (Definition 3.6). In the following lemma, we recall basic properties of the
topological solitons.

Lemma 2.9 (Topological solitons [22, 24]). For all n � 0 and k � 1, there exists an
˛ D ˛n;k 2 R such thatˇ̌̌

Qn;k.r/ �
�
n� �

˛

rkC1

�ˇ̌̌
.n;k r�3.kC1/

is satisfied for all r � 1. Furthermore, there exists a constant cn;k > 0 such thatZ R

1

dr  
�
� @2r C

k.kC1/

2r2
cos.2Qn;k/

�
 � cn;k

Z R

1

dr j@r j2

for all R � R0 and all  2 PH 1
0 .Œ1; R�/.

2.4. Restriction to finite intervals and change of variables

In order to rigorously construct the Gibbs measures, we first need to replace the infinite
interval in (1.1) by a finite interval. To this end, we let R � R0. We then consider

(2.1)

8̂̂̂̂
<̂̂
ˆ̂̂̂:
@2t �R � @

2
r�R �

2

r
@r�R D �

k.k C 1/

2r2
sin.2�R/; .t; r/ 2 R � .1; R/;

�R.t; 1/ D 0; t 2 R;

�R.t; R/ D Qn;k.R/; t 2 R;

.�R; @t�R/.0; r/ D .�R;0; �R;1/.r/; r 2 .1; R/:

In (2.1), we impose the Dirichlet condition �R.t; R/ D Qn;k.R/, which will guarantee
that the limit of �R as R!1 lies in the same homotopy class asQn;k . In order for (2.1)
to be consistent at r DR, we also require that the initial data satisfies �0;R.R/DQn;k.R/.
The initial-boundary value problem (2.1) has the conserved energy

(2.2) Ek;R.�R; @t�R/ D
1

2

Z R

1

dr r2
�
.@t�R/

2
C .@r�R/

2
C

k.kC1/

r2
sin2.�R/

�
:

We now introduce a change of variables which separates the topological soliton Qn;k and
converts the variable-coefficient operator @2r C 2r

�1@r into @2r . To be precise, we write

(2.3) �R D Qn;k C r
�1 R:

The new unknown  R is a solution of the initial-boundary value problem8̂̂̂<̂
ˆ̂:

@2t R � @
2
r R D �r

�1Nn;k.r
�1 R/; .t; r/ 2 R � .1; R/;

 R.t; 1/ D 0; t 2 R;

 R.t; R/ D 0; t 2 R;

. R; @t R/.0; r/ D r.�R;0 �Qn;k ; �R;1/.r/; r 2 .1; R/;

where

(2.4) Nn;k.'/ WD
k.k C 1/

2

�
sin.2.Qn;k C '// � sin.2Qn;k/

�
:
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Since the linearization of sin.2.Qn;k C r�1 R// � sin.2Qn;k/ is cos.2Qn;k/.2r�1 R/,
we define a linear operator

(2.5) An;k;R W D.An;k;R/ � L
2.Œ1; R�/! L2.Œ1; R�/

by
D.An;k;R/ WD . PH

1
0

T
H 2/.Œ1; R�/

and

An;k;R  R WD
�
� @2r C

k.k C 1/

r2
cos.2Qn;k/

�
 R

for all  R 2 D.An;k;R/. Since �@2r is self-adjoint and the multiplication operator cor-
responding to cos.2Qn;k/=r2 is bounded and self-adjoint, it follows that An;k;R is self-
adjoint. Furthermore, it follows from Lemma 2.9 that An;k;R is positive definite.

The energy of �R defined in (2.2) can also be written in terms of the new unknown R.
A direct computation shows that

Ek;R.�R; @t�R/ D Ek;R.Qn;k ; 0/C zEn;k;R. R; @t R/;

where

zEn;k;R. R; @t R/ WD
1

2

Z R

1

dr
�
.@t R/

2
C .@r R/

2
�

C
k.k C 1/

2

Z R

1

dr
�

sin.Qn;kCr�1 R/2 � sin.Qn;k/2 � sin.2Qn;k/r�1 R
�
:

In the following, the energy zEn;k;R is often decomposed as

zEn;k;R. R; @t R/ D
1

2

Z R

1

dr
�
.@t R/

2
C .@r R/

2
C
k.k C 1/

r2
cos.2Qn;k/ 2R

�
C Vn;k;R. R/;

where the higher-order term Vn;k;R. R/ is defined by

Vn;k;L. R/ WD
k.k C 1/

2

Z L

1

dr Vn;k. R/;(2.6)

Vn;k. R/ WD sin2.Qn;k C r�1 R/ � sin2.Qn;k/ � sin.2Qn;k/ r�1 R(2.7)

� cos.2Qn;k/.r�1 R/2:

We note that the integral density Vn;k corresponds to the error in the second-order Taylor
expansion of sin2.Qn;k C r�1 R/.

2.5. Finite-dimensional approximations

In order to prove the invariance of the Gibbs measure, we need to introduce finite-dimen-
sional approximations of the Gibbs measure and dynamics. Our finite-dimensional trunca-
tion is based on the eigenfunctions of the differential operator �@2r with Dirichlet bound-
ary conditions. We recall that the corresponding orthonormal basis of eigenfunctions is
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given by ° 2
p
R � 1

sin
�
�n

r � 1

R � 1

�
W n � 1

±
:

We define PR;�N as the L2-orthogonal projection onto the finite-dimensional space

VR;�N WD span
�° 2
p
R � 1

sin
�
�n

r � 1

R � 1

�
W 1 � n � N

±�
:

We note that VR;�N contains functions with frequencies . N=R (rather than . N ). Since
the finite-dimensional approximations will only be used for fixed R � 1, this does not
create any problems. In the following lemma, we record a few elementary properties of
the projection PR;�N .

Lemma 2.10 (Properties of PR;�N ). Let R � 1, let N � 1, and let ˛ 2 Œ0; 1/. Then, it
holds for all f 2 C 0;˛0 .Œ1; R�/ that

kPR;�Nf kL2.Œ1;R�/ . R1=2kf kL1.Œ1;R�/;(2.8)
kPR;�Nf kL1.Œ1;R�/ . N kf kL1.Œ1;R�/;(2.9)

k.1 � PR;�N /f kL2.Œ1;R�/ . R1=2
�R
N

�˛
kf kC 0;˛.Œ1;R�/:(2.10)

Remark 2.11. The second inequality (2.9) is rather crude, and can be improved sig-
nificantly (using estimates for the Dirichlet kernel). Since it will only be used in soft
arguments, however, the precise dependence on N is inessential.

Proof. The first inequality (2.8) follows from the L2-boundedness of PR;�N and the
embedding L1 ,! L2. To prove the second inequality (2.9), we note that

PNf .r/ D
2

R � 1

NX
nD1

sin
�
�n

r � 1

R � 1

� Z R

1

d� sin
�
�n

� � 1

R � 1

�
f .�/:

The desired inequality then follows from the trivial estimate jsin.x/j � 1. The third in-
equality (2.10) with ˛ D 0 follows from (2.8). Furthermore, it holds that

k.1 � PR;�N /f kL2 .
R

N
kf 0kL2 . R1=2

R

N
kf 0kL1 :

The general case ˛ 2 .0; 1/ of (2.10) then follows by interpolation.

Equipped with PR;�N , we now define the frequency-truncated energy

zE
.N/

n;k;R

�
 
.N/
R ; @t 

.N/
R

�
WD

1

2

Z R

1

dr
�
.@t 

.N/
R /2 C .@r 

.N/
R /2

�
C
k.k C 1/

2

Z R

1

dr
�

sin.Qn;k C r�1PR;�N 
.N/
R /2

� sin.Qn;k/2 � 2 sin.Qn;k/r�1PR;�N 
.N/
R

�
:
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The energy zE.N/
n;k;R

leads to the frequency-truncated initial-boundary value problem

(2.11)

8̂̂̂̂
<̂
ˆ̂̂:
.@2t � @

2
r / 

.N/
R D �PR;�N

�
r�1Nn;k.r

�1PR;�N 
.N/
R /

�
; .t; r/ 2 R � .1; R/;

 
.N/
R .t; 1/ D 0; t 2 R;

 
.N/
R .t; R/ D 0; t 2 R;

 
.N/
R .0; r/ D r�R;0 �Qn;k ; @t 

.N/
R .0; r/ D �R;1; r 2 .1; R/:

3. Gaussian measures

As discussed in the introduction, the construction of the Gibbs measures is performed in
two steps. In the first step, which is the subject of this section, we analyze a family of
Gaussian measures. Throughout this section, we let n � 0 and k � 1 or n D k D 0 (as in
Definition 2.8). Furthermore, we let R � R0, where R0 is as in Section 2.1.

Definition 3.1 (Gaussian measures). We let gn;k;R be the Gaussian measure onL2.Œ1;R�/
with covariance operator A�1

n;k;R
, where An;k;R is as in (2.5).

Remark 3.2. The Gaussian measure gn;k;R is supported on L2..1; R// since A�1
n;k;R

is a
trace-class operator (for a fixed R � 1). We can also represent gn;k;R as the law of

1X
mD1

gm

�m
em;

where .em/1mD1 is an orthonormal basis of eigenfunctions of An;k;R with eigenvalues
.�2m/

1
mD1, and .gm/1mD1 is a sequence of independent, standard, real-valued Gaussians.

In the following proposition, we obtain growth and Hölder estimates for samples from
the Gaussian measure gn;k;R.

Proposition 3.3 (Gaussian measures). Let 0 < "� 1 and define ˛ WD 1=2 � " and � WD
�1=2 � ". Then, it holds for all p � 1 that

(3.1) Egn;k;R

�
k k

p

C 0;˛;�.Œ1;R�/

�1=p ."
p
p:

Furthermore, it holds for all r 2 Œ1; R� that

(3.2) Egn;k;R Œ .r/
2� &

�
1 �

r

R

�
.r � 1/:

Remark 3.4. Proposition 3.3 shows that  .r/ grows slower than r1=2C" for all " > 0.
Thus, the growth rate of  .r/ is as for Brownian motion, which corresponds to the case
n D k D 0 (in the limit R!1).

The proof of Proposition 3.3 is postponed until Subsection 3.2 below. While Proposi-
tion 3.3 yields uniform estimates in R � R0, it does not (explicitly) contain the conver-
gence in the infinite-volume limit R!1, which is the subject of the next lemma.
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Lemma 3.5 (Infinite-volume limit). Let ˛ WD 1=2� ı and let � WD �1=2� ı. Then, there
exists a unique Gaussian measure gn;k supported on C 0;˛;�0 .Œ1;1// which satisfies

(3.3) .RLI1/# gn;k D w-lim
R!1

.RLIR/# gn;k;R

for allL� 1. In (3.3), the limit refers to the weak limit onC 0;˛;�
.0/

.Œ1;L�/ (see Definition 2.2
and Definition A.4) and .RLI1/# and .RLIR/# denote push-forwards.

Just as for Proposition 3.3, the proof of Lemma 3.5 is postponed until Subsection 3.2
below. In addition to the Gaussian measures gn;k;R and gn;k , which will be used to
describe the random initial position, we also need a measure describing the random ini-
tial velocity. This measure is the white noise measure, which is defined in the following
definition.

Definition 3.6 (White noise measure). We define the white noise measure wR as the
push-forward of g0;0;R under the distributional derivative @r .

Since the potential energy in (2.6) and (2.7) only depends on the position but not on
the velocity, the white noise measure wR plays a less important role in this article than
the Gaussian measures gn;k;R. In the following corollary, we record the properties of
the white noise measure, which easily follow from the corresponding properties of the
Gaussian measures.

Corollary 3.7 (White noise measure). Let 0 < " � 1, let ˛ WD 1=2 � ", and let � WD
�1=2 � ". Then, it holds for all p � 1 that

EwR

�
k k

p

C�1;˛;�.Œ1;R�/

�1=p ."
p
p:

Furthermore, there exists a unique probability measure w supported on C�1;˛;�.Œ1;1//
which satisfies

.RLI1/# wD w-lim
R!1

.RLIR/# wR for all L � 1.

Proof. This follows directly from the definitions of the C 0;˛;� and C�1;˛;�-norms, the
definition of wR, and Proposition 3.3, and Lemma 3.5.

3.1. The Green’s functions

In order to prove Proposition 3.3, we require estimates for the Green’s function of the
operator An;k;R, which is defined as follows.

Definition 3.8 (Green’s functions). We define Gn;k;RW Œ1;R� � Œ1;R�! R as the Green’s
function corresponding to the operator An;k;R, i.e., as the solution of the initial value
problem ´ �

� @2r C
k.kC1/

r2
cos.2Qn;k/

�
Gk;n;R.r; �/ D ı.r � �/;

Gk;n;R.1; �/ D Gk;n;R.R; �/ D 0:

Since An;k;R is self-adjoint, the Green’s function Gn;k;R is symmetric, i.e., satisfies

Gn;k;R.r; �/ D Gn;k;R.�; r/ for all .r; �/ 2 Œ1; R�2.
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In the next lemma, we state two representations of the Green’s functions. The first
representation, which is only available in the special case n D 0, is explicit. The second
representation, which holds for general n � 0, is an expansion of Gn;k;R around G0;k;R.

Lemma 3.9 (Representations of the Green’s functions). We have the following two iden-
tities.

(i) The case n D 0. For all 1 � r � � � R, it holds that

G0;k;R.r; �/ D
1

1C 2


R1C2
 � �1C2


R1C2
 � 1
.��
r1C
 � ��
r�
 /;

where


 D 
k WD

r
1

4
C k.k C 1/ �

1

2
� 0:

(ii) The case n � 1. For all 1 � r; � � R, it holds that

Gn;k;R.r; �/ D G0;k;R.r; �/

C k.k C 1/

Z R

1

duG0;k;R.r; u/
cos

�
2Qn;k.u/

�
� 1

u2
G0;k;R.u; �/

C k2.k C 1/2
Z R

1

du
Z R

1

dv
h
G0;k;R.r; u/

cos
�
2Qn;k.u/

�
� 1

u2

� Gn;k;R.u; v/
cos.2Qn;k.v// � 1

v2
G0;k;R.v; �/

i
:

Remark 3.10. In the case n D k D 0, the Green’s function is given by

G0;0;R.r; �/ D
R � �

R � 1
.r � 1/

for all 1 � r � � � R. This corresponds to a Brownian bridge with starting point r D 1
and endpoint r D R.

Proof. We prove the two identities in (i) and (ii) separately.
Proof of (i). Since Q0;k D 0, G0;k;R is a solution of

(3.4)
�
� @2r C

k.k C 1/

r2

�
G0;k;R.r; �/ D ı .r � �/:

The characteristic polynomial equation corresponding to (3.4) is given by �˛.˛ � 1/C
k.k C 1/ D 0, which has the roots°1

2
C

r
1

4
C k.k C 1/;

1

2
�

r
1

4
C k.k C 1/

±
D ¹1C 
;�
º:

Thus, the Green’s function G0;k;R can be written as

(3.5) G0;k;R.r; �/ D

´
ar1C
 C b r�
 if r � �,
c r1C
 C d r�
 if r > �,
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where a; b; c; d 2 R are parameters depending only on 
 , R, and �. In addition to (3.5),
the differential equation (3.4) also implies the two conditions

(3.6)
lim
r"�

G0;k;R.r; �/ D lim
r#�

G0;k;R.r; �/

and lim
r"�

@rG0;k;R.r; �/ D lim
r#�

@rG0;k;R.r; �/C 1:

Together with the boundary conditions G0;k;R.1; �/ D G0;k;R.R; �/ D 0, (3.6) yields a
linear system for the parameters a;b; c;d 2R, whose solution leads to the desired identity.

Proof of (ii). By using the resolvent identity twice, we obtain that

(3.7)

A�1n;k;R D A
�1
0;k;R C A

�1
n;k;R .An;k;R � A0;k;R/A

�1
0;k;R

D A�10;k;R C A
�1
0;k;R .An;k;R � A0;k;R/A

�1
0;k;R

C A�10;k;R .An;k;R � A0;k;R/A
�1
n;k;R .An;k;R � A0;k;R/A

�1
0;k;R:

After converting this operator identity into an identity for the corresponding Green’s func-
tions, we obtain the desired identity.

In the next lemma, we obtain pointwise and derivative estimates for the Green’s func-
tions. These estimates will be the main ingredient in the growth and regularity estimates
in Proposition 3.3.

Lemma 3.11 (Growth and derivative estimates for the Green’s functions). For all 1 � r
and � � R, it holds that

jGk;n;R.r; �/j . min.r; �/;(3.8)
j@rGk;n;R.r; �/j . 1;(3.9)
j@�Gk;n;R.r; �/j . 1:(3.10)

Proof. We split the proof into two steps. In the first step, we treat the special case n D 0,
which uses Lemma 3.9 (i). In the second step, we then treat the general case n � 1, which
uses the resolvent identity from Lemma 3.9 (ii).

Step I. The special case n D 0. We separately prove the three estimates (3.8), (3.9),
and (3.10). Due to the symmetry of the Green’s functions, it suffices to treat the case
1 � r � � � R. Using Lemma 3.9 (i), we obtain the pointwise estimate

G0;k;R.r; �/ D
1

1C 2


R1C2
 � �1C2


R1C2
 � 1
.��
r1C
 � ��
r�
 / �

1

1C 2

� 1 � r . r:

Similarly, we obtain the @r -estimate

j@rG0;k;R.r; �/j �
1

1C 2


R1C2
 � �1C2


R1C2
 � 1

�
.1C 
/

� r
�

�

C 
 ��
r�1�


�
. 1:

In order to obtain the @�-estimate, we first decompose

@�Gk;0;R.r; �/ D
1

1C 2

@�

�R1C2
 � �1C2

R1C2
 � 1

��
��
r1C
 � ��
r�


�
(3.11)

C
1

1C 2


R1C2
 � �1C2


R1C2
 � 1
@�
�
��
r1C
 � ��
r�


�
:(3.12)
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For the first summand (3.11) and second summand (3.12), we then have that

j(3.11)j .
�2


R1C2

r . 1 and j(3.12)j .

� r
�

�1C

C 1 . 1:

This completes the proof of the three estimates (3.8), (3.9), and (3.10) in the special case
n D 0.

Step II. The general case n � 1. We first prove for all 1 � r � � � R that

(3.13) jGn;k;R.r; �/j .
p
r�:

To this end, we use Cauchy–Schwarz, which implies

jGn;k;R.r; �/j
2
D
ˇ̌
hır ; A

�1
n;k;Rı�iL2

ˇ̌2
� kA

�1=2

n;k;R
ırk

2
L2
� kA

�1=2

n;k;R
ı�k

2
L2

D hır ; A
�1
n;k;Rıri � hı�; A

�1
n;k;Rı�i D Gn;k;R.r; r/Gn;k;R.�; �/:

Thus, it suffices to treat the case r D �. Due to Lemma 2.9, there exists a positive constant
cn;k > 0 such that An;k;R � cn;kA0;k;R. Due to the operator monotonicity of the operator
inverse, it follows that A�1

n;k;R
� c�1

n;k
A�1
0;k;R

. At the level of the Green’s function, it then
follows that

Gn;k;R.r; r/ � c
�1
n;k G0;k;R.r; r/ . r:

This completes the proof of (3.13).
We now prove the desired estimates (3.8), (3.9), and (3.10). Due to the symmetry

of Gn;k;R, it suffices to prove (3.8) and (3.9). We now recall the resolvent identity1 from
Lemma 3.9(ii), which yields

Gn;k;R.r; �/ D G0;k;R.r; �/(3.14)

C k.k C 1/

Z R

1

duG0;k;R.r; u/
cos.2Qn;k.u// � 1

u2
G0;k;R.u; �/(3.15)

C k2.k C 1/2
Z R

1

du
Z R

1

dv
h
G0;k;R.r; u/

cos.2Qn;k.u// � 1
u2

(3.16)

� Gn;k;R.u; v/
cos.2Qn;k.v// � 1

v2
G0;k;R.v; �/

i
:

We emphasize that in all three terms (3.14), (3.15), and (3.16), the r and �-variables only
enter as arguments of G0;k;R, which is crucial for upgrading the pointwise estimate (3.13)
to derivative estimates. It suffices to prove the pointwise estimate (3.8) and the derivative
estimate (3.9) separately for the three summands (3.14), (3.15), and (3.16).

For the first summand (3.14), the estimates (3.8) and (3.9) have already been proven
in the first step. For the second summand, Lemma 2.9 implies that

j(3.15)j .
Z R

1

du min.r; u/ � u�6 �min.u; �/ .
Z R

1

duu�4 . 1 . min.r; �/:

1Since we are using symmetry to only estimate the r-derivative, it would have been sufficient to use a first-
order rather than second-order expansion in (3.7). For expository purposes, however, we prefer to work with the
second-order expansion. As a result of the second-order expansion, both the r and �-derivatives of (3.14)–(3.16)
can be estimated.
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Similarly, we have that

j@r (3.15)j .
Z R

1

du j@rG0;k;R.r; u/ju�6 min.u; �/ .
Z R

1

duu�5 . 1:

It remains to treat the third summand (3.16). Using Lemma 2.9 and (3.13), it holds that

j(3.16)j .
Z R

1

du
Z R

1

dv min.r; u/ u�6
p
uv v�6 min.v; �/

.
Z R

1

du
Z R

1

dv u�9=2v�9=2 . 1:

Similarly, we have that

j@r (3.16)j .
Z R

1

du
Z R

1

dv j@rG0;k;R.r; u/ju�6
p
uv v�6 min.v; �/

.
Z R

1

du
Z R

1

dv u�5v�9=2 . 1:

In the next lemma, we obtain a lower bound for the diagonal of the Green’s function,
which essentially matches the upper bound from Lemma 3.11.

Lemma 3.12 (Lower bounds). It holds for all 1 � r � R that

Gn;k;R.r; r/ &
�
1 �

r

R

�
.r � 1/:

Proof. Using the trivial estimate cos.2Qn;k/ � 1, it holds that

�@2r C
k.k C 1/

r2
cos.2Qn;k/ � �@2r C

k.k C 1/

r2
�

Due to the operator monotonicity of the inverse, it follows that A�1
n;k;R

� A�1
0;k;R

. As a
result, it follows for all r 2 Œ1; R� that

Gn;k;R.r; r/ � G0;k;R.r; r/:

Using Lemma 3.9 and R � R0 � 1, we obtain that

G0;k;R.r; r/ D
1

1C 2


R1C2
 � r1C2


R1C2
 � 1
.r � r�2
 / &

R1C2
 � rR2


R1C2
 � 1
.r � 1/

&
�
1 �

r

R

�
.r � 1/;

which yields the desired estimate.

We now state and proof our last estimate for the Green’s functions, which concerns
the limit as R!1.

Lemma 3.13 (Convergence of Green’s functions). For all L � 1, it holds that

(3.17) lim
R;R0!1

Z L

1

dr
Z L

1

d� jGn;k;R.r; �/ �Gn;k;R0.r; �/j D 0:

Our argument is based on a weighted energy estimate.
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Proof. For expository purposes, we separate the proof into four steps.
Step 1. Setup. Due to the limit and symmetry in R and R0, we may assume that R0 �

R� L. We further fix � 2 Œ1; L� and let 0 < �� 1 remain to be chosen. We then define
the weighted difference w D wn;k;R;R0;� W Œ1; R�! R by

(3.18) w.r/ WD
�R
r

��
.Gn;k;R0.r; �/ �Gn;k;R.r; �//:

A straightforward calculation shows that w solves the initial-boundary value problem

(3.19)

´ �
� @2r C

k.kC1/

r2
cos.2Qn;k/

�
w.r/ D �2�r�1 @rw.r/C �.1 � �/r

�2w.r/;

w.1/ D 0; w.R/ D Gk;n;R0.R; �/:

From Lemma 3.11, it also follows that

(3.20) jw.R/j . j�j . L and j@rw.R/j . 1:

Step 2. Weighted energy estimate. In the second step, we prove the energy estimate

(3.21)
Z R

1

dr
�
.@rw/

2
C
k.k C 1/

r2
cos.2Qn;k/w2

�
. LC �

Z R

1

dr .@rw/2:

In order to prove (3.21), we multiply the ordinary differential equation in (3.19) with w
and integrate by parts, which yields the identity

(3.22)

Z R

1

dr
�
.@rw/

2
C
k.k C 1/

r2
cos.2Qn;k/w2

�
D w.r/@rw.r/

ˇ̌R
rD1
� 2�

Z R

1

dr r�1w@rw C �.1 � �/
Z R

1

dr r�2w2:

Using the boundary conditions in (3.19) and the estimates in (3.20), the boundary terms
in (3.22) can be estimated by

jw.r/@rw.r/j
R
rD1j D jw.R/@rw.R/j . L:

The second and third terms in (3.22) can be estimated using Cauchy–Schwarz and Hardy’s
inequality. This completes the proof of (3.21).

Step 3. Positive definiteness. In this step, we show that

(3.23)
Z R

1

dr
�
.@rw/

2
C
k.k C 1/

r2
cos.2Qn;k/w2

�
C L &

Z R

1

dr ..@rw/2 C r�2w2/:

In order to utilize Lemma 2.9, we need to replace w with an element of H 1
0 .Œ1; R�/. To

this end, we let �WR! Œ0; 1� be a smooth cut-off function satisfying �jŒ�1=4;1=4� D 1 and
�jR n Œ�1=2;1=2� D 0. We then define zw by

(3.24) zw.r/ WD w.r/ � �
�r �R

R

�
w.R/
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and note that zw satisfies the boundary conditions zw.1/ D zw.R/ D 0. Using (3.20), it
follows that

(3.25)

Z R

1

dr
�
.@r zw � @rw/

2
C r�2. zw � w/2

�
.
� 1
R2

Z R

1

dr �0
�r�R
R

�2
C

Z R

R=2

dr r�2
�
w.R/2 . R�1w.R/2 . R�1L2 . L:

The desired estimate (3.23) can now be derived from Lemma 2.9 (applied to zw) and (3.25).
Step 4. Conclusion. Provided that 0 < �� 1 is sufficiently small, (3.21) and (3.23)

yield Z R

1

dr r�2w2 �
Z R

1

dr ..@rw/2 C r�2w2/ . L:

By restricting the domain of integration to Œ1;L�, inserting the definition of w from (3.18),
and recalling that � 2 Œ1; L� is arbitrary, it follows that

sup
�2Œ1;L�

Z L

1

dr jGn;k;R0.r; �/ �Gn;k;R.r; �/j2 . L1C�R��:

Together with Hölder’s inequality, this implies the desired estimate (3.17).

3.2. Control of Gaussian measure

We first recall a special case of Mercer’s theorem (cf. Section III.5.4 in [12]), which allows
us to utilize our Green’s function estimates (Lemma 3.11).

Lemma 3.14. For all 1 � r; � � R, it holds that

Egn;k;R Œ .r/ .�/� D Gn;k;R.r; �/:

Proof. We rely on the representation of the Gaussian measure gn;k;R from Remark 3.2.
From this representation, it follows that

Egn;k;R Œ .r/ .�/� D

1X
mD1

1

�2m
em.r/em.�/ D Gn;k;R.r; �/:

Equipped with Lemma 3.14, we now have all ingredients for our proof of Proposi-
tion 3.3.

Proof of Proposition 3.3. Using the very definition of the C 0;˛;�.Œ1; R�/-norm, the esti-
mate (3.1) can be reduced2 to the two estimates

Egn;k;R

h
sup

1�r�R

�
j .r/j

r1=2C"

�pi1=p
."
p
p;(3.26)

Egn;k;R

h
sup

1�r;��RW
r¤s

�
j .r/ �  .�/j

max.r; �/" � jr � �j.1�"/=2

�pi1=p
."
p
p:(3.27)

2In fact, (3.27) is stronger than the required estimate, since it contains the factor max.r; �/�" instead of
max.r; �/�1=2�".
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It suffices to treat the case p � 10"�1, since the case p � 10"�1 then follows from
Hölder’s inequality. The argument that follows is a combination of Mercer’s theorem
(Lemma 3.14), the Green’s function estimate (Lemma 3.11) and Kolmogorov’s continuity
theorem (Lemma A.2).

First, using Mercer’s theorem (see Lemma 3.14) and the Green’s function estimate
(see Lemma 3.11), we obtain for all 1 � r; � � R that

Egn;k;R Œj .r/ �  .�/j
2� D Egn;k;R Œ .r/

2� � 2Egn;k;R Œ .r/ .�/�C Egn;k;R Œ .�/
2�

D Gn;k;R.r; r/ � 2Gn;k;R.r; �/CGn;k;R.�; �/

.
�

max
1�u�R

j@rGn;k;R.u; �/j C max
1�u�R

j@�Gn;k;R.r; u/j
�
jr � �j

. jr � �j:

Using Gaussian hypercontractivity (Lemma A.1), we obtain for all p � 1 that

Egn;k;R Œj .r/ �  .�/j
p�1=p .

p
p jr � �j:

We now let 1 � L � R. Using Kolmogorov’s continuity theorem (Lemma A.2) with ˛ D
1=2 � 1=p and ˇ D .1 � "/=2, and using that p � 10"�1, we obtain that

Egn;k;R

�
sup

1�r;��RW
r¤s;

max.r;�/2ŒL=4;L�

�
j .r/ �  .�/j

max.r; �/" � jr � �j.1�"/=2

�p�1=p

." L�" Egn;k;R

h
sup

1�r;��LW
r¤s

�
j .r/ �  .�/j

jr � �j.1�"/=2

�pi1=p
."
p
p L�"L1=pC1=2�.1�"/=2 .

p
p L�"=4:

After summing over all dyadic L 2 Œ1; R�, this yields the Hölder estimate (3.27). The
growth estimate (3.26) then directly follows from the boundary condition  .1/ D 0 and
the Hölder estimate (3.27). It now only remains to prove the lower bound (3.2). Using
Lemma 3.14, it holds that

Egn;k;R Œ .r/
2� D Gn;k;R.r; r/:

Using Lemma 3.12, we directly obtain the desired estimate.

It remains to prove Lemma 3.5, which concerns the infinite-volume limit of the Gaus-
sian measures.

Proof of Lemma 3.5. It suffices to prove the existence of the weak limit

(3.28) gn;k;.L/ WD w-lim
R!1

.RLIR/# gn;k;R

on C 0;˛;�
.0/

.Œ1; L�/ for all L � 1. Indeed, once (3.28) has been established, the Gaussian
measure gn;k can be constructed from .gn;k;.L//L�1 via Kolmogorov’s extension theo-
rem. From Proposition 3.3, it follows that the Gaussian measures ..RLIR/# gn;k;R/R�1
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are tight on C 0;˛;�
.0/

.Œ1; L�/. Due to Prokhorov’s theorem, it therefore only remains to
establish the uniqueness of weak subsequential limits of ..RLIR/# gn;k;R/R�1. For any
�L 2 C

1
c ..1; L//, the law of the random variable

(3.29)  L 2 C
0;˛;�
.0/

.Œ1; L�/ 7!

Z L

1

dr �L.r/ L.r/

with respect to the Gaussian measure .RLIR/# gn;k;R is a normal distribution with mean
zero and variance Z L

1

dr
Z L

1

d�Gn;k;R.r; �/ �L.r/ �L.�/:

In order to prove the uniqueness of weak subsequential limits, it therefore suffices to prove
the convergence of (3.29) as R!1. This follows directly from the convergence of the
Green’s functions Gn;k;R as stated in Lemma 3.13.

4. Existence of the Gibbs measures

In this section, we construct the Gibbs measures. As in Section 3, we continue to work
with the unknown  R from (2.3). In order to distinguish between the Gibbs measures
in �R and  R, we denote the corresponding Gibbs measures by E�n;k;R and E�n;k;R, respec-
tively. Throughout this section, we primarily work with E�n;k;R, and later convert our result
to E�n;k;R.

In the first definition of this section, we introduce the Gibbs measures corresponding
to the frequency-truncated k-equivariant wave maps equation (2.11).

Definition 4.1 (Frequency-truncated Gibbs measures). Let n � 0, k � 1, R � R0, and
N � 1. Then, we define

(4.1) �
.N/

n;k;R
WD
�
Z
.N/

n;k;R

��1 exp
�
� V

.N/

n;k;R

�
gn;k;R:

In (4.1), Z
.N/

n;k;R
> 0 is a normalization constant, gn;k;R is as in Definition 3.1,

V
.N/

n;k;R
. R/ WD

k.k C 1/

2

Z L

1

dr V.N/
n;k

. R/

and

V
.N/

n;k
. R/ WD sin2.Qn;k C r�1PR;�N R/ � sin2.Qn;k/(4.2)

� sin.2Qn;k/ r�1PR;�N R � cos.2Qn;k/.r�1 R/2:

Furthermore, we also define

E�
.N/

n;k;R
WD �

.N/

n;k;R
˝ wR;

where wR is as in Definition 3.6.

We emphasize that the quadratic term in (4.2) contains  R, and not PR;�N R.
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Remark 4.2 (gn;k;R versus g0;0;R). Even for fixed R � R0 and N � 1, it is not entirely
obvious that the Gibbs measure �n;k;R from (4.1) is well defined. In order for �n;k;R to be
well defined, it is necessary that

exp
�k.k C 1/

2

Z R

1

dr
cos

�
2Qn;k

�
r2

 2R.r/
�
2 L1.gn;k;R/:

However, this follows easily from the fact that the covariance operator of gn;k;R is

A�1n;k;R D
�
� @2r C

k.k C 1/

2r2
cos

�
2Qn;k

���1
and that, for any fixed R � R0, .�@2r /

�1 is trace-class on L2.Œ1; R�/. From similar con-
siderations, it also follows that

(4.3)
d�.N/
n;k;R

. R/ D
�
zZ
.N/

n;k;R

��1 exp
�
�
k.kC1/

2

Z R

1

dr
�

sin2.Qn;kCr�1PR;�N R/

� sin2.Qn;k/ � sin.2Qn;k/ r�1PR;�N R
��

dg0;0;R
�
 R/:

In other words, the Gibbs measure can also be written with respect to g0;0;R rather
than gn;k;R. The identity (4.3) is useful when thinking about the invariance of the Gibbs
measure for any finite R � R0, but will not be useful in the infinite-volume limit R!1.

We can now state the main proposition of this section, which contains the construction
of Gibbs measures on finite and semi-infinite intervals.

Proposition 4.3 (Construction of Gibbs measures). Let n� 0, let k � 1, let ˛ WD 1=2� ı,
and let � WD �1=2 � ı. Then, we have the following two properties.

(i) (Finite interval) Let R0 � R <1. As N !1, �.N/
n;k;R

converges in total variation
to a unique limit �n;k;R. Furthermore, it holds that

d�n;k;R. R/ D Z�1n;k;R exp.�Vn;k;R. R// dgn;k;R. R/:

(ii) (Semi-infinite interval) There is a unique probability measure �n;k on C 0;˛;�0 .Œ1;1//

which satisfies

(4.4) .RLI1/#�n;k D w-lim
R!1

.RLIR/# �n;k;R

for all L � 1. In (4.4), the limit refers to the weak limit on C 0;˛;�
.0/

.Œ1; L�/. Further-
more, it holds that

d�n;k. / D Z�1n;k exp.�Vn;k. // dgn;k. /:

In Section 3, we have previously obtained detailed information on the Gaussian mea-
sures gn;k;R. In order to prove Proposition 4.3, it therefore primarily remains to control
the Radon–Nikodym derivative of the Gibbs measures with respect to the Gaussian mea-
sures, which is the subject of Section 4.1. The rest of the proof of Proposition 4.3, which
is presented in Subsection 4.2, relies on soft arguments.
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4.1. Control of Radon–Nikodym derivative

In the first (and main) lemma of this subsection, we prove an exponential moment estimate
for the potential energy with respect to the Gaussian measures.

Lemma 4.4 (Uniform exponential bounds). Let n � 0, let k � 1, and let R0 � L � R.
Furthermore, let

(4.5) 0 � q < 1C
1

4k.k C 1/
�

Then, we have that
EŒexp.�qVn;k;L/� .q 1:

Proof. In the following, we will simplify the notation by denoting samples by  , rather
than  R. It suffices to treat the case

1 � q < 1C
1

4k.k C 1/
;

since the range 0 � q < 1 can then be obtained using Hölder’s inequality. By using a
consequence of the Boué–Dupuis formula (Lemma A.3), it follows that

� log
�
Egn;k;R Œexp.�qVn;k;L/�

�
� Egn;k;R

h
inf

�2 PH1
0 .Œ1;R�/

°
qVn;k;L. C �/

C
1

2

Z R

1

dr
�
.@r�/

2
C
k.k C 1/ cos.2Qn;k/

r2
�2
�±i

:(4.6)

Thus, it suffices to obtain a lower bound on the variational problem in (4.6). In the
argument below, the reader should keep the following guiding principle in mind: while
Proposition 3.3 controls arbitrary moments of the Gaussian process  , the good term
in (4.6) only controls the second moment of �. As a result, all Taylor expansions should
be performed around �.

We recall that the integral density of Vn;k. C �/ is given by a scalar multiple of

(4.7)
Vn;k. C �/ D sin2.Qn;k C r�1 C r�1�/ � sin2.Qn;k/

� sin.2Qn;k/ r�1. C �/ � cos.2Qn;k/r�2. C �/2:

We now simplify the expressions in (4.7). Using Lemma 2.9, the first, second, and third
summand in (4.7) can be approximated or estimated byˇ̌

sin2.Qn;k C r�1 C r�1�/ � sin2.r�1 C r�1�/
ˇ̌

. jQn;k � n�j . r�2;(4.8)

j sin2.Qn;k/j . jQn;k � n�j . r�2;(4.9)

j sin.2Qn;k/ r�1. C �/j . jQn;k � n�jr�1.j j C j�j/ . r�3.j j C j�j/:(4.10)
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We now combine the sin2.r�1. C �//-term from (4.8) with part of the last summand
from (4.7). Using Taylor’s theorem, we have that

(4.11)

ˇ̌
sin2.r�1 C r�1�/ � 2 cos.2Qn;k/ r�1� r�1 � cos.2Qn;k/.r�1/2

ˇ̌
.
ˇ̌
sin2.r�1 C r�1�/ � sin.2r�1�/r�1 � cos.2r�1�/.r�1 /2

ˇ̌
C
ˇ̌
sin.2r�1�/r�1 � 2 cos.2Qn;k/r�1� r�1 

ˇ̌
C
ˇ̌
.cos.2r�1�/ � cos.2Qn;k//.r�1 /2

ˇ̌
. .r�1j j/3 C j1 � cos.2Qn;k/jr�1j jr�1j�j

C
ˇ̌
.sin.2r�1�/ � 2r�1�/r�1 

ˇ̌
C .r�1j�j C jQn;k � n�j/.r

�1
j j/2:

Using Lemma 2.9, the elementary estimate jsin.x/ � xj . min.jxj; jxj3/ . jxj3=2, and
Young’s inequality, we obtain for all � 2 .0; 1/ that (4.11) is

(4.12)
. .r�1j j/3 C r�4j j j�j C .r�1j�j/3=2 r�1j j C .r�1j�j C r�2/.r�1 /2

. �r�2 �2 C ��1r�4 2 C r�3 j j3 C ��3r�4 4:

By combining (4.8)–(4.12) and using Young’s inequality, it follows that

(4.13)

ˇ̌
Vn;k;R. C �/ �

�
sin2.r�1�/ � cos.2Qn;k/.r�1�/2

�ˇ̌
. r�3j�j C �r�2 �2 C ��3 .r�2 C r�3j j C r�4 2 C r�3j j3 C r�4j j4/

. �r�2 �2 C ��3 .r�2 C r�3j j3 C r�4 4/:

We now let Cn;k � 1 be sufficiently large. By inserting (4.13) into the objective function
in (4.6), it then follows that

Egn;k;R

h
inf
�2 PH1

0

°
qVn;k;L. C �/C

1

2

Z R

1

dr
�
.@r�/

2
C
k.k C 1/ cos.2Qn;k/

r2
�2
�±i

� inf
�2 PH1

0

²
1

2

Z R

1

dr .@r�/2 C
qk.k C 1/

2

Z L

1

dr sin.r�1�/2(4.14)

� Cn;k�

Z R

1

dr r�2 �2 C
k.k C 1/

2

Z R

1

dr
cos.2Qn;k/

r2
�2

� q
k.k C 1/

2

Z L

1

dr
cos.2Qn;k/

r2
�2
³

� Cn;k �
�3 Egn;k;R

h Z R

1

dr .r�2 C r�3j j3 C r�4 4/
i
:(4.15)

We now treat (4.14) and (4.15) separately. In order to estimate (4.14), we first note that
sin2.r�1�/ is nonnegative, which yields

qk.k C 1/

2

Z L

1

dr sin.r�1�/2 � 0:
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Furthermore, as L � R0 and R0 is sufficiently large, Lemma 2.9 implies that cos.2Qn;k/
is nonnegative on ŒL;R�. Together with Hardy’s inequality (Lemma 2.3), it follows that

k.k C 1/

2

Z R

1

dr
cos.2Qn;k/

r2
�2 � q

k.k C 1/

2

Z L

1

dr
cos.2Qn;k/

r2
�2

� �.q � 1/
k.k C 1/

2

Z R

1

dr
cos.2Qn;k/

r2
�2 � �4.q � 1/

k.k C 1/

2

Z R

1

dr r�2 �2:

In total, it follows that

(4.14) �
1

2

�
1 � 4k.k C 1/.q � 1/ � 8Cn;k�

� Z R

1

dr .@r�/2:

Due to our assumption on q, we can choose � D �n;k;q > 0 sufficiently small such that

1 � 4k.k C 1/.q � 1/ � 8Cn;k� > 0:

Thus, the contribution (4.14) is bounded below by zero. In order to complete the proof, it
therefore only remains to estimate (4.15). Using Proposition 3.3 and our choice of � > 0,
it follows for all " > 0 that

��3 Egn;k;R

h Z R

1

dr.r�2 C r�3j j3 C r�4 4/
i

.n;k;q;"
Z R

1

dr.r�2 C r�3=2C" C r�2C"/ ." 1;

which yields the desired lower bound on (4.15).

Remark 4.5. As already discussed in the proof of Lemma 4.4, we use a Taylor expansion
of the potential energy around the drift term � rather than the Gaussian term  . This is in
sharp contrast to [3], in which the potential energy is expanded around the Gaussian term.

While Lemma 4.4 yields uniform exponential bounds, it does not yield estimates for
increments in the interval size L or the frequency-truncation parameter N , which are the
subject of the next lemma.

Lemma 4.6 (Increments in L and N ). Let n � 0, let k � 1, let R � R0, let 2 � L � R,
and let N � 1. We also let " > 0 and p � 2. Then, it holds that

kVn;k;L � Vn;k;L=2kLp.gn;k;R/ ." p3=2L�1=2C";(4.16) 

jVn;k;R�V .N/n;k;R
j exp.jVn;k;R�V

.N/

n;k;R
j/



Lp.gn;k;R/

."N�1=2C" exp.Cn;k;"R3p/;(4.17)

where Cn;k;" � 1 is sufficiently large.

Proof. We first prove the estimate for the increment in L, i.e., (4.16). Using Taylor’s
theorem, the density Vn;k;R from (2.7) satisfies

jVn;k. /j .
ˇ̌
sin2.Qn;k C r�1 / � sin2.Qn;k/ � sin.2Qn;k/ r�1 

� cos.2Qn;k/.r�1 /2
ˇ̌

. jr�1 j3:
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Using the definition of Vn;k;L from (2.6), Hölder’s inequality, and Proposition 3.3, this
implies

kVn;k;L � Vn;k;L=2kLp.gn;k;R/ .
Z L

L=2

dr k.r�1 /3kLp.gn;k;R/

.
Z L

L=2

dr kr�1 k3
L3p.gn;k;R/

. p3=2
Z L

L=2

dr r�3=2C" . L�1=2C"p3=2:

This completes the proof of (4.16). It remains to prove (4.17). To this end, we first prove
for all  R 2 C

0;1=2�";�1=2�"
0 .Œ1; R�/ that

(4.18) j.V
.N/

n;k;R
� Vn;k;R/. R/j ." R3=2N�1=2C" k RkC 0;1=2�";�1=2�".Œ1;R�/:

Indeed, it follows from Hölder’s inequality and Lemma 2.10 that

j.V
.N/

n;k;R
� Vn;k;R/. R/j .

Z R

1

dr r�1jPR;�N R �  Rj . kPR;�N R �  RkL2.Œ1;R�/

." R1�"N�1=2C" k RkC 0;1=2�";0.Œ1;R�/ ." R3=2N�1=2C" k RkC 0;1=2�";�1=2�".Œ1;R�/:

Using (4.18) and that Cn;k;" � 1 is sufficiently large, it follows that

jVn;k;R � V .N/n;k;R
j exp.jVn;k;R � V

.N/

n;k;R
j/



Lp.gn;k;R/

." N�1=2C"



R3=2 k RkC 0;1=2�";�1=2�".Œ1;R�/
� exp

�
Cn;k;"
20

N�1=2C"R3=2k RkC 0;1=2�";�1=2�".Œ1;R�/

�



Lp.gn;k;R/

." N�1=2C"



 exp

�
Cn;k;"
10

R3=2k RkC 0;1=2�";�1=2�".Œ1;R�/

�



Lp.gn;k;R/

Thus, the desired estimate follows from Proposition 3.3 (and exponential moment esti-
mates for sub-Gaussian random variables).

At the end of this subsection, we record the following corollary of Lemma 4.4 and
Lemma 4.6, which is used to control the normalization constants.

Corollary 4.7. Let n � 0 and let k � 1. Then, it holds that

(4.19) Egn;k;R Œexp.�Vn;k;L/� � 1

uniformly for all R0 � L � R.

Proof. The upper bound in (4.19) follows directly from Lemma 4.4. Using Jensen’s in-
equality and Lemma 4.6, we also have that

Egn;k;R Œexp.�Vn;k;L/� � exp
�
� Egn;k;R ŒVn;k;L�

�
& 1;

which yields the lower bound in (4.19).
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4.2. Proof of Proposition 4.3

Equipped with the estimates from Subsection 4.1, we now present the proof of Proposi-
tion 4.3.

Proof of Proposition 4.3. We first construct the Gibbs measures for finite intervals, i.e.,
we first prove (i). Due to Corollary 4.7, it suffices to prove that

(4.20) lim
N!1



 exp.�Vn;k;R/ � exp.�V .N/
n;k;R

/



L1.gn;k;R/

D 0:

To this end, we let q D qk 2 .1;1/ satisfy (4.5) and let q0 be its Hölder-conjugate. Using
the elementary estimate

j exp.�x/ � exp.�y/j . jx � yj exp.jx � yj/ exp.�x/; 8x; y 2 R;

and Hölder’s inequality, it follows that

 exp.�Vn;k;R/ � exp.�V .N/
n;k;R

/



L1.gn;k;R/

.


jVn;k;R � V .N/n;k;R

j exp.jVn;k;R � V
.N/

n;k;R
j/ exp.�Vn;k;R/




L1.gn;k;R/

.


jVn;k;R � V .N/n;k;R

j exp.jVn;k;R � V
.N/

n;k;R
j/



Lq
0
.gn;k;R/

k exp.�Vn;k;R/kLq.gn;k;R/

By using Lemma 4.4 and Lemma 4.6, it follows for all " > 0 that

jVn;k;R � V .N/n;k;R
j exp.jVn;k;R � V

.N/

n;k;R
j/



Lq
0
.gn;k;R/

k exp.�Vn;k;R/kLq.gn;k;R/

.n;k;R;" N�1=2C":

This completes the proof of (4.20).
We now construct the Gibbs measure on the semi-infinite interval, that is, we now

prove (ii). Using Lemma 4.4, we can define

d�n;k. / WD Z�1n;k exp.�Vn;k. // dgn;k. /:

In order to prove (4.4), we introduce auxiliary probability measures. To be more precise,
we let R0 � R0 � R and define a probability measure �n;k;R;R0 on C 0;˛;�0 .Œ1; R�/ by

d�n;k;R;R0. R/ WD Z�1n;k;R;R0 exp.�Vn;k;R0. R// dgn;k;R. R/:

We note that the difference between �n;k;R;R0 and �n;k;R is that the potential energy is
only integrated over Œ1;R0� rather than Œ1;R�. We now claim for all 1 � R0 � R �1 and
all " > 0 that

(4.21) k�n;k;R;R0 � �n;k;RkTV ." .R0/�1=2C":

In order to prove (4.21), we first recall from Corollary 4.7 that Zn;k;R;R0 � 1 (uniformly
in R and R0). As a result, it holds that

k�n;k;R;R0 � �n;k;RkTV . k exp.�Vn;k;R/ � exp.�Vn;k;R0/kL1.gn;k;R/:
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We now choose any q D qk 2 .1;1/ satisfying (4.5), and let q0 be its Hölder-conjugate.
Using the elementary estimate

j exp.�x/ � exp.�y/j . jx � yj.exp.�x/C exp.�y//; 8x; y 2 R;

and Hölder’s inequality, it follows that

k exp.�Vn;k;R/ � exp.�Vn;k;R0/kL1.gn;k;R/
.


jVn;k;R � Vn;k;R0 j .exp.�Vn;k;R/C exp.�Vn;k;R0//




L1.gn;k;R/

. kVn;k;R � Vn;k;R0kLq0 .gn;k;R/ � k exp.�Vn;k;R/C exp.�Vn;k;R0/kLq.gn;k;R/:

After using Lemma 4.4 and Lemma 4.6, this completes the proof of the claim (4.21). Due
to (4.21), it now only remains to prove that

(4.22) .RLI1/# �n;k;1;R0 D w-lim
R!1

.RLIR/# �n;k;R;R0 ;

where the limit refers to the weak limit on C 0;˛;�
.0/

.Œ1; L�/. In order to prove (4.22), it
suffices3 to show that

(4.23)
lim
R!1

Z
f .RLIR R/ exp.�Vn;k;R0. R// dgn;k;R. R/

D

Z
f .RLI1 / exp.�Vn;k;R0. // dgn;k. /

for all L; R0 � 1 and bounded and Lipschitz continuous f WC 0;˛;�
.0/

.Œ1; L�/ ! R. Since
RLIRDRLIR0 ıRR0IR and Vn;k;R0. R/DVn;k;R0.RR0IR R/, the left-hand side of (4.23)
can be rewritten asZ

f .RLIR R/ exp.�Vn;k;R0. R// dgn;k;R. R/

D

Z
.f ıRLIR0/.RR0IR R/ exp.�Vn;k;R0.RR0IR R// dgn;k;R. R/

D

Z �
.f ıRLIR0/ � exp.�Vn;k;R0/

�
� . R0/ d..RR0IR/# gn;k;R/. R0/:

Similarly, the right-hand side of (4.23) can be written asZ
f
�
RLI1 

�
exp.�Vn;k;R0. // dgn;k. /

D

Z �
.f ıRLIR0/ � exp.�Vn;k;R0/

�
. R0/ d..RR0I1/# gn;k/. R0/:

As a result, (4.23) is equivalent to

(4.24)
lim
R!1

Z �
.f ıRLIR0/ � exp.�Vn;k;R0/

�
. R0/ d..RR0IR/#gn;k;R/. R0/

D

Z �
.f ıRLIR0/ � exp.�Vn;k;R0/

�
. R0/ d..RR0I1/#gn;k/. R0/:

3To see this, one only has to realize that (4.23) with f D 1 implies the convergence of the normaliza-
tion constants Zn;k;R;R0 as R !1. Once the convergence of the normalization constants is established, the
equivalence of (4.22) and (4.23) is clear.
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Since the identity (4.24) follows directly from the weak convergence of the Gaussian
measures (Lemma 3.5), the Lipschitz continuity of Vn;k;R0 (for any fixed R0), and the
exponential moment estimates (Lemma 4.4), this completes the proof.

5. Dynamics

In this section, we address the dynamical aspects of Theorem 1.2. In Subsection 5.1,
we prove the global well-posedness of the equivariant wave maps equation in weighted
Hölder spaces. We emphasize that, as previously discussed in the introduction, the well-
posedness theory does not rely on any probabilistic properties of the initial data. In Sub-
section 5.2 and Subsection 5.3, we prove the invariance of the Gibbs measure for the finite
intervals Œ1;R� and the semi-infinite interval Œ1;1/, respectively. The main ingredients are
the finite-dimensional approximation from Subsection 2.5 and finite speed of propagation.

5.1. Global well-posedness

In this subsection, we prove all necessary ingredients for the global well-posedness of the
equivariant wave maps equation (1.1). In the unknown  from (2.3), the initial-boundary
value problems on the semi-infinite and finite intervals are given by

(5.1)

8̂̂̂<̂
ˆ̂:

@2t � @
2
r D �r

�1Nn;k.r
�1 /; .t; r/ 2 R � .1;1/;

 .t; 1/ D 0; t 2 R;

limr!1 r
�1 .t; r/ D 0; t 2 R;

. ; @t /.0; r/ D . 0;  1/.r/; r 2 .1;1/;

and

(5.2)

8̂̂̂<̂
ˆ̂:

@2t R � @
2
r R D �r

�1Nn;k.r
�1 R/; .t; r/ 2 R � .1; R/;

 R.t; 1/ D 0; t 2 R;

 R.t; R/ D 0; t 2 R;

. R; @t R/.0; r/ D . R;0;  R;1/.r/; r 2 .1; R/:

Here, the nonlinearity Nn;k is as in (2.4).

Proposition 5.1 (Global well-posedness of (5.2)). Let 1 � R < 1, let ˛ 2 Œ0; 1/, and
let �1 < � � 0. Then, (5.2) is globally well-posed in .C 0;˛;�0 � C�1;˛;�/.Œ1; R�/ and the
unique global solution  satisfies, for all t 2 R,

(5.3) k. R; @t R/k.C 0;˛;�0 �C�1;˛;�/.Œ1;R�/
.htij�jk. R;0;  R;1/k.C 0;˛;�0 �C�1;˛;�/.Œ1;R�/

Chti2:

After obvious modifications, a similar estimate also holds in the semi-infinite caseRD1.

The condition � > �1 is only imposed in order to satisfy the growth condition as
r !1 in (5.1). Due to Proposition 5.1, we can introduce the global flows

(5.4)
E‰ D .‰0; ‰1/ W R � C

0;˛;�
0 .Œ1;1// � C�1;˛;�.Œ1;1//

! C
0;˛;�
0 .Œ1;1// � C�1;˛;�.Œ1;1//



B. Bringmann 888

and

(5.5)
E‰R D .‰R;0; ‰R;1/ W R � C

0;˛;�
0 .Œ1; R�/ � C�1;˛;�.Œ1; R�/

! C
0;˛;�
0 .Œ1; R�/ � C�1;˛;�.Œ1; R�/;

corresponding to (5.1) and (5.2), respectively. Before we turn to the proof of Proposi-
tion 5.1, we record the following estimates for homogeneous and inhomogeneous linear
waves. In addition to the proof of Proposition 5.1, these estimates will also be used in
Subsection 5.2 below.

Lemma 5.2 (Linear estimates). Let 1 � R <1, let ˛ 2 Œ0; 1/, and let � � 0. Then, we
have the following estimates.

(i) (Linear wave estimate) For all  R;0 2 C 0;˛;�.Œ1; R�/ and t 2 R, it holds that

k R;0.eR.r ˙ t //kC 0;˛;�.Œ1;R�/ C k@t . R;0.eR.r ˙ t ///kC�1;˛;�.Œ1;R�/

. htij�jk R;0kC 0;˛;�.Œ1;R�/:

(ii) .L1-based Duhamel estimate) For all T � 0, F 2 L1.Œ�T; T � � Œ1; R�/, and t 2
Œ�T; T �, it holds that

kDuhŒF �.t/kC 0;˛;�.Œ1;R�/ C k@t DuhŒF �.t/kC�1;˛;�.Œ1;R�/
. jt jhT ikF kL1.Œ�T;T ��Œ1;R�/:

(iii) .L2-based Duhamel estimate) Assume that ˛ � 1=2. Then, it holds for all T � 0,
t 2 Œ�T; T �, F 2 L1sL

2
�.Œ�T; T � � Œ1; R�/, and ˛ � 1=2, that

kDuhŒF �.t/kC 0;˛;�.Œ1;R�/ C k@t DuhŒF �.t/kC�1;˛;�.Œ1;R�/
. htikF kL1sL2�.Œ�T;T ��Œ1;R�/:

After obvious modifications, similar estimates also hold in the semi-infinite case R D1.

Proof. We separate the proofs of (i), (ii), and (iii).
Proof of (i). The estimate of the C 0;˛;�-norm follows directly from the Lipschitz con-

tinuity of eR and eR.r/ D r for all r 2 Œ1; R� (as stated in Lemma 2.5). Since

@t . R;0.eR.r ˙ t /// D ˙@r . R;0.eR.r ˙ t ///;

the C�1;˛;�-estimate for the time-derivative follows directly from the C 0;˛;�-estimate.
Proof of (ii). We first prove the C 0;˛;�-estimate. To this end, we first bound

jDuhŒF �.t; r/j D
ˇ̌̌ Z t

0

ds
Z rC.t�s/

r�.t�s/

d� .ERF /.s; �/
ˇ̌̌

�

ˇ̌̌ Z t

0

ds
Z rC.t�s/

r�.t�s/

d� 1
ˇ̌̌
� k.ERF /.s; �/kL1.Œ�T;T ��R/

� t2kF kL1.Œ�T;T ��Œ1;R�/:
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For any r; r 0 2 Œ1; R�, we further estimate

jDuhŒF �.t; r/ � DuhŒF �.t; r 0/j

D

ˇ̌̌ Z t

0

ds
Z rC.t�s/

r�.t�s/

d� .ERF /.s; �/ �
Z t

0

ds
Z r 0C.t�s/

r 0�.t�s/

d� .ERF /.s; �/
ˇ̌̌

�

ˇ̌̌ Z t

0

ds
Z rC.t�s/

r 0C.t�s/

d� .ERF /.s; �/
ˇ̌̌
C

ˇ̌̌ Z t

0

ds
Z r�.t�s/

r 0�.t�s/

d� .ERF /.s; �/
ˇ̌̌

� 4 jt j jr � r 0jk.ERF /.s; �/kL1.Œ�T;T ��R/

� 4 jt j jr � r 0jkF kL1.Œ�T;T ��Œ1;R�/:

Since � � 0, this completes the proof of theC 0;˛;�-estimate. In order to prove theC�1;˛;�-
estimate for the time-derivative, we first observe that

(5.6)

@t

Z t

0

ds
Z rC.t�s/

r�.t�s/

d� .ERF /.s; �/

D @r

Z t

0

ds
Z rC.t�s/

r

d� .ERF /.s; �/ � @r

Z t

0

ds
Z r�.t�s/

r

d� .ERF /.s; �/:

Due to the definition of the C�1;˛;�-norm, which contains an integral, the estimate of
the C�1;˛;�-norm of the time-derivative can be deduced similarly as the C 0;˛;�-estimate
above.

Proof of (iii). Due to the identity (5.6), it suffices to prove the C 0;˛;�-estimate. To this
end, we first prove a pointwise estimate. It holds that

(5.7)

ˇ̌̌
DuhŒF �.t; r/

ˇ̌̌
D

ˇ̌̌ Z t

0

ds
Z rC.t�s/

r�.t�s/

d� .ERF /.s; �/
ˇ̌̌

�

Z t

0

ds
� Z rC.t�s/

r�.t�s/

d� 1
�1=2
k.ERF /.s; �/kL2�.Œr�.t�s/;rC.t�s/�/

. hti1=2
Z t

0

ds k.ERF /.s; �/kL2�.Œr�.t�s/;rC.t�s/�/:

Furthermore, from the definition of the extension operator ER, it follows that

(5.8)



.ERF /.s; �/

L2�.Œr�.t�s/;rC.t�s/�/
.
�
1C
jt � sj

R

�1=2
kF kL2�.Œ1;R�/ . hti1=2kF kL2�.Œ1;R�/:

By combining (5.7) and (5.8), we obtain that

(5.9) jDuhŒF �.t; r/j . htikF kL1sL2�.Œ0;t��Œ1;R�/:



B. Bringmann 890

Similarly, it holds for all 1 � r 0 � r � R that

jDuhŒF �.t; r/ � DuhŒF �.t; r 0/j

D

ˇ̌̌ Z t

0

ds
Z rC.t�s/

r�.t�s/

d� .ERF /.s; �/ �
Z t

0

ds
Z r 0C.t�s/

r 0�.t�s/

d� .ERF /.s; �/
ˇ̌̌

�

ˇ̌̌ Z t

0

ds
Z rC.t�s/

r 0C.t�s/

d� .ERF /.s; �/
ˇ̌̌
C

ˇ̌̌ Z t

0

ds
Z r�.t�s/

r 0�.t�s/

d� .ERF /.s; �/
ˇ̌̌

. jr � r 0j1=2
Z t

0

dsk.ERF /.s; �/kL2�.Œr 0C.t�s/;rC.t�s/�/

C jr � r 0j1=2
Z t

0

dsk.ERF /.s; �/kL2�.Œr 0�.t�s/;r�.t�s/�/:

Since r; r 0 2 Œ1; R�, it holds that

k.ERF /.s; �/kL2�.Œr 0C.t�s/;rC.t�s/�/Ck.ERF /.s; �/kL2�.Œr 0�.t�s/;r�.t�s/�/.kF kL2�.Œ1;R�/:

Thus, it follows that

(5.10) jDuhŒF �.t; r/ � DuhŒF �.t; r 0/j . jr � r 0j1=2 kF kL1sL2�.Œ0;t��Œ1;R�/:

Since ˛ � 1=2 and � � 0, (5.9) and (5.10) imply the desired estimate.

Equipped with Lemma 5.2, we are now ready to prove Proposition 5.1.

Proof of Proposition 5.1. We only prove the a-priori estimate (5.3), since the remaining
claims follow from a standard contraction mapping argument. By time-reversal symmetry,
it suffices to prove (5.3) for t � 0. To this end, let  R be a global solution of (5.2). Using
Lemma 2.7, it follows that

 R.t; r/ D
.ER R;0/.r C t /C .ER R;0/.r � t /

2
C
1

2

Z rCt

r�t

d�.E R;1/.�/

C DuhŒr�1Nn;k.r
�1 R/�.t; r/:

Using Lemma 5.2, it follows that

. R; @t R/

.C 0;˛;�0 �C�1;˛;�/.Œ1;R�/

. htij�jk. R;0;  R;1/k.C 0;˛;�0 �C�1;˛;�/.Œ1;R�/
Chti2k��1Nn;k.�

�1 R/kL1s L1� .Œ0;t��Œ1;R�/:

Using the crude estimates ��1 � 1 and jNn;kj � 1, this yields the desired estimate.

5.2. Invariance for finite intervals

In the previous subsection, we established the global well-posedness of (5.1) and (5.2).
In contrast to the proof of global well-posedness, however, our proof of invariance of the
Gibbs measure treats the finite and semi-infinite interval separately. In this subsection, we
treat finite intervals.
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Proposition 5.3 (Invariance for finite-intervals). Let n� 0, let k� 1, and letR0�R<1.
Then, the Gibbs measure E�n;k;R is invariant under the dynamics of (5.2).

In Subsection 2.5, we introduced the finite-dimensional approximation of  R given by

(5.11)

8̂̂̂̂
<̂
ˆ̂̂:

�
@2t � @

2
r

�
 
.N/
R D �PR;�N .r

�1Nn;k.r
�1PR;�N 

.N/
R //; .t; r/ 2 R � .1; R/;

 
.N/
R .t; 1/ D 0; t 2 R;

 
.N/
R .t; R/ D 0; t 2 R;

 
.N/
R .0; r/ D  R;0.r/; @t 

.N/
R .0; r/ D  R;1.r/; r 2 .1; R/:

The main ingredient in the proof of Proposition 5.3 is the following approximation lemma.

Lemma 5.4 (Approximation lemma). LetR� 1 be fixed, let 1�N <1, let 0<˛ < 1=2,
and let � � 0. Then, (5.11) is globally well-posed in .C 0;˛;�0 � C�1;˛;�/.Œ1; R�/. Further-
more, let  R and  .N/R be the unique global solutions of (5.2) and (5.11), respectively.
For all T � 0 and t 2 Œ�T; T �, it then holds that

(5.12)
k. R; @t R/.t/ � . 

.N/
R ; @t 

.N/
R /.t/k

.C
0;˛;�
0 �C�1;˛;�/.Œ1;R�/

� C.R; T /
�
1C k. R;0;  R;1/k.C 0;˛;�0 �C�1;˛;�/.Œ1;R�/

�
N�˛:

Similar as in (5.4) and (5.5) above, we denote the corresponding global flow by

E‰
.N/
R D .‰

.N/
R;0 ; ‰

.N/
R;1 / W R � C

0;˛;�
0 .Œ1; R�/ � C�1;˛;�.Œ1; R�/

! C
0;˛;�
0 .Œ1; R�/ � C�1;˛;�.Œ1; R�/:

Proof. SinceR� 1 is fixed, we simplify the notation by writing and .N/ instead of R
and  .N/R , respectively. Due to the soft estimate (2.9) from Lemma 2.10, the global well-
posedness (for any fixed N � 1) follows exactly as in Subsection 5.1. Thus, it remains to
prove the difference estimate (5.12). Due to time-reflection symmetry, it suffices to treat
the case t � 0.

From (5.2) and (5.11), it follows that

 �  .N/ D �DuhR
�
r�1Nn;k.r

�1 / � PR;�N .r
�1Nn;k.r

�1PR;�N 
.N///

�
:

Using Lemma 5.2, we obtain that

(5.13)
k. ; @t /.t/ � . 

.N/; @t 
.N//.t/k

.C
0;˛;�
0 �C�1;˛;�/.Œ1;R�/

.


��1Nn;k.�

�1 / � PR;�N .�
�1Nn;k.�

�1PR;�N 
.N///




L1sL

2
�.Œ0;t��Œ1;R�/

:

We now decompose

��1Nn;k.�
�1 / � PR;�N .�

�1Nn;k.�
�1PR;�N 

.N///

D .1 � PR;�N /.�
�1Nn;k.�

�1 //(5.14)

C PR;�N
�
��1Nn;k.�

�1 / � ��1Nn;k.�
�1PR;�N /

�
(5.15)

C PR;�N
�
��1Nn;k.�

�1PR;�N / � �
�1Nn;k.�

�1PR;�N 
.N//

�
:(5.16)
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Using Lemma 2.10, the Lipschitz continuity of Nn;k , and the crude estimate ��1 � 1 for
all � 2 Œ1; R�, it easily follows that

k(5.14)kL2�.Œ1;R�/ . R1=2�� .R=N/˛ k kC 0;˛;�.Œ1;R�/;

k(5.15)kL2�.Œ1;R�/ . R1=2�� .R=N/˛ k kC 0;˛;�.Œ1;R�/;

k(5.16)kL2�.Œ1;R�/ . R1=2�� k �  .N/kC 0;˛;�.Œ1;R�/:

Inserting this back into (5.13), it follows that

k. ; @t /.t/ � . 
.N/; @t 

.N//.t/k
.C

0;˛;�
0 �C�1;˛;�/.Œ1;R�/

. R1=2��
�R
N

�˛Z t

0

dsk .s/kC 0;˛;�.Œ1;R�/ CR
1=2��

Z t

0

dsk. �  .N//.s/kC 0;˛;�.Œ1;R�/:

Using Gronwall’s inequality, it follows that

k. ; @t /.t/ � . 
.N/; @t 

.N//.t/k
.C

0;˛;�
0 �C�1;˛;�/.Œ1;R�/

� C.R; T /N�˛ sup
s2Œ0;t�

k .s/kC 0;˛;�.Œ1;R�/:

Together with Proposition 5.1, this implies the desired estimate.

Equipped with Lemma 5.4, we can now prove Proposition 5.3.

Proof of Proposition 5.3. Throughout the proof, we let ˛ WD 1=2� ı and � WD �1=2 � ı.
We first recall that, as stated in Proposition 5.1 and Lemma 5.4, (5.2) and (5.11) are glob-
ally well-posed on the support of the Gibbs measure and that the corresponding global
flows are denoted by E‰R and E‰.N/R . In order to prove the proposition, we have to prove
for all bounded, Lipschitz continuous f W .C 0;˛;�0 � C�1;˛;�/.Œ1; R�/! R and all t 2 R
that

(5.17) EE�n;k;R Œf ı
E‰R.t/� D EE�n;k;R Œf �:

To this end, we let N � 1 and decompose

EE�n;k;R Œf ı
E‰R.t/� � EE�n;k;R Œf � D EE�n;k;R Œf ı

E‰R.t/� � EE�n;k;R Œf ı
E‰
.N/
R .t/�(5.18)

C EE�n;k;R Œf ı
E‰
.N/
R .t/� � E

E�
.N/
n;k;R

Œf ı E‰
.N/
R .t/�

C E
E�
.N/
n;k;R

Œf ı E‰
.N/
R .t/� � E

E�
.N/
n;k;R

Œf �

C E
E�
.N/
n;k;R

Œf � � EE�n;k;R Œf �:

The term in the first line of (5.18) can be estimated using Lemma 5.4, the representation
of E�n;k;R from Proposition 4.3, and the moment bounds from Lemma 4.4. The term in the
second line can be estimated using Proposition 4.3. The term in the third line vanishes due
to the invariance of E�.N/

n;k;R
under E‰.N/R , which follows from ODE-results. Finally, the term

in the fourth line can be estimated using Proposition 4.3. In total, it follows that

jEE�n;k;R Œf ı
E‰R.t/� � EE�n;k;R Œf �j .f;R;t lim inf

N!1

�
N�1=2Cı C kE�

.N/

n;k;R
� E�n;k;RkTV

�
D 0;

which yields (5.17).
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5.3. Invariance for the semi-infinite interval

In this subsection, we prove the invariance of the Gibbs measures for the semi-infinite
interval.

Proposition 5.5 (Invariance for the semi-infinite interval). Let n � 0 and let k � 1. Then,
the Gibbs measure E�n;k is invariant under the dynamics of (5.1).

The main ingredients in the following proof are the weak convergence of the Gibbs
measures E�n;k;R as R !1 (Proposition 4.3), the invariance of the Gibbs measures for
finite intervals (Proposition 5.3), and finite speed of propagation.

Proof of Proposition 5.5. Let E‰ and E‰R be the global flows from (5.4) and (5.5). In order
to prove the invariance of E�n;k , it suffices to prove for all t 2 R and K � 1 that

(5.19) . ERKI1/# E‰.t/# E�n;k D . ERKI1/# E�n;k ;

which are viewed as measures on .C 0;˛;�
.0/

� C�1;˛;�/.Œ1;K�/ with ˛ WD 1=2� ı and � WD
�1=2 � ı. In order to utilize our earlier results, we need to insert additional restriction
operators. To this end, we let L;M � 1 satisfy

K C jt j C 1 � L �M:

Due to finite speed of propagation, it holds that

(5.20) ERKI1 ı E‰.t/ D ERKIL ı E‰L.t/ ı ER
0
LIM ı

ERM I1:

The operator ER0
LIM is as in Definition 2.6 and guarantees that the argument of E‰L.t/

satisfies the zero Dirichlet boundary conditions. Using (5.20) and the weak convergence
of E�n;k;R (as in Corollary 3.7 and Proposition 4.3), it follows that

(5.21)
. ERKI1/# E‰.t/# E�n;k D

�
ERKIL ı E‰L.t/ ı ER

0
LIM

�
# .
ERM I1/# E�n;k

D w-lim
R!1

�
ERKIL ı E‰L.t/ ı ER

0
LIM

�
# .
ERM IR/# E�n;k;R:

The second identity in (5.21) involves the weak limit on .C 0;˛;�
.0/

� C�1;˛;�/.Œ1;K�/. Pro-
vided that R �M , we also have the identity

(5.22) ERKIL ı E‰L.t/ ı ER
0
LIM ı

ERM IR D
ERKIR ı E‰R.t/;

which is similar to (5.20). From (5.22), it follows that

(5.23) w-lim
R!1

. ERKIL ı E‰L.t/ ı ER
0
LIM /# .

ERM IR/# E�n;k;RDw-lim
R!1

. ERKIR/# E‰R.t/# E�n;k;R:

Using the invariance of the Gibbs measure for finite intervals (Proposition 5.3), we obtain
that

(5.24) w-lim
R!1

. ERKIR/# E‰R.t/# E�n;k;R D w-lim
R!1

. ERKIR/# E�n;k;R:
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By using the weak convergence of E�n;k;R (as in Corollary 3.7 and Proposition 4.3) for a
second time, it follows that

(5.25) w-lim
R!1

. ERKIR/# E�n;k;R D . ERKI1/# E�n;k :

The desired identity (5.19) now follows by combining (5.21), (5.23), (5.24), and (5.25),
which completes our argument.

6. Proof of Theorem 1.2 and Corollary 1.4

In this section, we prove the main results of this article. Due to our earlier lemmas and
propositions from Section 3, Section 4, and Section 5, the remaining proofs are relatively
short.

Proof of Theorem 1.2. We rigorously define the Gibbs measure E�n;k as the push-forward
of E�n;k , which has been constructed in Proposition 4.3, under the transformation

. 0;  1/ 7! .�0; �1/ WD .Qn;k C r 0; r 1/:

From the definition (and Proposition 4.3), it directly follows that E�n;k is supported on
the state space �n;k . Using the change of variables from (2.3), the global well-posedness
of (1.1) and the invariance of the Gibbs measures follows directly from Proposition 5.1
and Proposition 5.5, respectively.

It remains to prove Corollary 1.4, which essentially follows from Theorem 1.2 (or
Proposition 5.5) and the Poincaré recurrence theorem.

Proof of Corollary 1.4. Throughout this proof, we work in the unknown  from (2.3). In
this unknown, the linearized equation (1.8) takes the form

(6.1) @2t lin � @
2
r lin C

k.k C 1/

r2
cos.2Qn;k/ lin D 0:

To simplify the notation, we let ˛ WD 1=2� ı, let � WD �1=2� ı, let E‰ be the global flow
from (5.4), and let E‰lin be the global flow of (6.1). By time-reversal symmetry, it suffices
to prove the claim in (1.9) for t !1. Thus, it remains to prove that

(6.2) inf
. C0 ; 

C
1 /

lim sup
t!1



 E‰.t/. 0;  1/ � E‰lin.t/. 
C
0 ;  

C
1 /



.C 0;˛;��C�1;˛;�/.Œ1;2�/

> 0

holds E�n;k-almost surely, where the infimum is taken over all . C0 ;  
C
1 / 2 .C

0;˛;�
0 �

C�1;˛;�/.Œ1;1//.
We first show that (6.2) follows from a simpler statement which does not explicitly

involve . C0 ;  
C
1 /. For any t 2 R and � 2 Œ0; 1=4�, it follows from the group properties
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of the flows E‰ and E‰lin, finite speed of propagation, and the boundedness of E‰lin (as in
Lemma 5.2) that

 E‰lin.��/ E‰.�/ E‰.t/. 0;  1/ � E‰.t/. 0;  1/




.C 0;˛;��C�1;˛;�/.Œ1;3=2�/

�


 E‰lin.��/ E‰.t C �/. 0;  1/ � E‰lin.��/ E‰lin.t C �/. 

C
0 ;  

C
1 /



.C 0;˛;��C�1;˛;�/.Œ1;3=2�/

C


 E‰lin.��/ E‰lin.t C �/. 

C
0 ;  

C
1 / �

E‰lin.t/. 
C
0 ;  

C
1 /



.C 0;˛;��C�1;˛;�/.Œ1;3=2�/

C


 E‰lin.t/. 

C
0 ;  

C
1 / �

E‰.t/. 0;  1/



.C 0;˛;��C�1;˛;�/.Œ1;3=2�/

.


 E‰.t C �/. 0;  1/ � E‰lin.t C �/. 

C
0 ;  

C
1 /



.C 0;˛;��C�1;˛;�/.Œ1;2�/

C


 E‰.t/. 0;  1/ � E‰lin.t/. 

C
0 ;  

C
1 /



.C 0;˛;��C�1;˛;�/.Œ1;2�/

:

As a result, it suffices to prove that

(6.3)
lim sup
t!1

sup
�2Œ0;1=4�



 E‰lin.��/ E‰.�/ E‰.t/. 0;  1/

� E‰.t/. 0;  1/



.C 0;˛;��C�1;˛;�/.Œ1;3=2�/

> 0

holds E�n;k-almost surely. To this end, we let " > 0 be arbitrary and define the event

An;k;" WD
°
. 0;  1/ 2 .C

0;˛;�
0 � C�1;˛;�/.Œ1;1// W

sup
�2Œ0;1=4�



 E‰lin.��/ E‰.�/. 0;  1/ � . 0;  1/



.C 0;˛;��C�1;˛;�/.Œ1;3=2�/

� "
±
:

Using the invariance of E�n;k (as in Proposition 5.5) and Poincaré’s recurrence theorem, it
follows that there exists a set Bn;k;" � An;k;" such that E�n;k.Bn;k;"/ D E�n;k.An;k;"/ and
such that, for all . 0; 1/ 2Bn;k;", it holds that E‰.j /. 0; 1/ 2An;k;" for infinitely many
integers j � 1. In particular, it holds for all . 0;  1/ 2 Bn;k;" that

lim sup
j!1

sup
�2Œ0;1=4�



 E‰lin.��/ E‰.�/ E‰.j /. 0;  1/

� E‰.j /. 0;  1/



.C 0;˛;��C�1;˛;�/.Œ1;3=2�/

� "

and thus (6.3) is satisfied. It therefore only remains to prove that

(6.4) lim
"#0
E�n;k.An;k;"/ D 1:

Since �n;k is absolutely continuous with respect to the Gaussian measure gn;k (Proposi-
tion 4.3), it is clear that E�n;k-almost surely the nonlinearity

sin
�
2.Qn;k C r

�1 0/
�
� sin.2Qn;k/ � 2r�1 cos.2Qn;k/ 0

is not identically zero on the spatial interval Œ1; 5=4�. Together with local well-posedness,
this implies that

(6.5)


 E‰lin.��/ E‰.�/. 0;  1/ � . 0;  1/




.C 0;˛;��C�1;˛;�/.Œ1;3=2�/

> 0

holds E�n;k-almost surely. Using the continuity from below of the probability measure E�n;k ,
this implies (6.4) and therefore completes the proof.
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Remark 6.1. The proof of Corollary 1.4 primarily uses the invariance of E�n;k under E‰,
the group properties of E‰ and E‰lin, and the boundedness of E‰lin on C 0;˛;�0 � C�1;˛;� . In
order to obtain (1.9) on the interval Œ1; 2� rather than the whole interval Œ1;1/, we also
used finite speed of propagation. All of these ingredients (except possibly invariance) are
available in many situations, and our proof can easily be generalized to different flows
than E‰lin and other norms than C 0;˛;�0 � C�1;˛;� .

A. Elements of probability theory

In this appendix, we recall results from probability theory. To this end, we let .�;F ;P /
be a probability space, and let E be the corresponding expectation operator.

Lemma A.1 (Gaussian hypercontractivity). Let g be a Gaussian random variables and
let p � 1. Then, it holds that

E
�
jgjp

�1=p .
p
p EŒg2�1=2:

We remark that Gaussian hypercontractivity is a much more general phenomenon than
stated in Lemma A.1, since it also applies to polynomials in infinitely many Gaussian
variables. In the next lemma, we recall a version of Kolmogorov’s continuity theorem,
which is used to obtain the growth and Hölder estimates in Section 3.

Lemma A.2 (Kolmogorov’s continuity theorem, see [32], p. 182). Let T � 1 and let
.X.t//1�t�T be a continuous stochastic process. Assume that there exist C > 0, p � 1,
and ˛ 2 .0; 1� such that the estimate

E
�
jX.t/ �X.s/jp

�1=p
� C jt � sj1=pC˛

is satisfied for all 1 � s; t � T . Then, it holds for all 0 < ˇ < ˛ that

E

�
sup

1�s;t�T W
s¤t

�
jX.t/ �X.s/j

jt � sjˇ

�p�1=p
�

5

.1 � 2�˛/.1 � 2ˇ�˛/
C T 1=pC˛�ˇ :

We now recall an estimate for the Laplace-transform of Gaussian measures, which is
derived from the Boué–Dupuis formula. For the sake of simplicity, we directly restrict
ourselves to the setting of Section 3 and Section 4.

Lemma A.3 (Consequence of Boué–Dupuis formula). Let n� 0 and k � 1. Furthermore,
let R � R0, let 0 < ı � 1, let ˛ D 1=2 � ı, and let � D �1=2 � ı. Finally, let

V W C 0;˛;�.Œ1; R�/! R

be continuous and integrable with respect to gn;k;R. Then, it holds that

(A.1)

� log
�
Egn;k;R Œexp.�V. //�

�
� Egn;k;R

h
inf

�2 PH1
0 .Œ1;R�/

°
V. C �/C

1

2
h�; An;k;R �iL2.Œ1;R�/

±i
:
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Proof. In order to use the Boué–Dupuis formula [3, 5, 20], we first introduce additional
notation. Let .�;F ; Gn;k;R/ be a sufficiently rich probability space, and let ‰W Œ0; 1� �
Œ1; R�! R be a Gaussian process satisfying

EGn;k;R Œ‰.t; r/‰.s; �/� D min.t; s/Gn;k;R.r; �/

for all t; s 2 Œ0; 1� and r; � 2 Œ1; R�. In particular, it holds that

(A.2) Law Gn;k;R.‰.1// D gn;k;R:

We let .Ft /t2Œ0;1� be the augmented, natural filtration associated with the Gaussian pro-
cess ‰. Furthermore, we let PH1

0.Œ0; 1� � Œ1; R�/ be the space of progressively measurable
functions z W Œ0; 1�! PH 1

0 .Œ1; R�/ satisfyingZ 1

0

dt hz.t/; An;k;Rz.t/iL2.Œ1;R�/ <1 Gn;k;R-almost surely.

For any z 2 PH1
0.Œ0; 1� � Œ1; R�/, we define

Z.t/ WD

Z t

0

ds z.s/:

We now letM � 1 be arbitrary and define VM WD max.V;�M/, which is bounded below.
Using the Boué–Dupuis formula (as stated in Theorem 1.1 of [20]), it follows that

(A.3)

� log
�
Egn;k;R Œexp.�VM . //�

�
D � log

�
EGn;k;R Œexp.�VM .‰.1///�

�
D inf
z2 PH1

0

EGn;k;R

h
VM .‰.1/CZ.1//C

1

2

Z 1

0

dt hz.t/; An;k;Rz.t/iL2.Œ1;R�/
i
:

Using the triangle inequality and Cauchy–Schwarz, it holds that

hZ.1/; An;k;RZ.1/i
1=2

L2.Œ1;R�/
�

Z 1

0

dt hz.t/; An;k;Rz.t/i
1=2

L2.Œ1;R�/

�

� Z 1

0

dt hz.t/; An;k;Rz.t/iL2.Œ1;R�/
�1=2

:

Combined with the trivial estimate VM � V and Z.1/ 2 PH 1
0 .Œ1; R�/, it follows that

(A.4)

inf
z2 PH1

0

EGn;k;R

h
VM .‰.1/CZ.1//C

1

2

Z 1

0

dt hz.t/; An;k;Rz.t/iL2.Œ1;R�/
i

� inf
z2 PH1

0

EGn;k;R

h
V.‰.1/CZ.1//C

1

2
hZ.1/; An;k;RZ.1/iL2.Œ1;R�/

i
� EGn;k;R

h
inf

�2 PH1
0 .Œ1;R�/

°
V.‰.1/C �/C

1

2
h�; An;k;R�iL2.Œ1;R�/

±i
:
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By combining (A.2), (A.3), and (A.4), it follows that

� log
�
Egn;k;R Œexp.�VM . //�

�
� Egn;k;R

h
inf

�2 PH1
0 .Œ1;R�/

°
V. C �/C

1

2
h�; An;k;R�iL2.Œ1;R�/

±i
:

By letting M !1 and using monotone convergence, this implies (A.1).

At the end of this appendix, we recall the definition of weak convergence for proba-
bility measures on metric spaces.

Definition A.4 (Weak convergence). Let X be a metric space and let † be the corre-
sponding Borel � -algebra. Furthermore, let .�R/R�1 be a family of probability measures
on .X; †/ and let � be a probability measure on .X; †/. Then, we say that .�R/R�1
converges weakly to � on X if and only if

lim
R!1

Z
X

f . / d�R. / D
Z
X

f . / d�. /

for all bounded and Lipschitz continuous f WX ! R.

Remark A.5. In most articles and textbooks, the metric space X is fixed. In this article,
however,X is not fixed (see, e.g., Proposition 4.3). This is the reason for adding the phrase
“on X" in Definition A.4.
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