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Local minimality of RN -valued and SN -valued
Ginzburg–Landau vortex solutions in the unit ball BN

Radu Ignat and Luc Nguyen

Abstract. We study the existence, uniqueness and minimality of critical points of the form
m";�.x/D .f";�.jxj/

x
jxj
;g";�.jxj// of the functionalE";� Œm�D

R
BN Œ

1
2 jrmj

2C
1
4"2

.1� jmj2/2C
1
2�2

m2
NC1

� dx for m D .m1; : : : ; mN ; mNC1/ 2 H1.BN ;RNC1/ with m.x/ D .x; 0/ on @BN .
We establish a necessary and sufficient condition on the dimension N and the parameters " and �
for the existence of an escaping vortex solution .f";� ; g";�/ with g";� > 0. We also establish its
uniqueness and local minimality. In particular, when � D 0, we prove the local minimality of the
degree-one vortex solution for the Ginzburg–Landau (GL) energy for every " > 0 and N � 2. Sim-
ilarly, when " D 0, we prove the local minimality of the degree-one escaping vortex solution to an
SN -valued GL model in micromagnetics for all � > 0 and 2 � N � 6.
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1. Introduction

The minimality of the degree-one vortex solution for the Ginzburg–Landau system in the
unit ballBN �RN in dimension 2�N � 6 is an important open question for which a rich
literature is available. In dimension N � 7, this has been proved recently in a joint work
of the authors with Slastikov and Zarnescu [28]. In this paper, we address the local min-
imality of this solution. Motivated by the theory of magnetic materials, we also consider
the local minimality of a similar vortex structure taking values into the unit sphere SN .
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Our strategy is to treat the local minimality of the vortex solution for an extended model
of which the previous two models are special limit cases.

We introduce first the Ginzburg–Landau (GL) functional

EGL
" Œu� D

Z
BN

h1
2
jruj2 C

1

2"2
W.1 � juj2/

i
dx;

where " > 0, W.t/ D t2

2
and u belongs to the set

AGL
D
®
u 2 H 1.BN ;RN / W u.x/ D x on @BN

¯
:

The functional EGL
" has a unique radially symmetric critical point of the form (see Defi-

nition A.1 and Lemma A.4)

u".x/ D f".r/n.x/ 2 AGL; n.x/ D
x

r
; r D jxj; (1.1)

where the profile f" is the unique solution to the ODE (see e.g. [22, 24])

f 00" C
N � 1

r
f 0" �

N � 1

r2
f" D �

1

"2
W 0.1 � f 2" /f" in .0; 1/; (1.2)

f".1/ D 1: (1.3)

Note that f".0/ D 0 (see Lemma A.4). Here, a map ucrit 2 AGL is said to be a bounded
critical point of EGL

" if ucrit 2 L
1.BN ;RN / and hDEGL

" Œucrit�; 'i WD
d
dt
jtD0E

GL
" Œucrit C

t'� D 0 for all ' 2 C1c .B
N n ¹0º;RN / (which is dense in H 1

0 .B
N ;RN /), and is said to

be a radially symmetric critical point of EGL
" if ucrit is radially symmetric1 in the sense of

Definition A.1 and hDEGL
" Œucrit�; 'i D 0 for all ' 2 C1c .B

N n ¹0º;RN /. By Lemma 2.7,
radially symmetric critical points of EGL

" are bounded.
The map u" in (1.1), called the (RN -valued) Ginzburg–Landau vortex solution of

topological degree one, can be considered a regularization of the singular harmonic map
nWBN ! SN�1 given by n.x/ D x

jxj
for every x 2 BN , which is the unique minimizing

SN�1-valued harmonic map for N � 3 within the boundary condition n.x/ D x on @BN

(see Brezis, Coron and Lieb [9] and Lin [34]). It is not hard to see that, when " is suffi-
ciently large, EGL

" is strictly convex and so u" is the unique bounded critical point of EGL
"

in AGL for every N � 2 (see e.g. [7] or [29, Remark 3.3]). In dimension N D 2, Pacard
and Rivière showed in [39] that, for small " > 0, u" is the unique critical point of EGL

" in
AGL; however, whether u" is the unique minimizer of EGL

" for all " > 0 remains an open
question. In dimensionsN � 7, it was shown in a recent work of Ignat, Nguyen, Slastikov
and Zarnescu [28] that u" is the unique minimizer of EGL

" in AGL for every " > 0. It is not
known whether u" minimizes EGL

" in AGL in dimensions 3 � N � 6 when " is small.

1By Lemma A.2, radially symmetric maps in H 1.BN ;RN / belong to L1loc.
xBN n ¹0º;RN /.
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A different way to regularize the singular harmonic map n is to add an .N C 1/st
direction in the target space, while keeping the constraint of unit length, and to minimize

EMM
� Œm� D

Z
BN

h1
2
jrmj2 C

1

2�2
zW .m2NC1/

i
dx

where � > 0, zW .t/ D t and m belongs to

AMM
D
®
m 2 H 1.BN ;SN / W m.x/ D .x; 0/ on @BN

¯
:

This model comes from micromagnetics, where the order parameterm stands for the mag-
netization in ferromagnetic materials (see [18]),2 and also the Oseen–Frank theory for
nematic liquid crystals (see [5]). Considering radially symmetric critical points of EMM

�

in AMM, one is led to (see Appendix A)

m�.x/ D . Qf�.r/n.x/; g�.r// 2 AMM; (1.4)

where the radial profiles Qf� and g� satisfy

Qf 2� C g
2
� D 1 in .0; 1/; (1.5)

and the system of ODEs

Qf 00� C
N � 1

r
Qf 0� �

N � 1

r2
Qf� D ��.r/ Qf� in .0; 1/; (1.6)

g00� C
N � 1

r
g0� D

1

�2
zW 0.g2�/g� � �.r/g� in .0; 1/; (1.7)

Qf�.1/ D 1 and g�.1/ D 0; (1.8)

where
�.r/ D . Qf 0�/

2
C
N � 1

r2
Qf 2� C .g

0
�/
2
C

1

�2
zW 0.g2�/g

2
� (1.9)

is the Lagrange multiplier due to the unit length constraint in AMM.

Remark 1.1. We will see in Lemma A.6 that solutions to (1.4)–(1.8) satisfy the dichot-
omy that either Qf�.0/D 0 or Qf�.0/D 1. Furthermore, in the latter case, it holds thatN � 3
and . Qf� D 1; g� D 0/ in .0; 1/, which corresponds to the equator map

xm.x/ WD .n.x/; 0/:

In dimension N � 7, xm is the unique minimizing harmonic map from BN into SN in
AMM (Jäger and Kaul [30]; see also [29, Example 1.6]), and so is the unique minimizer of
EMM
� in AMM for every � > 0.

2There is also a thin-film regime different from [18] where in the reduced micromagnetic model in
dimension N D 2 (see e.g. [14, Section 4.5] or [23, Section 7]), after a rotation by �

2
in the first two

components, the condition r � .m1; m2/ D 0 is imposed in the space of admissible configurations in
AMM. Note that the vortex solutionm� in (1.4) satisfies the above curl-free condition and we will prove its
local minimality in the larger class of H 1

0 perturbations (that are not necessarily curl-free in the in-plane
components). A related model appears in the study of the cross-tie walls; see [4].
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We will focus on “escaping” solutionsm�.x/D . Qf�.r/n.x/;˙g�.r// satisfying g� >
0 in .0; 1/ which exist only in dimensions 2 � N � 6 (see Theorem 2.6). More precisely,
we will show in these dimensions that, for every � > 0, there exists a unique solution
. Qf�; g�/ with g� > 0 in .0; 1/ of the system (1.5)–(1.8), and we call the two configurations
m� D . Qf�.r/n.x/;˙g�.r// 2 AMM the escaping (SN -valued) Ginzburg–Landau vortex
solutions, or simply the micromagnetic vortex solutions. In addition, the micromagnetic
vortex solutionsm� have lower energy than the equator map; in particular, the equator map
is no longer a minimizer of EMM

� in AMM (see Proposition 2.15). It is not known whether
the micromagnetic vortex solutionsm� minimize EMM

� in AMM in dimension 2 � N � 6.
The goal of this paper is to study the local minimality of the vortex solutions u" and

m� with respect to EGL
" over the set AGL and EMM

� over the set AMM respectively. We
will in fact consider C 2 potentials W W .�1; 1�! Œ0;1/ and zW W Œ0;1/! Œ0;1/ more
general than the ones described above. We make the following assumptions:

W.0/ D 0; W.t/ � 0; W 00.t/ � 0 in .�1; 1� n ¹0º; (1.10)

zW .0/ D 0; zW .t/ � 0; zW 00.t/ � 0 in .0;1/: (1.11)

We point out that (1.10) implies that W 0.0/ D 0 and tW 0.t/ � 0 in .�1; 1� n ¹0º. Like-
wise, (1.11) implies that zW 0.0/ � 0 and zW 0.t/ � 0 in .0;1/. However, we allow the
possibility that W or zW is zero in a neighborhood of the origin. This leads to new diffi-
culties as well as new behaviors of solutions; see for example Proposition B.1 (ii).

Under assumptions (1.10) and (1.11) for W and zW , we will prove the existence
and uniqueness of the radial profiles f" and . Qf�; g�/ with g� > 0 solving (1.1)–(1.3)
and (1.4)–(1.8), respectively. See Theorems 2.1 and 2.6, where the global minimality
of these solutions in the class of radial symmetric maps is also established. For these
unique radial profiles, we will continue to refer to the maps u".x/ D f".jxj/n.x/ and
m�.x/ D . Qf�.r/n.x/; g�.r// as the RN -valued and SN -valued Ginzburg–Landau vortex
solutions. Our main results concern the local minimizing property of these vortex solu-
tions, in particular the positive-definiteness of the second variation at those solutions (see
Section 3 for the definition).

Theorem 1.2. LetW 2 C 2..�1; 1�/ satisfy (1.10). For N � 2 and every " > 0, the RN -
valued Ginzburg–Landau vortex solution u".x/ D f".r/n.x/ is a local minimizer of EGL

"

in AGL with a positive definite second variation.

Theorem 1.3. Let zW 2 C 2.Œ0;1// satisfy (1.11). For 2 � N � 6 and every � > 0, the
escaping SN -valued Ginzburg–Landau vortex solutionm�.x/D . Qf�.r/n.x/; g�.r// with
g� > 0 is a local minimizer m� of EMM

� in AMM with a positive definite second variation.
For 3 � N � 6 and every � > 0, the equator map xm D .n.x/; 0/ is an unstable critical
point of EMM

� in AMM and EMM
� .m�/ < E

MM
� . xm/.

Remark 1.4. (a) In Theorem 1.3, we can replace (1.11) by

zW 2 C 2.Œ0; 1�/; zW .0/ D 0; zW .t/ � 0; zW 00.t/ � 0 in Œ0; 1�;

since any such function zW can be extended to a function satisfying (1.11).
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(b) In dimensionN D 2, the equator map xm …H 1.BN ;SN /, so xm …AMM. However,
the second variation ofEMM

� at xm can still be defined and it is negative in a certain
direction compactly supported in BN n ¹0º, leading to the instability of xm for
N D 2 also (see (2.27)).

In the RN -valued Ginzburg–Landau case, when N D 2, Theorem 1.2 was proved
by Mironescu [36] for W.t/ D t2

2
. Also when N D 2, the non-negativity of the second

variation was proved by Lieb and Loss [33] for potentials W which are strictly increasing
and convex3 in Œ0; 1�. In dimension N � 7, the global minimality of the vortex solution
was proved by Ignat, Nguyen, Slastikov and Zarnescu [28, 29]. When the domain is RN

(instead of BN ), the local minimality of the entire vortex solution (in the sense of De
Giorgi) was obtained in Mironescu [37] forN D 2, Millot and Pisante [35] forN D 3 and
Pisante [40] for N � 4. For the stability of the entire vortex solution, see Ovchinnikov
and Sigal [38], del Pino, Felmer and Kowalczyk [13] for N D 2 and Gustafson [19] for
N � 3.

In the micromagnetic case, in dimension N D 2 and for zW .t/ D t , Theorem 1.3 was
proved by Hang and Lin [20]. For dimension N � 7, see Remark 1.1. See also Li and
Melcher [32] for related stability analysis in the study of micromagnetics skyrmions.

More generally, we consider a family of extended energy functionals E";� depending
on two positive parameters ", � of which EGL

" and EMM
� are limiting cases:

E";�Œm� D

Z
BN

h1
2
jrmj2 C

1

2"2
W.1 � jmj2/C

1

2�2
zW .m2NC1/

i
dx; "; � > 0;

where W and zW satisfy (1.10)–(1.11) and m belongs to

A D
®
m 2 H 1.BN ;RNC1/ W m.x/ D .x; 0/ on @BN

¯
:

Under suitable conditions on zW (e.g. zW .t/ > 0 for t > 0), it can be shown that for a fixed
" > 0, minimizers of E";� in A converge in H 1 to minimizers of EGL

" in AGL as �! 0.
Likewise, under suitable conditions on W , for a fixed � > 0, minimizers of E";� in A

converge in H 1 to minimizers of EMM
� in AMM as "! 0. We hope that having a good

understanding of critical points of E";� will lead to new insights on the open problem
concerning the minimality of the vortex solutions u" and m� .

We define a map mcrit 2 A to be a bounded critical point of E";� if mcrit 2 L
1.BN ;

RNC1/ and hDE";�Œmcrit�; 'i WD
d
dt
jtD0E";�Œmcrit C t'� D 0 for all ' 2 C1c .B

N n ¹0º;

RNC1/, and to be a radially symmetric critical point of E";� if mcrit is radially symmetric
in the sense of Definition A.1 and hDE";�Œmcrit�; 'i D 0 for all ' 2C1c .B

N n ¹0º;RNC1/.
By Lemma 2.7, radially symmetric critical points ofE";� are bounded. Radially symmetric
critical points of E";� in A take the form

.f";�.r/n.x/; g";�.r// 2 A; (1.12)

3See Remark 3.5 for a related comment for E";� .
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where .f";�; g";�/ satisfies the system of ODEs

f 00";� C
N � 1

r
f 0";� �

N � 1

r2
f";� D �

1

"2
W 0.1 � f 2";� � g

2
";�/f";�; (1.13)

g00";� C
N � 1

r
g0";� D �

1

"2
W 0.1 � f 2";� � g

2
";�/g";� C

1

�2
zW 0.g2";�/g";�; (1.14)

f";�.1/ D 1 and g";�.1/ D 0: (1.15)

Note that the above implies f";�.0/ D 0 and g0";�.0/ D 0 (see Lemma A.5).
Of special interest to our discussion will be solutions to (1.12)–(1.15) satisfying the

sign constraint g";� � 0 in .0; 1/. It is easy to see by the strong maximum principle that
either g";� � 0 or g";� > 0 in .0; 1/. When g";� � 0, we obtain an �-independent solution
given by .f"; 0/, where f" is the unique radial profile in (1.1)–(1.3). We will sometimes
refer to .f"; 0/ as the non-escaping solution to (1.12)–(1.15) and

xm".x/ D .f".r/n.x/; 0/

as the non-escaping (radially symmetric) critical point of the extended energy functional
E";� in A. In contrast, we refer to solutions .f";�; g";�/ of (1.12)–(1.15) with g";� > 0 as
escaping solutions and the corresponding maps

m";�.x/ D .f";�.r/n.x/;˙g";�.r//

as4 escaping (radially symmetric) critical points of the extended energy functional E";�
in A. The escaping phenomenon5 refers to the positivity of g";� . We will prove that such
escaping solutions satisfy f";� > 0 in .0; 1/; see Proposition 2.10.

There exists a sufficiently large "� such that E";� is strictly convex for all " > "� and
� > 0 and so xm" is the unique critical point and hence the unique global minimizer of
E";� in A if N � 2. In dimensions N � 7, it follows from [28, Theorem 2]6 (compare
[29, Theorem 1.7]) that xm".x/ is the unique global minimizer of E";� in A for every
" > 0. In dimension 2 � N � 6 and for small " > 0, it is not known whether a solution to
(1.12)–(1.15) satisfying g";� � 0 gives a global minimizer of E";� in A. Our next theorem
concerns the existence, uniqueness and local minimality of these solutions. See Figure 1.

Theorem 1.5. Let N � 2, W 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1// satisfy (1.10) and
(1.11).

(a) There is at most one escaping critical point m";�.x/ D .f";�.r/n.x/; g";�.r// of
E";� in A with g";� > 0. Moreover, if such an escaping critical point exists, then
it is a local minimizer of E";� in A with a positive definite second variation, and
the non-escaping critical point xm".x/ D .f".r/n.x/; 0/ is unstable for E";� .

4When discussing escaping and non-escaping critical points, we will drop the term “radially symmet-
ric” as here we only study radially symmetric critical points.

5For more about escaping phenomena in the context of harmonic maps, see e.g. [6].
6In [28], besides the convexity of W , it is assumed that W is positive away from 0; but it can be seen

from the proof there that non-negativity W � 0 is sufficient, as in (1.10).
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"

�

"�"0

Escaping region

Non-escaping region

Figure 1. Radial critical points of the extended functional E";� when W 0.1/ > 0 and zW 0.0/ > 0.
In the escaping region, there is a co-existence of non-escaping and escaping critical points. In the
non-escaping region, only the non-escaping critical point exists.

(b) An escaping critical pointm";�.x/D .f";�.r/n.x/;g";�.r// with g";� > 0 exists if
and only if 2�N � 6,W 0.1/ > 0, 0 < " < "0 and � > �0."/ for some "0 2 .0;1/
and a continuous non-decreasing function7 �0W Œ0; "0/! Œ0;1/ with �0.0/ D 0.

(c) In the absence of an escaping critical point m";�.x/ D .f";�.r/n.x/; g";�.r//

with g";� > 0 for E";� , the non-escaping solution xm".x/ D .f".r/n.x/; 0/ is a
local minimizer of E";� in A with a positive definite second variation unless 2 �
N � 6, W 0.1/ > 0, zW 0.0/ > 0, 0 < " < "0 and � D �0."/. Moreover, in the
latter case, the second variation ofE";� at xm" is non-negative semi-definite with a
one-dimensional kernel generated by .0; q"/ 2 C 2. xBN ;RNC1/ for some positive
smooth function q" > 0 in BN with q" D 0 on @BN .

A main part of our paper concerns the local minimality of vortex solutions. Let us
explain our strategy for the Ginzburg–Landau model. We establish

EGL
" Œu" C v� � E

GL
" Œu"�C ckvk

2
H1 for u" C v 2 AGL, kvkH1 < ı;

for some small c > 0 and ı > 0. This draws on a careful study of the second variation of
EGL
" at u" based on a separation of variables and a Hardy decomposition technique [25].

To separate variables, we first decompose v D sn C w, where w � n D 0, and then, for
each 0 < r < 1, we use the Helmholtz decomposition to write w D Vw C =D on @Br ,
where Vw is a divergence-free vector field on @Br and =D is the gradient operator. In the
context of Ginzburg–Landau theory, our use of the Helmholtz decomposition appears new
in dimensionN � 3. The contribution of Vw to the second variation is treated at once using
the sharp Poincaré inequality in Appendix C and the Hardy decomposition technique.

7For more about "0 and �0, see Lemma 2.3 (c) and Remark 2.5.
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Finally, we decompose s and  into spherical harmonics and treat them using the Hardy
decomposition technique again, with special choices of factoring functions.

An important point in proving our results resides in the analysis of the radial profiles
f", . Qf�; g�/ and .f";�; g";�/ for general potentials W and zW that goes beyond the exist-
ing (very rich) literature. For example, the choice of factoring functions in our use of the
Hardy decomposition technique is based on the positivity and monotonicity of (a priori,
nodal solutions) f", Qf� and f";� . The proof uses the moving plane method for cooper-
ative systems [12, 16, 42]. A novel part of our argument is in the fact that cooperativity
is obtained alongside the application of the moving plane method. Another issue is the
uniqueness of the radial profiles, which is proved again using the Hardy decomposition
technique which handles the non-linear part in the ODE. This analysis enables us to show
the dichotomy of escaping vs. non-escaping critical points in the extended model intro-
duced here for the first time.

The rest of the paper is organized as follows. In Section 2 we establish the existence
and uniqueness of vortex radial profiles and discuss their minimality within radially sym-
metric configurations. In Section 3 we analyze their stability and give the proof of the
main theorems. We also include four appendices on some miscellaneous results.

2. Existence and uniqueness of vortex radial profiles

We study existence and uniqueness properties of radially symmetric critical points ofEGL
" ,

EMM
� and E";� . We define the following reduced energy functionals relevant in the discus-

sion of radially symmetric critical points in AGL, AMM and A (see Appendix A):

• the reduced RN -valued Ginzburg–Landau functional

IGL
" Œf � D

1

jSN�1j
EGL
" Œf .jxj/n.x/�

D
1

2

Z 1

0

h
.f 0/2 C

N � 1

r2
f 2 C

1

"2
W.1 � f 2/

i
rN�1 dr

where f belongs to BGL D ¹f W r
N�1
2 f 0; r

N�3
2 f 2 L2.0; 1/; f .1/ D 1º;

• the reduced SN -valued Ginzburg–Landau functional

IMM
� Œf; g� D

1

jSN�1j
EMM
� Œ.f .r/n.x/; g.r//�

D
1

2

Z 1

0

h
.f 0/2 C .g0/2 C

N � 1

r2
f 2 C

1

�2
zW .g2/

i
rN�1 dr;

where .f;g/ belongs to BMMD ¹.f;g/ W r
N�1
2 f 0; r

N�3
2 f; r

N�1
2 g0; r

N�1
2 g 2L2.0;1/;

f 2 C g2 D 1; f .1/ D 1; g.1/ D 0º;
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• the reduced extended functional

I";�Œf; g� D
1

jSN�1j
E";�Œ.f .r/n.x/; g.r//�

D
1

2

Z 1

0

h
.f 0/2 C .g0/2 C

N � 1

r2
f 2 C

1

"2
W.1 � f 2 � g2/

C
1

�2
zW .g2/

i
rN�1 dr;

where .f; g/ belongs to B D ¹.f; g/ W r
N�1
2 f 0; r

N�3
2 f; r

N�1
2 g0; r

N�1
2 g 2 L2.0; 1/;

f .1/ D 1; g.1/ D 0º.

Note that .f; g/ 2 B if and only if m.x/ D .f .r/n.x/; g.r// 2 H 1.BN ;RNC1/ with
m.x/ D .x; 0/ on @BN , in which case,Z

BN
jrmj2 dx D jSN�1j

Z 1

0

h
.f 0/2 C .g0/2 C

N � 1

r2
f 2
i
rN�1 dr:

It is straightforward to check that bounded critical points of IGL
" , IMM

� and I";� correspond
to bounded radially symmetric critical points of EGL

" , EMM
� and E";� , respectively.8

The RN -valued Ginzburg–Landau model. We prove the following:

Theorem 2.1. Let N � 2 andW 2 C 2..�1; 1�/ satisfyW.0/D 0 andW � 0. Then, for
every " > 0, (1.2)–(1.3) has a solution f" such that f"

r
2 C 2.Œ0; 1�/, 0 < f" < 1 in .0; 1/

and f".0/D 0. If, in addition,W satisfies (1.10), then f 0" > 0 in .0; 1� and f" is the unique
solution to (1.1)–(1.3); in particular, f" is the unique minimizer of IGL

" in BGL.

Remark 2.2. The existence and uniqueness of the vortex radial profile for the RN -valued
Ginzburg–Landau model has been studied by many authors. Closely related to our result
above is a result in [28] which gives the uniqueness in dimensions N � 7. Earlier results
in [2, 11, 15, 22, 24] are for all dimensions N � 2 but assume the inequality W 00.0/ > 0,
while Theorem 2.1 above allows the case W 00.0/ D 0.

Let f" be the radial profile in Theorem 2.1. Note that .f";0/ is the non-escaping critical
point for the extended functional I";� for any �> 0. For the existence of escaping solutions
in the extended model, we give an estimate for the first eigenvalue `."/ of

LGL
" D �� �

1

"2
W 0.1 � f 2" / (2.1)

in BN with respect to the zero Dirichlet boundary condition. Note that since the poten-
tial 1

"2
W 0.1 � f 2" / is radially symmetric, any first eigenfunction of LGL

" is also radially
symmetric. It is clear that, under (1.10), we have `."/ > �W 0.1/"�2 for every " > 0.

8In this radially symmetric setting, whenW and zW satisfy (1.10) and (1.11), the boundedness assump-
tion on critical points can be dropped, in view of Lemma 2.7.
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Lemma 2.3. Let W 2 C 2..�1; 1�/ satisfy (1.10). Then ` is a continuous function in "
with

"2`."/ > Q"2`.Q"/ for all 0 < Q" < " <1; (2.2)

and the following estimates hold:

(a) If W 0.1/ D 0, then W D 0 in .0; 1/, LGL
" D �� and

`."/ D �1.��/ > 0 for all " > 0;

where �1.��/ is the first eigenvalue of the Laplacian on BN with respect to the
zero Dirichlet boundary value.

(b) If N � 7,

`."/ �
.N � 2/2

4
� .N � 1/ > 0 for all " > 0:

(c) If 2 � N � 6 and W 0.1/ > 0, then there exists "0 2 .0;1/ such that `."/ < 0
and increasing in .0; "0/, `."0/ D 0 and `."/ > 0 in ."0;1/. Furthermore, for
some "1 2 .0; "0/ and c1 2 .0;W 0.1//,

�
W 0.1/

"2
< `."/ � �

c1

"2
for " 2 .0; "1/:

The extended model. We are now in position to give a necessary and sufficient condition
for the existence of an escaping solution of (1.12)–(1.15). For an illustration see Figure 1.

Theorem 2.4. SupposeW 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1// satisfy (1.10) and (1.11).

(a) If N � 7 or W 0.1/ D 0, then for every "; � > 0, (1.12)–(1.15) has no solution
.f";�; g";�/ that satisfies g";� > 0 in .0; 1/. Moreover, the non-escaping solution
.f"; 0/ is the unique minimizer of I";� in B.

(b) Let 2 � N � 6, W 0.1/ > 0, "0 2 .0;1/ be as in Lemma 2.3 and

�0."/ D

s
zW 0.0/

j`."/j
2 Œ0;1/ for " 2 .0; "0/:

(b1) System (1.12)–(1.15) has an escaping solution .f";�; g";�/ that satisfies
g";� > 0 in .0; 1/ if and only if 0 < " < "0 and � > �0."/. In this case,
it is the unique escaping solution of (1.12)–(1.15), f";�

r
; g";� 2 C

2.Œ0; 1�/,
f 2";� C g

2
";� < 1, f";� > 0, f 0";� > 0, g0";� < 0 in .0; 1/, and there are exactly

two minimizers of I";� in B given by .f";�;˙g";�/.

(b2) If " � "0 or 0 < � � �0."/, the non-escaping solution .f"; 0/ of (1.12)–
(1.15) is the unique minimizer of I";� in B. Otherwise (i.e. 0 < " < "0 and
� > �0."/), the non-escaping solution .f"; 0/ of (1.12)–(1.15) is an unstable
critical point of I";� in B.
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We note that if 2�N � 6,W 0.1/ > 0 and zW 0.0/D 0, then �0."/D 0 for all " 2 .0; "0/.
In this case, the theorem asserts for all � > 0, an escaping solution of (1.12)–(1.15) exists
if and only if " 2 .0; "0/.

Remark 2.5. By Lemma 2.3, when 2 � N � 6, W 0.1/ > 0 and zW 0.0/ > 0, the function
�0 defined in Theorem 2.4 (b) belongs to C.Œ0; "0//,

�0."/
"

is increasing with respect to ",

lim
"!"0

�0."/ D1; lim
"!0

�0.0/ D 0;

and, for someC > 1 and "1 2 .0;"0/,
p
zW 0.0/"

C
� �0."/�C

p
zW 0.0/" for every "2 .0;"1/.

Theorem 2.4 can be viewed as an extension of the results in [29] but within radial
symmetry, relating the escaping phenomenon with the stability property of critical points.

The SN -valued Ginzburg–Landau model.

Theorem 2.6. Suppose that zW 2 C 2.Œ0;1// satisfies (1.11).

(a) If N � 7, then for every � > 0, system (1.4)–(1.8) has no escaping solution
. Qf�; g�/ with g� > 0 in .0; 1/.

(b) If 2 � N � 6, then for any � > 0, (1.4)–(1.8) has a unique escaping solution
. Qf�; g�/ with g� > 0. Also, . Qf�;˙g�/ are the only two minimizers of the func-
tional IMM

� in BMM,
Qf�
r
; g� 2 C

2.Œ0; 1�/, Qf� > 0, Qf 0� > 0 and g0� < 0 in .0; 1/. In
addition, for 3 � N � 6, the non-escaping solution .1; 0/ is an unstable critical
point of IMM

� in BMM.

Recall that, when N � 7, the non-escaping solution .1; 0/ is the unique minimizer of
IMM
� in BMM for every � > 0 (see Remark 1.1). Note that when N D 2, the non-escaping

solution .1; 0/ … BMM; however, the second variation of IMM
� at .1; 0/ can still be defined

and it is negative in a certain direction with compact support in the interval .0; 1/, leading
to the instability of the non-escaping solution .1; 0/ for N D 2 also (see (2.27)).

The rest of the section is organized as follows. In Section 2.1, for the extended model,
we prove the monotonicity (see Proposition 2.9) and uniqueness (see Proposition 2.12)
of escaping solutions (1.12)–(1.15), if they exist, together with the positivity of f";� in
Proposition 2.10; we also prove the boundedness of arbitrary solutions to (1.12)–(1.15);
see Lemma 2.7. In Section 2.2, for the RN -valued GL model, we give the proofs of Theo-
rem 2.1 and Lemma 2.3. In Section 2.3 we give the proof of Theorem 2.4 for the extended
model. Finally, Theorem 2.6 for the SN -valued GL model is proved in Section 2.4.

2.1. The extended model: Monotonicity and uniqueness

In this subsection we establish the monotonicity and uniqueness of escaping radially
symmetric critical points of the extended functional E";� , which correspond to escap-
ing solutions .f";�; g";�/ with g";� > 0 of the ODE system (1.12)–(1.15). Furthermore,
we show that f";� > 0 and prove the minimality of this escaping solution with respect to
radially symmetric competitors.
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The next lemma shows that, under (1.10)–(1.11), all solutions to (1.12)–(1.15) are
bounded in .0; 1/. To dispel confusion, in this result, we do not assume a priori the bound-
edness or the non-negativity of f";� and g";� .

Lemma 2.7. Let N � 2, " > 0, � > 0, W 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1// with
(1.10)–(1.11). If .f";�; g";�/ satisfies (1.12)–(1.15), then f 2";� C g

2
";� < 1 in .0; 1/ and the

map x 7! m";�.x/ D .f";�.r/n.x/; g";�.r// is C 2. xBN /. In particular, f";�.0/ D 0 and
g0";�.0/ D 0.

Proof. Note that m";� 2 H 1.BN / (as .f";�; g";�/ 2 B) and, by (1.13)–(1.15),

�m";� D �
1

"2
W 0.1 � jm";�j

2/m";� C
1

�2
zW 0.g2";�/g";�eNC1 in BN n ¹0º; (2.3)

m";�.x/ D .n.x/; 0/ on @BN :

Let M D f 2";� C g
2
";� . Note that M.1/ D 1 and

1

2

�
M 00 C

N � 1

r
M 0
�

D .f 0";�/
2
C .g0";�/

2
C
N � 1

r2
f 2";� �

1

"2
W 0.1 �M/M C

1

�2
zW 0.g2";�/g

2
";�

� �
1

"2
W 0.1 �M/M:

In particular, the function X D 1 �M satisfies

�X 00 �
N � 1

r
X 0 C 2a.r/X � 0; (2.4)

where aW .0; 1�! Œ0;1/ is given by

a.r/ D

8̂̂<̂
:̂
1

"2
W 0.1 �M.r//

1 �M.r/
M.r/ if M.r/ ¤ 1;

1

"2
W 00.0/ if M.r/ D 1:

(2.5)

Note that (1.10) and the continuity of M in .0; 1� imply a � 0 and a is continuous on
.0; 1�. Now define

r0 D inf
®
r 2 .0; 1� WM � 1 in Œr; 1�

¯
:

The aim is to show that r0 D 0.

Step 1: We show that if r0 > 0, then M > 1 in .0; r0/. Assume by contradiction that
M.r1/ � 1 for some r1 2 .0; r0/. Multiplying (2.4) by rN�1X� (where X˙ D max¹0;
˙Xº), noting that X�.1/ D X�.r1/ D 0, and integrating over Œr1; 1� giveZ 1

r1

rN�1Œ..X�/0/2 C 2a.r/.X�/2� dr � 0:

This shows that X� D 0 in Œr1; 1�, i.e. X � 0 and M � 1 in Œr1; 1�. By definition of r0,
this implies that r0 � r1, which contradicts the fact that r1 2 .0; r0/.
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Step 2: We show that f 2";� C g
2
";� � 1 in .0;1/. Indeed, if r0D 0, this step is clear. Suppose

that r0 > 0. By Step 1, we have M > 1 and so W 0.1 �M/ � 0 in .0; r0/. Returning to
(1.13)–(1.14), as (1.11) implies zW 0.t/ � zW 0.0/ � 0 for t � 0, we have that the functions
f";� and g";� , considered as functions on the ball B.0; r0/ in RN , satisfy

�f";� D c1f";� and �g";� D c2g";� in B.0; r0/ n ¹0º;

where c1 D N�1
r2
�

1
"2
W 0.1 �M/ � 0 and c2 D � 1

"2
W 0.1 �M/C 1

�2
zW 0.g2";�/ � 0 in

.0; r0/. By Kato’s inequality (see [31] or [8, Lemma A.1]), this implies

�f ˙";� � 0 and �g˙";� � 0 in B.0; r0/ n ¹0º:

Since f";�; g";� 2H 1.B.0; r0//, these hold inB.0; r0/. By the maximum principle, f ˙";� �
f ˙";�.r0/ and g˙";� � g

˙
";�.r0/ inB.0;r0/. We deduce that f 2";�C g

2
";� �M.r0/� 1 in .0;r0/.

As M D f 2";� C g
2
";� � 1 in Œr0; 1�, the conclusion of Step 2 follows.

Step 3: Conclusion. By Step 2 and the fact thatm� 2H 1.BN /, we deduce that (2.3) holds
in the whole of BN ; then standard elliptic regularity theory yields that m";� and so X are
C 2 in xBN . In particular, f";�.0/ D 0 (as f";�.r/n.x/ 2 C 2.BN /) and g0";�.0/ D 0 (since
g";� extends to an even C 2 function on .�1; 1/). By Step 2, we know thatM � 1 in .0; 1/.
Moreover, since f";�.1/ D 1, we deduce that the inequality in (2.4) is strict near r D 1; in
particular, X cannot be identically 0. Thus, the strong maximum principle applied to (2.4)
yields X > 0 in .0; 1/ i.e. M < 1 in .0; 1/.

By restricting attention to solutions with g";� � 0 (for any zW satisfying (1.11) e.g.
zW .t/ D t ), we immediately obtain the following corollary:

Corollary 2.8. Let N � 2 and " > 0. If W 2 C 2..�1; 1�/ satisfies (1.10) and f" satis-
fies (1.1)–(1.3), then jf"j < 1 in .0; 1/ and the map x 7! u".x/ D f".r/n.x/ belongs to
C 2. xBN /. In particular, f".0/ D 0.

Concerning the monotonicity of solutions of (1.12)–(1.15) satisfying g";� � 0, we first
prove it in Proposition 2.9 under an additional assumption that f";� � 0. We then show in
Proposition 2.10 that this additional non-negativity assumption on f";� can be removed.

Proposition 2.9. Let W 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1// satisfy (1.10) and (1.11),
and .f";�; g";�/ satisfy (1.12)–(1.15) with f";� � 0; g";� � 0 in .0; 1/. Then f 0";� > 0,
.
f";�
r
/0 � 0 and either g0";� < 0 or g";� D 0 in .0; 1�.

Proof of Proposition 2.9. To simplify notation, we write .f; g/ for .f";�; g";�/. By
Lemma 2.7, we know that f 2 C g2 < 1 in .0; 1/, f .0/ D 0 and g0.0/ D 0. By the strong
maximum principle applied to (1.13) for f � 0 in .0; 1/, we get f > 0 in .0; 1/ (as f D 0
in .0; 1/ would contradict the boundary condition f .1/D 1 in (1.15)). By the strong max-
imum principle applied to (1.14) (as a PDE in BN for g � 0) we get g > 0 in Œ0; 1/ or
g D 0 in .0; 1/.
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Case 1: g > 0 in Œ0; 1/. For a; b 2 Œ0; 1�, let

A.a; b/ D �
1

"2
W 0.1 � a2 � b2/a; B.a; b/ D �

1

"2
W 0.1 � a2 � b2/b C

1

�2
zW 0.b2/b:

Then (1.13) and (1.14) can be rewritten as

�f �
N � 1

r2
f D f 00 C

N � 1

r
f 0 �

N � 1

r2
f D A.f; g/ in .0; 1/; (2.6)

�g D g00 C
N � 1

r
g0 D B.f; g/ in .0; 1/: (2.7)

The convexity assumption on W in (1.10) yields

@bA.a; b/ D @aB.a; b/ � 0 for all a; b 2 Œ0; 1�:

These inequalities give system (2.6)–(2.7) a cooperative structure; see e.g. [12, 16, 42]. In
order to prove the monotonicity of f and g, we follow the ideas based on a moving plane
argument in the proof of [27, Theorem 1.6]. See also [1] for a similar argument in the
context of phase segregation in Bose–Einstein condensates. For 0 < s < 1, define

fs.r/ D f .2s � r/ and gs.r/ D g.2s � r/ for max.0; 2s � 1/ < r < s:

By (1.15) and (1.10) (in particular,W 0.0/D 0), we haveA.f .1/;g.1//DB.f .1/;g.1//D
0 and recall that 0 < f < 1 D f .1/ and g > 0 D g.1/ in .0; 1/. As @bA.a; b/ � 0, we
deduce that the function Of D f � f .1/ satisfies

� Of �
N � 1

r2
Of D

N � 1

r2
f .1/C A.f; g/ � A.f .1/; g.1//

� A.f; g/ � A.f .1/; g/ D c.r/ Of

for some continuous function c 2 C Œ0; 1�. As Of .1/ D 0 and Of < 0 in .0; 1/, we deduce
from the Hopf lemma (see e.g. [17, Lemma 3.4]) that f 0.1/ > 0. Likewise, we can show
that g0.1/ < 0. Consequently, there is some small ı > 0 such that fs > f and gs < g in
max.0; 2s � 1/ < r < s for any s 2 .1 � ı; 1/. We define

s D inf
®
s 2 .0; 1/ W ft > f and gt < g in .max.0; 2t � 1/; t/ for all t 2 .s; 1/

¯
:

It follows that s 2 Œ0; 1 � ı�.

Claim: s D 0, f 0 > 0 and g0 < 0 in .0; 1�.

Proof of claim. Assume by contradiction that s > 0. Then

(a) f 0 � 0 and g0 � 0 in .s; 1/,

(b) and fs � f > 0 and gs � g in max.0; 2s � 1/ < r < s.
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Combined with the monotonicity of A.a; �/ and B.�; b/, it follows for every s 2 Œs; 1/ and
every r 2 .max.0; 2s � 1/; s/,

�fs.r/ �
N � 1

r2
fs.r/ D f

00.2s � r/ �
N � 1

r
f 0.2s � r/ �

N � 1

r2
f .2s � r/

� A.f .2s � r/; g.2s � r//

D A.fs.r/; gs.r// � A.fs.r/; g.r//; (2.8)

�gs.r/ � B.fs.r/; gs.r// � B.f .r/; gs.r//; (2.9)

and equality in all the inequalities (2.8) (resp. in (2.9)) for some s 2 Œs; 1/ implies that, for
every r 2 .max.0; 2s � 1/; s/,

f 0.2s � r/ D 0 .resp. g0.2s � r/ D 0/: (2.10)

Combining (2.8) and (2.9) with (2.6) and (2.7), we have for all s 2 Œs; 1/,

�.fs � f /.r/ �
N � 1

r2
.fs � f / � A.fs; g/ � A.f; g/ D .fs � f /c1.r/;

�.gs � g/.r/ � B.f; gs/ � B.f; g/ D .gs � g/c2.r/;

with c1, c2 being two continuous functions on Œmax.0;2s � 1/; s� and equality in the above
inequalities again implies (2.10).

By the definition of s, fs > f and gs < g in .max.0; 2s � 1/; s/ for s 2 .s; 1/. By
the Hopf lemma, applied to the above differential inequalities, we have f 0s .s/ < f 0.s/

and g0s.s/ > g0.s/, i.e. f 0.s/ > 0 and g0.s/ < 0 for s 2 .s; 1/. We now show that these
assertions continue to hold with s D s, i.e.

Fact 1. fs > f and gs < g in max.0; 2s � 1/ < r < s.

Fact 2. f 0 > 0 and g0 < 0 in Œs; 1/.

Indeed, since f 0 > 0 and g0 < 0 in .s; 1/, (2.10) does not hold and so the above
differential inequalities for fs � f and gs � g are strict in .max.0; 2s � 1/; s/. Since
fs � f � 0 and gs � g � 0 in .max.0; 2s � 1/; s/, the strong maximum principle applied
to those differential inequalities gives Fact 1. By the Hopf lemma, we then have f 0s .s/ <
f 0.s/ and g0s.s/ > g

0.s/, i.e. f 0.s/ > 0 and g0.s/ < 0, and Fact 2 follows.

Conclusion. We now show that Facts 1 and 2 contradict the minimality of s. Indeed,
observe first that .fs � f /.max.0; 2s � 1// > 0 since

fs.max.0; 2s � 1// D 1 > f .max.0; 2s � 1// when
1

2
� s < 1;

fs.max.0; 2s � 1// > 0 D f .max.0; 2s � 1// when s <
1

2
:
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Likewise, we have .gs � g/.max.0; 2s � 1// < 0 since

gs.max.0; 2s � 1// D 0 < g.max.0; 2s � 1// when
1

2
� s < 1;

g0s.max.0; 2s � 1// D �g0.2s/ > 0 D g0.0/ D g0.max.0; 2s � 1// when s <
1

2

(in the latter case, this is combined with gs < g on .0; s/ by Fact 1). Thus, thanks to
Facts 1 and 2, we deduce by continuity the existence of a small Qı > 0 such that, for every
s 2 .s � Qı; s�, fs > f and gs < g in max.0; 2s � 1/ < r < s, contradicting the minimality
of s. Thus, s D 0. Also, by Fact 2, f 0 > 0 and g0 < 0 in .0; 1�. The claim is proved.

Case 2: g D 0 in .0; 1/. . The above argument applies to solutions f � 0 of (1.1)–(1.3),
where equation (2.8) is replaced by �fs.r/ � N�1

r2
fs.r/ � A.fs.r/; 0/, yielding f 0 > 0.

(Note that the assumption W 00 � 0 is no longer needed in this case, though the condition
W 0.0/ D 0 is used.)

Proof of .f
r
/0 � 0 in .0; 1/. Indeed, by Lemma A.5, we know that v WD f

r
2 C 2.Œ0; 1�/.

To prove that v is decreasing, we follow the argument in [24, Proposition 2.2]: by (1.10)
we have W 0 � 0 in .0; 1/ so that

.rNC1v0.r//0 D �
rNC1

"2
W 0.1 � f 2 � g2/v.r/ � 0; r 2 .0; 1/:

This implies that rNC1v0.r/ is a non-increasing C 1 function in Œ0; 1�. Then, since
limr!0 r

NC1v0.r/ D 0 (as v 2 C 1.Œ0; 1�/), we have v0.r/ � 0 in Œ0; 1�.

Next, we prove the positivity of f";� when g";� � 0. When g";� � 0, the result was
obtained in [22, 25] under a slightly different condition on W .

Proposition 2.10. Suppose W 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1// satisfy (1.10) and
(1.11), and .f";�; g";�/ satisfies (1.12)–(1.15) with g";� � 0 in .0; 1/. Then f";� > 0 in
.0; 1/.

Proof. As in the proof of the previous proposition, we drop the indices " and �, so that in
the following we denote by f and g the solution considered in (1.12)–(1.15). Suppose by
contradiction that f changes sign in .0;1/. Let r1 2 .0;1/ be such that f .r1/D 0 and f >0
in .r1; 1�. Applying the Hopf lemma to (1.13) in .r1; 1/, we have f 0.r1/ > 0. In particular,
f < 0 in some small interval .r1 � ı; r1/. Note that .jf j; g/ satisfies distributionally

�jf j �
N � 1

r2
jf j D A.jf j; g/ in .r1; 1/;

�jf j �
N � 1

r2
jf j � A.jf j; g/ in .0; 1/;

�g00 C
N � 1

r
g0 D B.jf j; g/ in .0; 1/;
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where A and B are as in the proof of Proposition 2.9. Consequently, we can apply the
proof of Proposition 2.9 to the pair .jf j; g/ to obtain

.jf j/s � jf j and gs � g in max.0; 2s � 1/ < r < s for all r1 � s < 1;

where .jf j/s.r/ D jf j.2s � r/ and gs.r/ D g.2s � r/. Observe also that, by definition,
both jf j and .jf j/r1 have the same first left-derivative at r1; thus, we deduce by the
Hopf lemma that .jf j/r1 � jf j and f 0.2r1 � r/ D 0 in max.0; 2r1 � 1/ < r < r1 (see
(2.10)). The latter identity is impossible, since f 0.r1/ > 0. We conclude that f � 0 in
.0; 1/. The positivity of f follows by the strong maximum principle applied to (1.13) (as
f .1/ D 1).

Applying Propositions 2.9 and 2.10 to the solution .f"; 0/, we obtain the following
corollary:

Corollary 2.11. Suppose W 2 C 2..�1; 1�/ satisfies (1.10), and f" satisfies (1.1)–(1.3).
Then f" > 0, f 0" > 0 and .f"

r
/0 � 0 in .0; 1�.

Finally, we prove the uniqueness of escaping solutions of (1.12)–(1.15).

Proposition 2.12. Let N � 2 and suppose that W 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1//
satisfy (1.10) and (1.11). Then, for every " > 0 and � > 0, system (1.12)–(1.15) has at
most one escaping solution .f";�; g";�/ with g";� > 0 in .0; 1/. Furthermore, when it exists,
.f";�;˙g";�/ are the only two minimizers of I";� over the set B; in particular, I";�Œf"; 0� >
I";�Œf";�; g";��, where f" is the radial profile satisfying (1.2)–(1.3).

Proof. We use ideas from [28, 29]. Suppose that .f";�; g";�/ solves (1.12)–(1.15) and
g";� > 0 in .0; 1/. By Proposition 2.10, f";� > 0 in .0; 1/. For .f; g/ 2 B, we write
.f; g/ D .f";�; g";�/ C .s; q/ and V.x/ D .s.r/n.x/; q.r// 2 H 1

0 .B
N ;RNC1/. By the

convexity of W , zW and (1.13)–(1.14),

I";�Œf; g� � I";�Œf";�; g";��

�
1

2

Z 1

0

°
2f 0";�s

0
C .s0/2 C 2g0";�q

0
C .q0/2 C

N � 1

r2
.2f";�s C s

2/

�
1

"2
W 0.1 � f 2";� � g

2
";�/Œ2.f";�s C g";�q/C s

2
C q2�

C
1

�2
zW 0.g2";�/.2g";�q C q

2/
±
rN�1 dr

D
1

2

Z 1

0

°
.s0/2 C .q0/2 C

N � 1

r2
s2

�
1

"2
W 0.1 � f 2";� � g

2
";�/.s

2
C q2/C

1

�2
zW 0.g2";�/q

2
±
rN�1 dr
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D
1

2jSN�1j

Z
BN

°
jrV j2 �

1

"2
W 0.1 � f 2";� � g

2
";�/jV j

2
C

1

�2
zW 0.g2";�/V

2
NC1

±
dx

DW
F";�ŒV �

2jSN�1j
:

Claim: For every V.x/ D .s.r/n.x/; q.r// 2 H 1
0 .B

N ;RNC1/, it holds that

F";�ŒV � �

Z
BN

°
f 2";�.jxj/

ˇ̌̌� s

f";�

�0
.jxj/

ˇ̌̌2
C g2";�.jxj/

ˇ̌̌� q

g";�

�0
.jxj/

ˇ̌̌2±
dx;

and as a consequence, .f";�; g";�/ minimizes I";� in B.

Proof of claim. Since F";� is continuous in H 1
0 .B

N ; RNC1/ (because W 0.1 � f 2";� �
g2";�/, zW

0.g2";�/ 2 L
1.BN / by Lemma 2.7), by standard density results and Fatou’s

lemma, it suffices to show the claim for V D .s.r/n; q.r// 2 C1c .B
N n ¹0º;RNC1/.

For that, we will apply [24, Lemma A.1] for8̂̂<̂
:̂
L WD �� �

1

"2
W 0.1 � f 2";� � g

2
";�/;

T WD �� �
1

"2
W 0.1 � f 2";� � g

2
";�/C

1

�2
zW 0.g2";�/:

(2.11)

Indeed, writing V D .s.r/n; q.r// D .V1; : : : ; VN ; VNC1/ 2 C1c .B
N n ¹0º;RNC1/ and

decomposing Vj D f";� yVj with yVj D
Vj
f";�

for j D 1; : : : ; N and VNC1 D g";� yVNC1 with
yVNC1 D

q
g";�

,

F";�ŒV �

D

NX
jD1

Z
BN

LVj � Vj dx C

Z
BN

T VNC1 � VNC1 dx

D

NX
jD1

Z
BN

°
f 2";�jr

yVj j
2
C yV 2j Lf";� � f";�

C g2";�jr
yVNC1j

2
C yV 2NC1Tg";� � g";�

±
dx

D

Z
BN

°
f 2";�.jxj/

ˇ̌̌
r

� s.r/

f";�.r/
n.x/

�ˇ̌̌2
�
N � 1

r2
s2 C g2";�.jxj/

ˇ̌̌� q

g";�

�0
.jxj/

ˇ̌̌2±
dx

D

Z
BN

°
f 2";�.jxj/

ˇ̌̌� s

f";�

�0
.jxj/

ˇ̌̌2
C g2";�.jxj/

ˇ̌̌� q

g";�

�0
.jxj/

ˇ̌̌2±
dx; (2.12)

because Lf";� D �N�1r2 f";� , Tg";� D 0 (by (1.13)–(1.14)) and

. yV1; : : : ; yVN / D
s.r/

f";�.r/
n.x/

with jrnj2 D N�1
r2

. Hence, the claim is proved.
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Step 1: We prove that ¹.f";�;˙g";�/º is the set of minimizers of I";� in B. Indeed, we have
seen that .f";�;˙g";�/minimizes I";� in B. Suppose . Qf";�; Qg";�/ also minimizes I";� in B,
in particular, I";�Œf";�; g";�� D I";�Œ Qf";�; Qg";�� so that, for V D .. Qf";� � f";�/n.x/; Qg";� �
g";�/, one has F ŒV � D 0 leading to

Qf";� � f";�

f";�
and

Qg";� � g";�

g";�
are constant in .0; 1/:

This together with Qf";�.1/ � f";�.1/ D 0 gives Qf";� � f";� and Qg";� � ag";� in .0; 1/ for
some a 2 R. Since g";� > 0, this implies that Qg";� has a fixed sign. Furthermore, either
a D 0 (so Qg";� � 0), or j Qg";�j > 0 in .0; 1/ in which case, we can interchange g";� and
˙Qg";� if necessary (note that . Qf";�;� Qg";�/ also minimizes I";� in B), so that we may
always assume that 0 � a � 1.

To finish the proof, we prove that a D 1, i.e. Qg";� � g";� in .0; 1/. Assume by contra-
diction that 0 � a < 1. We will show that

W 0.1 � f 2";� � g
2
";�/ � 0 in .0; 1/: (2.13)

Once this is done, we deduce from (1.14) that��g";�C 1
�2
zW 0.g2";�/g";�D 0 inBN . Since

zW 0 � zW 0.0/ � 0 in Œ0;1/ (by (1.11)) and g";� D 0 on @BN , we deduce that g";� D 0
in BN , which gives a contradiction to the assumption g";� > 0 in BN , and completes the
proof.

Let us now prove (2.13). Returning to (1.13), we see that

W 0.1 � f 2";� � g
2
";�/ � W

0.1 � f 2";� � a
2g2";�/ in Œ0; 1�: (2.14)

Therefore, to prove (2.13), it suffices to show thatW 0.t/D 0 for every 0� t �maxŒ0;1�.1�
f 2";� � a

2g2";�/ DW � . For that, we have f 2";� C a
2g2";� < f 2";� C g

2
";� < 1 in .0; 1/ by

Lemma 2.7, and hence � > 0. Note that the range of 1 � f 2";� � a
2g2";� over Œ0; 1� is

Œ0; �� because of (1.15). Set t0 D inf¹t > 0 W W 0.s/ D W 0.�/ for all s 2 Œt; � �º. We show
that t0 D 0. For that, let r0 2 Œ0; 1� be such that 1 � f 2";�.r0/ � a

2g2";�.r0/ D t0. By
the continuity of W 0 and (2.14), we deduce for t1 WD 1 � f 2";�.r0/ � g

2
";�.r0/ � t0 that

W 0.t1/ D W
0.t0/ D W

0.�/. As W 0 is non-decreasing (because W is convex), we deduce
that W 0.s/ D W 0.�/ for every s 2 Œt1; � �. By the minimality of t0, it means that t1 D t0,
i.e. g2";�.r0/ D 0. Since g";� > 0 in Œ0; 1/ (which is a consequence of the strong maximum
principle applied to (1.14), considered as a PDE on BN ), this yields r0 D 1, i.e. t0 D 0.
It follows that W 0 � W 0.0/ D 0 on Œ0; �� as desired (where we use that 0 is a minimum
point of W by the assumption (1.10)).

Step 2: We prove the uniqueness of escaping solutions of (1.12)–(1.15). Indeed, assume
that . Lf";�; Lg";�/ is also a solution to (1.12)–(1.15) with Lg";� > 0 in .0; 1/. Then the claim
yields that both .f";�; g";�/ and . Lf";�; Lg";�/minimize I";� in B. By Step 1, we have f";� �
Lf";� and g";� � Lg";� as desired. The proof is complete.
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2.2. The RN -valued model: Existence and uniqueness

We prove existence and uniqueness of the radial profile and its minimality for IGL
" as

stated in Theorem 2.1. Then we prove Lemma 2.3.

Proof of Theorem 2.1. Let f" be a minimizer of the reduced energy functional IGL
" in

BGL. (It is easy to see that such a minimizer exists.) Since IGL
" Œf �� IGL

" Œmin¹jf j; 1º�, we
may also assume that 0 � f" � 1. In addition, we have that f" satisfies (1.2), f".1/ D 1
and f" 2 C 2..0; 1�/. Noting also that the constant functions 0 and 1 are a solution and
a super-solution to (1.2) respectively (since W 0.0/ D 0), the strong maximum principle
implies that 0 < f" < 1 in .0; 1/. By Lemma A.4, f"=r 2 C 2.Œ0; 1�/ and f".0/ D 0.

If (1.10) holds, then by Corollary 2.11 we have f 0" > 0 in .0; 1�. Also, the same argu-
ment as in the proof of Proposition 2.12 applies, also giving the uniqueness of f" as
solution of (1.2)–(1.3), in particular, as the unique minimizer of IGL

" over BGL. We omit
the details.

We next prove estimates for `."/.

Proof of Lemma 2.3. Note that by the definition of the first eigenvalue for LGL
" and stan-

dard elliptic regularity, ` depends continuously on ". Let us prove (2.2) for 0 < Q" < " <1.
We have, for all ' 2 H 1

0 .B
N /,Z

BN

h
jr'j2 �

1

Q"2
W 0.1 � f 2

Q" /'
2
i
dx � `.Q"/

Z
BN

'2 dx:

By rescaling, we deduce for all  2 H 1
0 .B.0; 1=Q"// thatZ

B.0;1=Q"/

�
jr j2 �W 0.1 � f 2

Q" .Q"jxj// 
2
�
� Q"2`.Q"/

Z
B.0;1=Q"/

 2 dx:

As B.0; 1="/ � B.0; 1=Q"/, by the strict monotonicity of the first eigenvalue with respect
to domains (due to the positivity of the first eigenfunctions), we have, for all 0 6�  2

H 1
0 .B.0; 1="//,Z

B.0;1="/

�
jr j2 �W 0.1 � f 2

Q" .Q"jxj// 
2
�
> Q"2`.Q"/

Z
B.0;1="/

 2 dx:

Now using the inequality 1 � f"."jxj/ � fQ".Q"jxj/ � 0 for jxj < 1=" (see Proposi-
tion B.1 (i)) and the monotonicity of W 0, we deduce thatZ

B.0;1="/

�
jr j2 �W 0.1 � f 2" ."jxj// 

2
�
> Q"2`.Q"/

Z
B.0;1="/

 2 dx

for all 0 6�  2 H 1
0 .B.0; 1="//. Rescaling once again we getZ
BN

h
jr'j2 �

1

"2
W 0.1 � f 2" /'

2
i
>
Q"2`.Q"/

"2

Z
BN

'2 dx
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for all 0 6� ' 2 H 1
0 .B

N /, which is equivalent to (2.2).
Assertion (a) is clear because if W 0.1/ D 0, then (1.10) implies that W D 0 in .0; 1/.

Assertion (b) for N � 7 is a consequence of the inequalityZ
BN

LGL
" v � v dx �

� .N � 2/2
4

� .N � 1/
� Z

BN

v2

r2
dx for all v 2 H 1

0 .B
N /;

which was proved in Step 4 of the proof of [28, Theorem 2].
We next prove assertion (c) for 2 � N � 6 and W 0.1/ > 0. We have seen that `."/ >

�W 0.1/"�2. We prove the rest in two steps.

Step 1: We show that there exist "1 > 0 and c1 > 0 such that `."/ � � c1
"2

for " 2 .0; "1/,
by exhibiting a function 0 6� q D q".r/ 2 Lipc..0; 1// withZ

BN
LGL
" q � q dx � �

c1

"2

Z
BN

q2 dx:

(Note that by the lower bound of `."/, it is clear that c1 < W 0.1/.)
Note that, by [25, Lemma A.1], for every positive function ' 2 C 1;1loc ..0; 1//, we have

the following identity for every q D f"' Qq 2 Lipc.B
N n ¹0º/:Z

BN
LGL
" q � q dx D

Z
BN

'2
°
f 2" jr Qqj

2
C
LGL
" .'f"/f"

'
Qq2
±
dx: (2.15)

We choose9 ' D r�
N�2
2 2 C1..0; 1//, and note that, by (1.2),

LGL
" .'f"/f" D

.N 2 � 8N C 8/f 2" '

4r2
� 2f"f

0
"'
0 in .0; 1/:

The idea now is to exploit the negativity of N 2 � 8N C 8 for 2 � N � 6 to reach the
desired conclusion. Let t0 D sup¹0 � t < 1 WW.t/D 0º. By Proposition B.1 (ii), for every
small ı > 0, there exists Cı > 0 such that for every a > Cı we can find "1 D "1.ı; a/ for
which

1 � t0 � ı � f
2
" � 1 � t0 in ŒCı"; a"� for all " 2 .0; "1/: (2.16)

The contribution of the term �2f"f 0"'
0 in the above expression of LGL

" .'f"/f" to the
right-hand side of (2.15) is handled as follows. (Note that if N D 2, then '0 D 0, so that
term vanishes and the reader can proceed directly to estimate (2.17) below.) We impose
that Qq D Qq.r/ is supported in ŒCı"; a"�. Then integration by parts combined with (2.16)
and .rN�1.'2/0/0 D 0 for r 2 .0; 1/ yields, by Cauchy–Schwarz,

�2

Z 1

0

rN�1 Qq2f"f
0
"''

0 dr D
1

2

Z 1

0

rN�1 Qq2.1 � t0 � f
2
" /
0.'2/0 dr

D �

Z 1

0

rN�1 Qq Qq0.1 � t0 � f
2
" /.'

2/0 dr

� ı

Z 1

0

. Qq0/2r dr C
.N � 2/2

4
ı

Z 1

0

Qq2

r
dr:

9See [28, inequality (6)] for an explanation of this choice of '.
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Since 2 � N � 6 implies zN WD N 2 � 8N C 8 < 0, using (2.16), we deduceZ
BN

h
LGL
" q � q C

c1q
2

"2

i
dx

� jSN�1j

Z 1

0

r
°
.1 � t0 C ı/. Qq

0/2

C
1

r2

h zN.1 � t0 � ı/C .N � 2/2ı
4

C
c1r

2

"2

i
Qq2
±
dr: (2.17)

We now specify Qq 2 Lipc..0; 1// by setting Qq.r/ D sin. �
ln.a=Cı /

ln r
Cı"
/ for r 2 .Cı"; a"/

and Qq.r/ D 0 otherwise. Note that zN.1 � t0 � ı/ C .N � 2/2ı D zN.1 � t0/ C cı for
c D 4N � 4 > 0. Inserting into (2.17), we getZ

BN

h
LGL
" q � q C

c1q
2

"2

i
dx

�
jSN�1j ln a

Cı

2

�� �

ln a
Cı

�2
.1 � t0 C ı/C

zN.1 � t0/C cı

4
C c1a

2
�
: (2.18)

Recalling zN D N 2 � 8N C 8 < 0 for 2 � N � 6, we can choose ı > 0 small, a D aı > 0
large and then c1 D c1.ı/ > 0 small such that the right-hand side of (2.18) is negative for
" < "1.ı/, yielding Step 1.

Step 2: We prove that there exists "0 > 0 such that `."/ < 0 and increasing in .0; "0/,
`."0/ D 0 and `."/ > 0 for " > "0. Let I D ¹" 2 .0;1/ W `."/ < 0º. It is clear that
`."/ > 0 for large " and so I is bounded. By Step 1, I contains .0; "1/. Let

"0 D sup¹Q" W `."/ < 0 for " 2 .0; Q"/º 2 ."1;1/:

By the continuity of `, we must have `."0/ D 0. Then (2.2) yields the monotonicity of `
in .0; "0/ and also, `."/ > 0 for " > "0. Step 2 is proved.

2.3. The extended model: Existence

The aim is to prove Theorem 2.4 for the extended model.

Proof of Theorem 2.4.

Proof of (a) when N � 7. By [28, Theorem 2],10 when N � 7, xm".x/D .f".jxj/n.x/; 0/
is the unique minimizer for E";1WA � H 1.BN ;RNC1/! Œ0;1�, i.e.

E";1Œm� D

Z
BN

h1
2
jrmj2 C

1

2"2
W.1 � jmj2/

i
dx; " > 0:

As zW � 0, it follows that for every "; � > 0, xm" is the unique minimizer of E";� in A

and so .f"; 0/ is the unique minimizer of I";� in B. This together with Proposition 2.12
implies that (1.12)–(1.15) has no escaping solution.

10[28, Theorem 1] assumes strict convexity of W , but its proof uses only (1.10).
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Proof of (a) when W 0.1/ D 0. When W 0.1/ D 0, we have by (1.10) that W D 0 in Œ0; 1�.
In particular, E";1 is exactly the Dirichlet energy (and hence convex) when restricting to
the set ¹m 2 A W jmj � 1 a.e.º. This together with the fact that for m 2 A,

E";1Œm� � E";1Œm
]� where m].x/ D

8̂<̂
:
m.x/ if jmj � 1;

m.x/

jm.x/j
if jm.x/j > 1;

implies that the unique minimizer of E";1 is the map Y.x/ D .x; 0/ (i.e. the unique
H 1.BN ;RNC1/ harmonic map with boundary value .x; 0/). Also, if W � 0 in Œ0; 1�,
then f".r/ D r solves (1.2)–(1.3), so by Theorem 2.1, f" is the unique solution of (1.2)–
(1.3). Thus, xm" D .f"n.x/; 0/ D Y . Thus, xm" is the unique minimizer of E";1 and hence
of E";� (since zW � zW .0/) in A; in particular, .f"; 0/ is the unique minimizer of I";� over
B. By Proposition 2.12, we conclude that (1.12)–(1.15) has no escaping solution.

Proof of (b). First, we focus on the existence of escaping solutions of (1.12)–(1.15) when
2 � N � 6 and W 0.1/ > 0. It is easy to see that I";� admits a minimizer .f";�; g";�/ 2 B.
Since .f";�; g";�/ 2 B, .f";�; g";�/ 2 C..0; 1�/. It follows that .f";�; g";�/ satisfies (1.13)–
(1.15) in the weak sense, and so .f";�; g";�/ 2 C 2..0; 1�/.

Since .jf";�j; jg";�j/ is also a minimizer of I";� in B, the above argument also shows
that .jf";�j; jg";�j/ 2 C 2..0; 1�/ satisfies (1.13)–(1.15). Since jf";�j; jg";�j � 0 and
f";�.1/ D 1, by the strong maximum principle, we have that jf";�j > 0 in .0; 1/, and
either jg";�j > 0 in .0; 1/ or g";� � 0 in .0; 1/. It follows that f";� > 0 in .0; 1/, and either
g";� > 0 in .0; 1/ or g";� < 0 in .0; 1/ or g";� � 0 in .0; 1/. Clearly, when g";� � 0, f";�
is equal to the radial profile f" obtained in Theorem 2.1. By considering .f";�;�g";�/
instead of .f";�; g";�/ if necessary, we assume in the sequel that g";� � 0.

Claim: g";� > 0 if and only if ."; �/ 2 A WD ¹."; �/ W 0 < " < "0; � > �0."/º.

Proof of claim. Define

Q";�Œ˛; ˇ� D

Z
BN

h
LGL
" ˛ � ˛ C L

GL
" ˇ � ˇ C

N � 1

r2
˛2

C
2

"2
W 00.1 � f 2" /f

2
" ˛

2
C

1

�2
zW 0.0/ˇ2

i
dx;

for .˛; ˇ/ belonging to the Hilbert space H D ¹.˛; ˇ/ W .f" C ˛; ˇ/ 2 Bº with the norm
k.˛; ˇ/kH WD k.˛n; ˇ/kH1.BN ;RNC1/. This can be considered as the second variation of
I";� at .f"; 0/; see equation (3.1) in Section 3.1. The C 2 regularity of W together with
(1.10), zW 0.0/ � 0 and the boundedness of f" yield a constant c1 > 0 (independent of "
and �) such that

Q";�Œ˛; ˇ� � k.˛; ˇ/k
2
H �

c1

"2
k.˛; ˇ/k2

L2.BN /
for all .˛; ˇ/ 2 H : (2.19)

.(/. If ."; �/ 2A, then
zW 0.0/

�2
<�`."/. Taking ˇ 2H 1

0 .B
N / to be any first eigenfunction

of LGL
" , which is radially symmetric, we have r

N�1
2 ˇ0; r

N�1
2 ˇ 2 L2.0; 1/, ˇ.1/ D 0 and

Q";�Œ0; ˇ� < 0. This implies that .f"; 0/ is not minimizing I";� in B, and thus g";� > 0.
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.)/. For the converse, we suppose by contradiction that there exists ."; �/ 2 B D

.0;1/2 n A with g";� > 0. By (2.15) with the choice ' D 1 and by (1.2),Z
BN

LGL
" ˛ � ˛ dx D

Z
BN

°
f 2"

ˇ̌̌
r

� ˛
f"

�ˇ̌̌2
�
N � 1

r2
˛2
±
dx for ˛ 2 C1c .0; 1/:

By a density argument in H 1
0 .B

N / using Fatou’s lemma, we deduce by (1.10),

Q";�Œ˛; ˇ� �

Z
BN

°
f 2"

ˇ̌̌
r

� ˛
f"

�ˇ̌̌2
C

�
`."/C

zW 0.0/

�2

�
ˇ2
±
dx for .˛; ˇ/ 2 H :

In view of Lemma 2.3, we thus have that Q";� is positive definite over H for ."; �/ 2
VB D .0;1/2 n NA where `."/C

zW 0.0/

�2
> 0. More precisely, there exists a constant c > 0

(depending on " and �) such that Q";�Œ˛; ˇ� � ck.˛; ˇ/k2L2.BN / for every .˛; ˇ/ 2 H .
This follows by the above inequality for Q";�Œ˛; ˇ� combined with the following estimate
based on the Hardy inequality in RNC2 using r � f".r/ � 1 for every r 2 .0; 1/ (see
Corollary 2.11):Z 1

0

rN�1f 2" .h
0/2 dr �

Z 1

0

rNC1.h0/2 dr �
N 2

4

Z 1

0

rN�1h2 dr

�
N 2

4

Z 1

0

rN�1f 2" h
2 dr; (2.20)

where h plays the role of ˛
f"

. Thus, by (2.19), for ."; �/ 2 VB , there exists a constant Qc > 0
(depending on " and �) such that

Q";�Œ˛; ˇ� � Qck.˛; ˇ/k
2
H for all .˛; ˇ/ 2 H : (2.21)

Fact. If ."; �/ 2 VB , then .f"; 0/ is a local minimizer of I";� . For .˛; ˇ/ 2 H ,

jSN�1j.I";�Œf" C ˛; ˇ� � I";�Œf"; 0�/ �
1

2
Q";�Œ˛; ˇ�

(1.2)
D

Z
BN

h.x; ˛.r/n; ˇ.r// dx;

h.x; V / D
1

2"2

®
W.1 � jf".r/nC Vkj

2
� V 2NC1/ �W.1 � f".r/

2/

CW 0.1 � f".r/
2/.2f".r/n � Vk C jV j

2/

� 2W 00.1 � f".r/
2/f".r/

2.n � Vk/
2
¯

C
1

2�2

®
zW .V 2NC1/ �

zW .0/ � zW 0.0/V 2NC1
¯
; r D jxj;

V D .Vk; VNC1/ 2 RNC1:

We have h2C 0. xBN ;C 2.RNC1// (sinceW; zW 2C 2 and f"n2C 2. xBN / by Lemma A.4),
h.x;0/D 0,rV h.x;0/D 0,r2V h.x;0/D 0 (thus, (D.1) holds true in Proposition D.1) and
h satisfies the growth assumption (D.2) in Proposition D.1 for p D 2 (due to the convexity
ofW and zW ); therefore, Proposition D.1 applies and yields some small radius Qr > 0 such
that Z

BN
h.x; ˛.r/n; ˇ.r// dx � �

Qc

4
k.˛; ˇ/k2H for k.˛; ˇ/kH < Qr:

Combined with (2.21), the local minimality of .f"; 0/ follows.
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End of proof of the claim. As the constructed minimizer .f";�; g";�/ of I";� satisfies g";� >
0, Fact 2.3 combined with Lemma 2.13 below yields ."; �/ 2 B n VB and, for all .Q"; Q�/ 2
VB , .fQ"; 0/ is the unique minimizer for IQ"; Q� in B. Thanks to the latter, by considering a

sequence ¹.Q"j ; Q�j /º � VB which converges to ."; �/, since fQ"j converges to f" inH 1.BN /,
Fatou’s lemma implies that .f"; 0/ is a minimizer for I";� in B, which contradicts the fact
that .f";�;˙g";�/ are the only two minimizers of I";� in B (see Proposition 2.12).

Proof of (b1). By the claim, an escaping solution of (1.12)–(1.15) exists if and only if
0 < " < "0 and � > �0."/. In this case, the uniqueness of an escaping solution and the
classification of minimizers of I";� are obtained in Proposition 2.12, Lemma 2.7 yields
f 2";� C g

2
";� <1, the regularity of .f";�;g";�/ follows from Lemma A.5, while the positivity

of f";� and monotonicity of f";� and g";� are given by Propositions 2.10 and 2.9.

Proof of (b2). The fact that the non-escaping solution .f"; 0/ is an unstable critical point
(and hence not a minimizer) of I";� in B when 0 < " < "0 and � > �0."/ was obtained in
the proof of the (() part of the claim. The fact that the non-escaping solution .f"; 0/ is the
unique minimizer of I";� in B when " � "0 or 0 < � � �0."/ follows from the claim.

It remains to prove the following lemma used above:

Lemma 2.13. Let N � 2, "; � > 0, and suppose that W 2 C 2..�1; 1�/ and zW 2
C 2.Œ0;1// satisfy (1.10) and (1.11). If I";� admits an escaping critical point .f";�; g";�/
in B with g";� > 0 in .0; 1/, then the non-escaping critical point .f"; 0/ is not a local
minimizer of I";� . As a consequence, if the non-escaping critical point .f"; 0/ is a local
minimizer of I";� , then .f"; 0/ is the unique global minimizer of I";� in B and I";� does
not admit any escaping critical point .f";�; g";�/ in B with g";� > 0 in .0; 1/.

Proof. By Proposition 2.12, .f";�;˙g";�/ are the only two minimizers of I";� in B. In
particular, I";�Œf";�; g";�� < I";�Œf"; 0�. Suppose by contradiction that .f"; 0/ is a local
minimizer of I";� . We use some ideas from [3,27]: we show, by means of a mountain-pass
theorem, the existence of a second escaping critical point . Of ; Og/ of I";� with Og > 0, which
would lead to a contradiction with Proposition 2.12. Along the way, care is given due to
the fact that I";� is not always finite in B. To avoid this problem, let V; zV 2 C 2.R/ be
bounded non-negative functions such that V jŒ0;1� D W jŒ0;1�, zV jŒ0;1� D zW jŒ0;1� and define
J WH ! R by

J Œ˛; ˇ� D
1

2

Z 1

0

h
..f" C ˛/

0/2 C .ˇ0/2 C
N � 1

r2
.f" C ˛/

2

C
1

"2
V.1 � .f" C ˛/

2
� ˇ2/C

1

�2
zV .ˇ2/

i
rN�1 dr:

Let M WD ¹.˛; ˇ/ 2 H W f" C ˛ � 0; ˇ � 0 and .f" C ˛/2 C ˇ2 � 1 in .0; 1/º. Then
J 2 C 1.H /, M is a closed convex subset of H , J Œ˛;ˇ�D I";�Œf"C ˛;ˇ� for .˛;ˇ/ 2M,
and .0;0/ and .f";� � f";g";�/ are two relative minima of J in M with J.f";� � f";g";�/<
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J.0; 0/. We proceed to check that J satisfies the Palais–Smale condition on M (see e.g.
[43, Theorem II.12.8]): if ¹. j̨ ; ǰ /º �M is such that ¹J Œ j̨ ; ǰ �º is bounded and

GŒ j̨ ; ǰ � WD sup
. j̨�'; ǰ� /2M

k.'; /kH�1

hDJ Œ j̨ ; ǰ �; .';  /i ! 0; (2.22)

then ¹. j̨ ; ǰ /º is relatively compact in H . Indeed, since ¹J Œ j̨ ; ǰ �º is bounded, ¹. j̨ ; ǰ /º

is bounded in H . Thus, we assume that . j̨ ; ǰ / converges to .˛�; ˇ�/ 2M weakly in H ,
strongly in L2.BN / and a.e. in .0; 1/.

We may use

.';  / D t . j̨ � ˛�; ǰ � ˇ�/ D t ..f" C j̨ / � .f" C ˛�/; ǰ � ˇ�/

for a small t > 0 (which is independent of j ) in (2.22), since . j̨ � '; ǰ � / is a convex
combination of . j̨ ; ǰ /; .˛�; ˇ�/ 2M and M is convex. It gives

0 � lim sup
j!1

hDJ Œ j̨ ; ǰ �; . j̨ � ˛�; ǰ � ˇ�/i

D lim sup
j!1

Z 1

0

h
.f" C j̨ /

0. j̨ � ˛�/
0
C ˇ0j . ǰ � ˇ�/

0
C
N � 1

r2
.f" C j̨ /. j̨ � ˛�/

�
1

"2
W 0.1 � .f" C j̨ /

2
� ˇ2j /Œ.f" C j̨ /. j̨ � ˛�/C ǰ . ǰ � ˇ�/�

C
1

�2
zW 0.ˇ2j / ǰ . ǰ � ˇ�/

i
rN�1 dr:

Using the strong convergence of . j̨ ; ǰ / to .˛�; ˇ�/ in L2.BN / and the boundedness
of . j̨ ; ǰ / in L1.BN /, the last two lines above converge to 0 as j !1. Then writing
j̨ � ˛� D .f" C j̨ / � .f" C ˛�/, by the weak convergence of . j̨ ; ǰ / in H , we get

0 � lim sup
j!1

Z 1

0

h
..f" C j̨ /

0/2 C .ˇ0j /
2
C
N � 1

r2
.f" C j̨ /

2
i
rN�1 dr

�

Z 1

0

h
..f" C ˛�/

0/2 C .ˇ0�/
2
C
N � 1

r2
.f" C ˛�/

2
i
rN�1 dr:

Thus, k..f" C j̨ /n; ǰ /kH1.BN ;RNC1/ converges to k..f" C ˛�/n; ˇ�/kH1.BN ;RNC1/ and
so ..f" C j̨ /n; ǰ / converges strongly in H 1.BN ;RNC1/ to ..f" C ˛�/n; ˇ�/. This
means also that . j̨ ; ǰ / converges strongly in H to .˛�; ˇ�/, giving the desired Palais–
Smale property for J .

Applying the mountain pass theorem (see e.g. [43, Theorem II.12.8]), J has a moun-
tain-pass critical point . Ǫ";�; Ǒ";�/ 2M relative to M, i.e.

sup
. Ǫ";��'; Ǒ";�� /2M

k.'; /kH�1

hDJ Œ Ǫ";�; Ǒ";��; .';  /i D 0: (2.23)



Local minimality of Ginzburg–Landau vortex solutions 689

In addition, . Ǫ";�; Ǒ";�/ is not a local minimizer of J relative to M. For ease of exposition,
we write Of D f" C Ǫ";� and Og D Ǒ";� . Then (2.23) means

0 D sup
²Z 1

0

rN�1
h
Of 0'0 C Og0 0 C

N � 1

r2
Of ' �

1

"2
W 0.1 � Of 2 � Og2/. Of ' C Og /

C
1

�2
zW 0. Og2/ Og 

i
dr W

k.';  /kH � 1; Of � ' � 0; Og �  � 0; . Of � '/
2
C . Og �  /2 � 1

³
: (2.24)

To proceed, we show that Of 2 C Og2 < 1 in .0; 1/, Of > 0 in .0; 1/ and either Og � 0 in
.0; 1/ or Og > 0 in .0; 1/, so that we have in fact that . Of ; Og/ is either a non-escaping solution
.f"; 0/ or an escaping solution of (1.12)–(1.15). Once this is proved, by Theorem 2.1 and
Proposition 2.12, we then have that . Of ; Og/must be identical to either .f"; 0/ or .f";�;g";�/,
which contradicts the fact that . Ǫ";�; Ǒ";�/ is not a local minimizer of J relative to M.

Indeed, if .'; / D t�. Of ; Og/ in (2.24), where � 2 C1c .0; 1/ is non-negative and t � 0
is small enough that 0 � 1 � t� � 1 in .0; 1/, then

�
1

2

h
. Of 2/00 C

N � 1

r
. Of 2/0

i
�
1

2

h
. Og2/00 C

N � 1

r
. Og2/0

i
C . Of 0/2 C . Og0/2 C

N � 1

r2
Of 2

�
1

"2
W 0.1 � Of 2 � Og2/. Of 2 C Og2/C

1

�2
zW 0. Og2/ Og2 � 0 in .0; 1/

in the sense of a distribution. It follows that the function yX D 1� Of 2 � Og2, considered as
a radially symmetric function in BN , satisfies

� yX 00 �
N � 1

r
yX 0 C 2a.r/ yX �

2.N � 1/

r2
Of 2 � 0 in .0; 1/;

where the continuous function aW .0;1�! Œ0;1/ is given in (2.5). Since yX � 0, we deduce
from the strong maximum principle that either yX � 0 in .0; 1/ or yX > 0 in .0; 1/. The case
yX � 0 is impossible since it would imply, in view of the above differential inequality, that
Of � 0, contradicting that Of .1/ D 1. We thus have yX > 0 and Of 2 C Og2 < 1 in .0; 1/.

As Of 2C Og2 < 1 in .0;1/, we may use .'; /D .�t�; 0/ in (2.24), where � 2C1c .0;1/
is non-negative and t � 0 is sufficiently small so that . Of C t�/2 C Og2 < 1 in .0; 1/ to
get Of 00 C N�1

r
Of 0 � b.r/ Of � 0 in .0; 1/ with b.r/ WD N�1

r2
�

1
"2
W 0.1 � Of 2 � Og2/ 2

L1loc..0; 1�/. Since Of � 0 and Of .1/ D 1, we have by the strong maximum principle that
Of > 0 in .0; 1/.

Likewise, we use .';  / D .0;�t�/ in (2.24), where � 2 C1c .0; 1/ is non-negative
and t � 0 is sufficiently small so that Of 2 C . Og C t�/2 < 1 in .0; 1/ to get Og00 C N�1

r
Og0 �

c.r/ Og � 0 in .0; 1/ with c.r/ WD � 1
"2
W 0.1 � Of 2 � Og2/ C 1

�2
yW 0. Og2/. Since Og � 0, we

have by the strong maximum principle that either Og � 0 in .0; 1/ or Og > 0 in .0; 1/. As
explained earlier, this together with the previous shown facts that Of 2C Og2 < 1 and Of > 0
in .0; 1/ shows that the statement that ."; �/ 2 VB amounts to a contradiction.
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Finally, we explain the stated consequence: by the proof of Theorem 2.4 b), any mini-
mizer .f";�; g";�/ of I";� in B satisfies jg";�j > 0 or g";� � 0. As we have just proved that
escaping critical points of I";� cannot exist whenever .f"; 0/ is a local minimizer of I";� ,
we conclude that every minimizer satisfies g";� � 0, i.e. it is given by .f"; 0/.

2.4. The SN -valued model: Existence, monotonicity and uniqueness

We start with positivity of Qf� and the monotonicity for an escaping solution . Qf�; g�/ of
(1.4)–(1.8) with g� > 0. Next we prove Theorem 2.6.

Proposition 2.14. Suppose zW 2 C 2.Œ0;1// satisfies (1.11), and . Qf�; g�/ satisfies (1.4)–
(1.8) with g� > 0 in .0; 1/. Then Qf� > 0, Qf 0� > 0, g0� < 0 and .

Qf�
r
/0 � 0 in .0; 1�.

Proof. We adapt the strategy in the proofs of Propositions 2.9 and 2.10. By Lemma A.6,
. Qf�; g�/ 2 C

2.Œ0; 1�; S1/ and f .0/ D 0. Recalling also that g� > 0, we may thus write
Qf� D sin � , g� D cos � in Œ0; 1�, where the lifting � W Œ0; 1�! Œ��=2;�=2� is C 2, �.0/D 0

and �.1/ D �=2. Then � satisfies

� 00 C
N � 1

r
� 0 D

N � 1

r2
sin � cos � �

1

�2
zW 0.cos2 �/ sin � cos � DW P.r; �/ (2.25)

in .0; 1/. Since �.1/ D �=2, � � �=2 in .0; 1/ and �=2 is a constant solution of (2.25),
the maximum principle and the Hopf lemma applied to (2.25) yield � < �=2 in .0; 1/ and
� 0.1/ > 0.

Let r1 2 Œ0; 1/ be such that �.r1/D 0 and � > 0 in .r1; 1�. Observe that, if r1 > 0, then
by applying the Hopf lemma to (2.25) in .r1; 1/, we have � 0.r1/ > 0. In particular, � < 0
in a small interval .r1 � ı; r1/ when r1 > 0.

Note that, since P.r; �/ is odd in � , j� j satisfies in the sense of distributions,

j� j00 C
N � 1

r
j� j0 D P.r; j� j/ in .r1; 1/;

j� j00 C
N � 1

r
j� j0 � P.r; j� j/ in .0; 1/:

Since P is non-increasing in r , we apply the proof of Proposition 2.9 to get

.j� j/s � j� j in max.0; 2s � 1/ < r < s for all r1 � s < 1;

where .j� j/s.r/ D j� j.2s � r/. As in the proof of Proposition 2.10, the Hopf lemma then
implies that r1 D 0, i.e. � > 0 in .0; 1/, and so the above gives

�s � � in max.0; 2s � 1/ < r < s for all 0 < s < 1:

In addition, we have that � 0 > 0 in .0; 1� (see Fact 2 in the proof of Proposition 2.9). In
particular, 0 D �.0/ < � < �.1/ D �=2 in .0; 1/.
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Returning to . Qf�; g�/, we have shown that Qf� > 0, Qf 0� > 0 and g0� < 0 in .0; 1�. The
statement .

Qf�
r
/0 � 0 in .0; 1� is obtained in the same way as in the last part of the proof of

Proposition 2.9 using the following equivalent form of (1.6):�
rNC1

� Qf�
r

�0�0
D �rNC1�.r/

Qf�

r
� 0 for r 2 .0; 1/:

Next we prove the uniqueness of escaping solutions of (1.4)–(1.8).

Proposition 2.15. LetN � 2, � > 0 and zW 2 C 2.Œ0;1// with (1.11). Then system (1.4)–
(1.8) has at most one escaping solution . Qf�; g�/ with g� > 0 in .0; 1/. Furthermore, when
it exists, then . Qf�;˙g�/ are the only two minimizers of the functional IMM

� in BMM.

Proof. By Proposition 2.14, we have Qf� >0 in .0;1/ for any escaping . Qf�;g�/with g� >0
in .0; 1/ of system (1.4)–(1.8). To prove the uniqueness, we follow a similar argument
to the proof of Proposition 2.12, adapted to the new target space SN . Indeed, denoting
m� D . Qf�.r/n.x/;g�.r// 2H

1.BN ;SN / for a solution . Qf�; g�/ in .0; 1/ of system (1.4)–
(1.8) with g� > 0 in .0; 1/, take an arbitrary radial configuration m D .f .r/n.x/; g.r// 2
H 1.BN ; SN / with m D .n; 0/ on @BN . Setting V D m � m� D .s.r/n; q.r// 2

H 1
0 .B

N ;RNC1/, the constraints jmj D jm�j D 1 yield Qf�s C g�q D m� � V D �12 jV j
2

in BN . By the convexity of zW and (1.6)–(1.7), we have

IMM
� Œf; g� � IMM

� Œ Qf�; g��

�
1

2

Z 1

0

rN�1
°
2 Qf 0�s

0
C .s0/2 C 2g0�q

0
C .q0/2

C
N � 1

r2
.2 Qf�s C s

2/C
1

�2
zW 0.g2�/.2g�q C q

2/
±
dr

D
1

2

Z 1

0

rN�1
°
.s0/2 C .q0/2 C

N � 1

r2
s2 C

1

�2
zW 0.g2�/q

2
C 2�. Qf�s C g�q/

±
dr

D
1

2jSN�1j

Z
BN

°
jrV j2 C

1

�2
zW 0.g2�/V

2
NC1 � �jV j

2
±
dx

DW
1

2jSN�1j
FMM
� ŒV �:

Claim: For every V.x/ D .s.r/n.x/; q.r// 2 H 1
0 .B

N ;RNC1/, it holds that

FMM
� ŒV � �

Z
BN

°
Qf 2� .jxj/

ˇ̌̌
r

� s
Qf�

�
.jxj/

ˇ̌̌2
C g2�.jxj/

ˇ̌̌
r

� q
g�

�
.jxj/

ˇ̌̌2±
dx:

Proof of claim. Since FMM
� is continuous in H 1

0 .B
N ; RNC1/ (because �; zW 0.g2�/ 2

L1.BN / by Lemma A.6), by standard density results and Fatou’s lemma, it suffices
to show the claim for V D .s.r/n; q.r// 2 C1c .B

N n ¹0º;RNC1/. For that, we apply
[25, Lemma A.1] to

QL WD �� � �.r/ and zT WD ��C
1

�2
zW 0.g2";�/ � �.r/:
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Writing

V D .s.r/n; q.r// D .V1; : : : ; VN ; VNC1/ 2 C
1
c .B

N
n ¹0º;RNC1/;

Vj D Qf� yVj with yVj D
Vj
Qf�

for j D 1; : : : ; N ;

VNC1 D g� yVNC1 with yVNC1 D
q

g�
;

we have

FMM
� ŒV � D

NX
jD1

Z
BN

QLVj � Vj dx C

Z
BN

zT VNC1 � VNC1 dx

D

NX
jD1

Z
BN

®
Qf 2� jr
yVj j
2
C yV 2j

QL Qf� � Qf�
¯
dx

C

Z
BN

®
g2�jr

yVNC1j
2
C yV 2NC1

zT g� � g�
¯
dx

D

Z
BN

°
Qf 2�

ˇ̌̌
r

� s.r/
Qf�.r/

n.x/
�ˇ̌̌2
�
N � 1

r2
s2 C g2�.jxj/

ˇ̌̌
r

� q
g�

�
.jxj/

ˇ̌̌2±
dx

D

Z
BN

°
Qf 2� .jxj/

ˇ̌̌
r

� s
Qf�

�
.jxj/

ˇ̌̌2
C g2�.jxj/

ˇ̌̌
r

� q
g�

�
.jxj/

ˇ̌̌2±
dx;

because QL Qf� D �N�1r2
Qf� , zT g� D 0 (by (1.6)–(1.7)) and . yV1; : : : ; yVN / D

s.r/
Qf�.r/

n.x/ with
jrnj2 D N�1

r2
. Hence, the claim is proved.

Consequently, . Qf�;˙g�/ minimizes IMM
� in BMM. If . Of�; Og�/ also minimizes IMM

� in
BMM, the argument in Step 1 of the proof of Proposition 2.12 gives . Of� � Qf�/= Qf� and
. Og� � g�/=g� are constant in .0; 1/. This together with Of�.1/� Qf�.1/ D 0 gives Of� � Qf�
and Og� � ag� in .0;1/ for some constant a 2R. Since Qf 2� C g

2
� D 1D

Of 2� C Og
2
� we deduce

that Og� � ˙g� in .0; 1/. This proves that . Qf�;˙g�/ are the only two minimizers of IMM
�

in BMM. Lastly, if . Lf�; Lg�/ is also a solution to (1.4)–(1.8) with Lg� > 0 in .0; 1/, then the
claim yields that . Lf�; Lg�/ also minimizes IMM

� in BMM, and by the above, Lf� � Qf� and
Lg� � g� in .0; 1/. The proof is complete.

Proof of Theorem 2.6. Recall that for N � 7, since zW � 0, the equator map xm.x/ D
.n.x/; 0/ is the unique minimizer of EMM

� in A for every � > 0 (see Remark 1.1). Thus,
by (1.11) and Proposition 2.15, escaping solutions of (1.4)–(1.8) do not exist for any �> 0.

Suppose now that 2 � N � 6 and fix � > 0. The uniqueness of the escaping solution
. Qf�;g�/ of (1.4)–(1.8) with g� >0, together with its minimality, monotonicity and positiv-
ity, was proved in Propositions 2.14 and 2.15 and its regularity follows from Lemma A.6
in Appendix A. It remains to prove the existence11 of an escaping solution of (1.4)–(1.8)
for 2 � N � 6 and the instability of the non-escaping solution .1; 0/ for 3 � N � 6.

11For the existence of an escaping solution, it suffices to assume zW 2 C 2.Œ0;1// instead of (1.11).
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Proof of the instability of .1; 0/ when 3 � N � 6. We show the second variation of IMM
�

in BMM at .1; 0/ is not non-negative semi-definite, i.e. there exists q 2 Lipc.0; 1/ such that

QMM
� Œ0; q� D

d2

dt2

ˇ̌̌
tD0
IMM
�

� .1; tq/p
1C t2q2

�
D

Z 1

0

h
.q0/2 �

N � 1

r2
q2 C

zW 0.0/

�2
q2
i
rN�1 dr < 0: (2.26)

To this end, we adapt the computation in Step 1 of the proof of Lemma 2.3 (c). Writing
q D ' Qq with ' D r�

N�2
2 and applying [24, Lemma A.1] (for the Laplace operator), we

have for zN D N 2 � 8N C 8 < 0,

QMM
� Œ0; q� D

Z 1

0

°
. Qq0/2 C

1

r2

h zN
4
C
zW 0.0/r2

�2

i
Qq2
±
r dr:

For 0 < b < a < 1 to be fixed, let Qq.r/ D sin. �ln a
b

ln r
b
/ for r 2 .b; a/ and Qq.r/ D 0

otherwise. We have

QMM
� Œ0; q� �

1

2
ln
a

b

°� �

ln a
b

�2
C
zN

4
C
zW 0.0/a2

�2

±
:

Noting that zN < 0 for 3 � N � 6, we can select 0� b � a � � such that the above
quantity is negative.

Proof of the existence of an escaping solution. Minimizing IMM
� in BMM, we obtain a

minimizer . Qf�;g�/2BMM. Replacing . Qf�;g�/ by .j Qf�j; jg�j/ if necessary, we have Qf� � 0
and g� � 0. It is readily seen that . Qf�; g�/ satisfies (1.4)–(1.8). By (1.6), the fact that
Qf�.1/ D 1 and the strong maximum principle, Qf� > 0 in .0; 1/. By (1.7) and the strong

maximum principle, either g� > 0 or g� � 0 in .0; 1/. The case g� � 0 cannot hold since
it would imply Qf� � 1 in .0; 1/ (since Qf 2� C g

2
� D 1, Qf�.1/ D 1 and Qf� 2 C..0; 1�/) and

N � 3 (since r
N�3
2 Qf� 2 L

2.0; 1/), which contradicts the instability statement established
above.

Remark 2.16. For N D 2, if we define the second variation of IMM
� at .1; 0/ (in BMM)

along directions .0; q/ compactly supported in .0; 1/ by (2.26), then the same proof as
above yields a perturbation q 2 Lipc.0; 1/ such that

QMM
� Œ0; q� < 0: (2.27)

Remark 2.17. One can also prove Theorem 2.6 by considering the limit as " ! 0 of
the escaping (minimizing) solutions .f";� > 0; g";� > 0/ obtained in Theorem 2.4 for a
fixed � > 0 with W.t/ D t2. The strong limit . Qf�; g�/ of ¹.f";�; g";�/º"!0 in B is indeed
escaping because the non-escaping solution .1; 0/ (which corresponds to the equator map
xm.x/ D .n.x/; 0/) is unstable for IMM

� . We omit the standard proof.
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3. Stability analysis of vortex solutions

3.1. An orthogonal decomposition for the second variation

Assume thatN � 2 andW 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1//. Letm";� D .f";�n;g";�/
be any (bounded) radially symmetric critical point of E";� in A, and define the second
variation Q";�WH 1

0 .B
N ;RNC1/! R of E";� at m";� as follows. Under our assumptions

on W and zW , E";� may take an infinite value in any neighborhood of m";� . To bypass
this technical matter, we first define the second variation Q";�ŒV � along a direction V D
.v; q/ 2 C1c .B

N n ¹0º;RN / � C1c .B
N n ¹0º;R/ Š C1c .B

N n ¹0º;RNC1/ by

Q";�ŒV � D
d2

dt2

ˇ̌̌
tD0
E";�Œm";� C tV �

D

Z
BN

h
jrvj2 C jrqj2 �

1

"2
W 0.1 � f 2";� � g

2
";�/.jvj

2
C q2/C

1

�2
zW 0.g2";�/q

2

C
2

"2
W 00.1 � f 2";� � g

2
";�/.f";�n � v C g";�q/

2

C
2

�2
zW 00.g2";�/g

2
";�q

2
i
dx; (3.1)

and extend this definition to V 2 H 1
0 .B

N ;RNC1/ by density using the fact that the right-
hand side of (3.1) is continuous H 1

0 .B
N ;RNC1/ (because f";�; g";� 2 L1.BN / and W

and zW are twice continuously differentiable). We will see that this definition is appropriate
for our proof of the local minimality of the escaping critical points.

In the sequel A W B denotes the Frobenius scalar product of matrices. Writing v D
snC w, where w � n D 0, with s 2 C1c .B

N n ¹0º;R/ and w 2 C1c .B
N n ¹0º;RN /, we

compute

jrvj2 D jrsj2 C
N � 1

r2
s2 C jrwj2 C 2r.sn/W rw;Z

BN
r.sn/W rw dx D �

Z
BN

�.sn/ � w dx D �2

Z
BN
rs � ..rn/tw/ dx

D �

Z
BN

2

r
.w � r/s dx;

where we used w � @kn D
wk
r

for 1 � k � N because w � n D 0. It follows that

Q";�ŒV � D

Z
BN

h
jrsj2 C

N � 1

r2
s2 C jrwj2 �

4

r
.w � r/s C jrqj2

�
1

"2
W 0.1 � f 2";� � g

2
";�/.s

2
C jwj2 C q2/C

1

�2
zW 0.g2";�/q

2

C
2

"2
W 00.1 � f 2";� � g

2
";�/.f";�s C g";�q/

2
C

2

�2
zW 00.g2";�/g

2
";�q

2
i
dx:

We identify xD .r; �/, where r D jxj � 0 and � D x
jxj
2 SN�1. Let =D denote the covariant

derivative of the standard metric ground on the unit sphere SN�1 and d� denote the surface
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measure on SN�1. For a tangent vector field w on SN�1 (i.e. w � n D 0), one computes

jrwj2 D j@rwj
2
C
1

r2
.jwj2 C j =Dwj2/; (3.2)

Q";�ŒV � D

Z 1

0

Z
SN�1

rN�1
°
.@rs/

2
C
1

r2
j =Dsj2 C

N � 1

r2
s2 C j@rwj

2

C
1

r2
j =Dwj2 C

1

r2
jwj2 �

4

r2
.w � =D/s C .@rq/

2
C
1

r2
j =Dqj2

�
1

"2
W 0.1�f 2";� �g

2
";�/.s

2
Cjwj2C q2/C

1

�2
zW 0.g2";�/q

2

C
2

"2
W 00.1 � f 2";� � g

2
";�/.f";�s C g";�q/

2

C
2

�2
zW 00.g2";�/g

2
";�q

2
±
d� dr: (3.3)

We start with an orthogonal decomposition forQ";� . Let �0D 0< �1 � �2 � � � �!1
be the eigenvalues of the Laplacian � =� on SN�1, and let �0; �1; : : : be a corresponding
orthonormal eigenbasis of L2.SN�1/. In particular, �k D N � 1 for k D 1; : : : ; N , �k �
2N for k � N C 1, and the first N C 1 eigenfunctions can be taken as �0.�/ D 1p

jSN�1j
,

�k.�/ D
q

N
jSN�1j

�k for 1 � k � N . Moreover,
R

SN�1 �k d� D 0 for all k � 1.

Proposition 3.1. Let N � 2, W 2 C 2..�1; 1�/, zW 2 C 2.Œ0;1//, m";� D .f";�n; g";�/
be a radially symmetric critical point of E";� in A and Q";� be the second variation of
E";� atm";� defined by (3.1). Suppose that V D .vD snCw;q/ 2C1c .B

N n ¹0º;RNC1/
with w � n D 0. For r 2 .0; 1�, let

• w.r; �/ D Vw.r; �/ C =D .r; �/ be the Helmholtz decomposition of w.r; �/ as a tan-
gent vector field on SN�1, where Vw 2 C1c .B

N n ¹0º;RN /,  2 C1c .B
N n ¹0º;R/,

=D � Vw.r; �/ D 0 and
R

SN�1  .r; �/ d� D 0, where we use the convention that Vw D 0
when N D 2;

• the expansions of s.r; �/;  .r; �/ and q.r; �/ in the basis ¹�iº1iD0 be

s.r; �/ D

1X
iD0

si .r/�i ;  .r; �/ D

1X
iD0

 i .r/�i ; q.r; �/ D

1X
iD0

qi .r/�i ; (3.4)

with si ;  i ; qi 2 C1c ..0; 1// for every i � 0.12 Then VV WD . Vw; 0/; Vi WD .si�in C

 i =D�i ; qi�i / 2 C
1
c .B

N n ¹0º;RNC1/ for i � 0 and

Q";�ŒV � D Q";�Œ VV �C

1X
iD0

Q";�ŒVi �: (3.5)

12Note that  0 D 0 since  .r; �/ as well as �i has zero average on SN�1 for i � 1.
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For a related decomposition see [13, 19, 36] (in the context of the Ginzburg–Landau
energy), [20, 32] (in the context of micromagnetics), [25, 27] (for the Landau–de Gennes
energy).

Proof of Proposition 3.1. Observe that for a tangent vector field w (i.e. w � n D 0),Z
SN�1

.w � =D/s d� D �

Z
SN�1

=D � ws d�: (3.6)

Hence, in the coupling term .w � =D/s between s and w in the expression for Q";�ŒV � in
(3.3), the divergence-free part of the tangent vector field w does not contribute. If w D
VwC =D is the Helmholtz decomposition ofw with =D � Vw D 0 and

R
SN�1  d� D 0, then,

by (3.6), Z
SN�1

jwj2 d� D

Z
SN�1

j Vwj2 d� C

Z
SN�1

jw � Vwj2 d�;Z
SN�1

j@rwj
2 d� D

Z
SN�1

j@r Vwj
2 d� C

Z
SN�1

j@r .w � Vw/j
2 d�;Z

SN�1
.w � =D/s d� D

Z
SN�1

..w � Vw/ � =D/s d�;Z
SN�1

j =Dwj2 d� D

Z
SN�1

j =D Vwj2 d� C

Z
SN�1

j =D.w � Vw/j2 d�

D

Z
SN�1

j =D Vwj2 d� C

Z
SN�1

Œ. =� /2 � .N � 2/j =D j2� d�;

where we used the Bochner identity (see e.g. [41, Ch. I, Proposition 2.2])Z
SN�1

j =D
2
 j2 d� D

Z
SN�1

Œ. =� /2 � .N � 2/j =D j2� d�;

where =D
2
 and =� are the covariant Hessian and Laplacian of  . Summing and using

(3.4), the Dirichlet part in Q";�ŒV � in (3.3) becomes

Dir WD
Z

SN�1
rN�1

°
.@rs/

2
C .@rq/

2
C j@rwj

2

C
.N � 1/s2 C j =Dsj2 C j =Dqj2 C j =Dwj2 C jwj2 � 4.w � =D/s

r2

±
d�

D

Z
SN�1

rN�1
°
j@r Vwj

2
C
1

r2
j =D Vwj2 C

1

r2
j Vwj2 C .@rs/

2
C
1

r2
j =Dsj2 C

N � 1

r2
s2

C .@rq/
2
C
1

r2
j =Dqj2 C j@r =D j

2
C
1

r2
. =� /2 �

N � 3

r2
j =D j2

�
4

r2
=D � =Ds

±
d�
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D

Z
SN�1

rN�1
°
j@r Vwj

2
C
1

r2
j =D Vwj2 C

1

r2
j Vwj2

±
d�

C

1X
iD0

rN�1
°
.s0i /

2
C
�i CN � 1

r2
s2i C .q

0
i /
2
C
�i

r2
q2i C �i . 

0
i /
2

C
�i .�i �N C 3/

r2
 2i �

4�i

r2
 isi

±
:

Noting that, as �i .�i CN � 1/.�i �N C 3/� 4�2i D �i .�i CN � 3/.�i �N C 1/ � 0
for �i � N � 1, which holds for i � 1, we have

�i CN � 1

r2
x2 C

�i .�i �N C 3/

r2
y2 �

4�i

r2
xy � 0 for all i � 1:

Recall also that  0 � 0 and �0 D 0. Hence, all the summands on the right-hand side of
the identity above are non-negative. Hence, by the Fubini–Tonelli theorem, we obtain the
following formula for Q";�ŒV � in (3.3):

Q";�ŒV � D

Z 1

0

Dir dr

C

Z 1

0

Z
SN�1

rN�1
°
�
1

"2
W 0.1�f 2";� �g

2
";�/.s

2
Cjwj2C q2/C

1

�2
zW 0.g2";�/q

2

C
2

"2
W 00.1 � f 2";� � g

2
";�/.f";�s C g";�q/

2

C
2

�2
zW 00.g2";�/g

2
";�q

2
±
d� dr

D Q";�Œ VV �C

1X
iD0

Q";�ŒVi �;

because the same computation as for the Dirichlet energy Dir yields

kr VV k2
L2.BN ;RNC1/

D

Z 1

0

Z
SN�1

rN�1
°
j@r Vwj

2
C
1

r2
j =D Vwj2 C

1

r2
j Vwj2

±
d� dr <1;

krVik
2
L2.BN ;RNC1/

D

Z 1

0

rN�1
°
.s0i /

2
C
�i CN � 1

r2
s2i C .q

0
i /
2
C
�i

r2
q2i

C �i . 
0
i /
2
C
�i .�i �N C 3/

r2
 2i �

4�i

r2
 isi

±
dr <1;

which finally gives the expressions of Q";�Œ VV � and Q";�ŒVi � used above:

Q";�Œ VV � D

Z 1

0

Z
SN�1

rN�1
°
j@r Vwj

2
C
j =D Vwj2 C j Vwj2

r2

�
W 0.1 � f 2";� � g

2
";�/j Vwj

2

"2

±
d� dr;
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Q";�ŒVi � D

Z 1

0

rN�1
°
.s0i /

2
C
�i CN � 1

r2
s2i C �i . 

0
i /
2
C
�i .�i �N C 3/

r2
 2i

�
4�i isi

r2
C .q0i /

2
C
�i

r2
q2i

�
1

"2
W 0.1 � f 2";� � g

2
";�/.s

2
i C �i 

2
i C q

2
i /C

1

�2
zW 0.g2";�/q

2
i

C
2

"2
W 00.1 � f 2";� � g

2
";�/.f";�si C g";�qi /

2

C
2

�2
zW 00.g2";�/g

2
";�q

2
i

±
dr: (3.7)

Thus, (3.5) holds.

Strategy of the proof of stability/instability. The aim is to study the positivity of the
terms in the decomposition of Q";�ŒV � in (3.5). For that, we will use the Hardy decompo-
sition [25, Lemma A.1] for the two operators L and T defined in (2.11) (as in the proof of
Proposition 2.12). By equations (1.13)–(1.14), one easily computes for ˛ 2 R,8̂̂̂̂

ˆ̂̂̂̂̂̂
ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
:̂

L.r˛f";�/ D �2˛r
˛�1f 0";� � .˛.˛ CN � 2/CN � 1/r

˛�2f";�;

L.f 0";�/ D �
2.N � 1/

r2
f 0";� C

2.N � 1/

r3
f";�

�
2

"2
W 00.1 � f 2";� � g

2
";�/.f

2
";�f

0
";� C f";�g";�g

0
";�/;

Tg";� D 0;

Tg0";� D �
N � 1

r2
g0";� �

2

"2
W 00.1 � f 2";� � g

2
";�/.g";�f";�f

0
";� C g

2
";�g

0
";�/

�
2

�2
zW 00.g2";�/g

2
";�g

0
";�;

(3.8)

paying attention to the differences in the cases g";� > 0 and g";� � 0.

Stability in direction VV D . Vw; 0/.

Lemma 3.2. Suppose N � 3 and W 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1// satisfy (1.10)
and (1.11). Let m";� D .f";�n; g";�/ be a radially symmetric critical point of E";� in A

with g";� � 0 in .0; 1/, and let Q";� be the second variation of E";� at m";� defined by
(3.1). Then there exists a constant C > 0 independent of "; � > 0 such that for every
Vw 2 C1c .B

N n ¹0º;RN / with Vw � n D 0 and =D � Vw D 0,

Q";�Œ. Vw; 0/� � C

Z
BN
j Vwj2 dx:

In the lemma above, m";� can be either an escaping solution with g";� > 0 or a non-
escaping solution with g";� � 0. Also, for N D 2, this inequality is obvious since Vw D 0.
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Proof of Lemma 3.2. Note that f";� > 0 by Proposition 2.10. Let ˛ 2 R to be chosen later
(see (3.10) at the end of the proof). We factor Vw D r˛f";� yw with yw D . yw1; : : : ; ywN / 2
C1c .B

N n ¹0º;RN / and we apply [25, Lemma A.1] for the operator L in (2.11):

Q";�Œ. Vw; 0/� D

Z
BN

NX
jD1

L Vwj � Vwj dx

D

NX
jD1

Z
BN

®
r2˛f 2";�jr ywj j

2
C yw2j L.r

˛f";�/ � .r
˛f";�/

¯
dx

D

Z 1

0

Z
SN�1

r2˛CN�1f 2";�

°
j@r ywj

2
�
2 f̨ 0";�

rf";�
j ywj2 �

.˛C 1/.˛CN � 3/

r2
j ywj2

C
1

r2
.j =D ywj2 � j ywj2/

±
d� dr; (3.9)

because of (3.2) for the tangent vector field yw and (3.8). By the Poincaré inequality for a
divergence-free vector field on the unit sphere (see Lemma C.1),Z

SN�1
j =D ywj2 d� � .N � 2/

Z
SN�1

j ywj2 d�:

We then choose ˛ 2 .�.N � 2/; 0/ yielding

˛ < 0 and .˛ C 1/.˛ CN � 3/ < N � 3: (3.10)

Since f 0";� > 0 (see Proposition 2.9) and 1
r2
> 1 in .0; 1/, it follows that Q";�Œ. Vw; 0/� �

Ck Vwk2
L2

for a constant C > 0 independent of "; � > 0.

3.2. The extended model: Stability of the escaping vortex solution

Stability for the zero-mode V0. Recall that �0 D 0 and �0 is a non-zero constant that
satisfies k�0kL2.SN�1/ D 1, in particular, =D�0 D 0; thus, the zero-mode in (3.5) is given
by V0 D .s�0n; q�0/ for two functions s; q 2 C1c .0; 1/.

Lemma 3.3. LetN � 2,W 2C 2..�1;1�/ and zW 2C 2.Œ0;1//. Letm";� D .f";�n;g";�/
be a bounded radially symmetric critical point of E";� in A and let Q";� be the second
variation of E";� at m";� defined by (3.1). If f";� > 0 and g";� > 0 in .0; 1/, then for
.s; q/ 2 C1c .0; 1/,

Q";�Œ.s�0n; q�0/� D

Z 1

0

rN�1
°
f 2";�

ˇ̌̌� s

f";�

�0 ˇ̌̌2
C g2";�

ˇ̌̌� q

g";�

�0 ˇ̌̌2
C
2

"2
W 00.1 � f 2";� � g

2
";�/.f";�s C g";�q/

2

C
2

�2
zW 00.g2";�/g

2
";�q

2
±
dr:
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Proof. Recalling the operators L and T defined in (2.11), by (3.7),

Q";�Œ.s�0n; q�0/� D
1

jSN�1j

Z
BN

°
Ls � s C

N � 1

jxj2
s2 C Tq � q

C
2

"2
W 00.1 � f 2";� � g

2
";�/.f";�s C g";�q/

2

C
2

�2
zW 00.g2";�/g

2
";�q

2
±
dx:

We factor s D f";� Os and q D g";� Oq and (3.8) combined with [25, Lemma A.1] yields the
conclusion. (For details, see (2.12).)

Stability for the modes Vi , i � 1.

Lemma 3.4. Assume N � 2 and W 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1// satisfy (1.10)
and (1.11). Let m";� D .f";�n; g";�/ be a radially symmetric critical point of E";� in A

and letQ";� be the second variation ofE";� atm";� defined by (3.1). Suppose that g";� > 0
in .0; 1/. If s;  ; q 2 C1c .0; 1/ then, for i � 1 and Vi D .s�inC  =D�i ; q�i /,

Q";�ŒVi � �

Z 1

0

rN�1
°
.f 0";�/

2
ˇ̌̌� s

f 0";�

�0 ˇ̌̌2
C
�i

r2
f 2";�

ˇ̌̌� r 
f";�

�0 ˇ̌̌2
C .g0";�/

2
ˇ̌̌� q

g0";�

�0 ˇ̌̌2
C
2

r3
f";�f

0
";�

�pN � 1s
f 0";�

�

p
�ir 

f";�

�2±
dr � 0:

Moreover, there exists a constant C > 0 independent of "; � > 0 such that

Q";�ŒVi � � CkVik
2
L2.BN /

for every i � N C 1:

Proof. By Proposition 2.10, f";� > 0 in .0; 1/. By Proposition 2.9 we have that f 0";� > 0

and g0";� < 0 in .0; 1/. We factor s D f 0";� Os,  D
f";�
r
O and q D g0";� Oq. Recalling the

operators L and T defined in (2.11), by (3.7),

Q";�ŒVi � D
1

jSN�1j

Z
BN

°
Ls � s C �iL �  C Tq � q C

�i CN � 1

r2
s2

C
�i .�i �N C 3/

r2
 2 �

4�i

r2
s C

�i

r2
q2

C
2

"2
W 00.1 � f 2";� � g

2
";�/.f";�s C g";�q/

2

C
2

�2
zW 00.g2";�/g

2
";�q

2
±
dx
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D

Z 1

0

rN�1
°
.f 0";�/

2.Os0/2 C
�i � .N � 1/

r2
.f 0";�/

2
Os2

C
2.N � 1/

r3
f";�f

0
";� Os

2
C
�i

r2
f 2";�.

O 0/2 C
2�i

r3
f";�f

0
";�
O 2

C
�i .�i � .N � 1//

r4
f 2";�
O 2 �

4�i

r3
f 0";�f";� Os

O 

C
�i � .N � 1/

r2
.g0";�/

2
Oq2 C .g0";�/

2. Oq0/2

�
2

"2
W 00.1 � f 2";� � g

2
";�/f";�f

0
";�g";�g

0
";�.Os � Oq/

2
±
dr; (3.11)

where we used [25, Lemma A.1] and (3.8). As f";� > 0, f 0";� > 0 and �i � N � 1 for
i � 1,

�i � .N � 1/

r2
.f 0";�/

2
Os2 C

�i .�i � .N � 1//

r4
f 2";�
O 2

�
2
p
�i .�i � .N � 1//

r3
f";�f

0
";�jOs
O j:

For i � 1,

4
p
�i .N � 1/C 2

p
�i .�i � .N � 1//� 4�i D 2

p
�i Œ.

p
�i � 1/

2
� .
p
N � 1� 1/2�� 0;

so
2
p
�i .�i � .N � 1//

r3
f";�f

0
";�jOs
O j �

4�i � 4
p
�i .N � 1/

r3
f";�f

0
";� Os
O :

Putting these inequalities in (3.11), we conclude

Q";�ŒVi � �

Z 1

0

rN�1
°
.f 0";�/

2.Os0/2 C
�i

r2
f 2";�.

O 0/2 C .g0";�/
2. Oq0/2

C
2

r3
f";�f

0
";�.
p
N � 1Os �

p
�i O /

2
±
dr:

This proves the first assertion.
Consider the second assertion concerning the case i � N C 1. We prove a uniform

L2 lower bound by a different Hardy decomposition using �i � 2N . Indeed, we factor
s D f";� Qs,  D f";� Q and q D g";� Qq and we compute using [25, Lemma A.1] and (3.8):

Q";�ŒVi � D
1

jSN�1j

Z
BN

°
f 2";�jr Qsj

2
C Qs2Lf";� � f";� C �i .f

2
";�jr

Q j2 C Q 2Lf";� � f";�/

C g2";�jr Qqj
2
C
�i CN � 1

r2
s2 C

�i .�i �N C 3/

r2
 2

�
4�i

r2
s C

�i

r2
q2 C

2

"2
W 00.1 � f 2";� � g

2
";�/.f";�s C g";�q/

2

C
2

�2
zW 00.g2";�/g

2
";�q

2
±
dx
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D

Z 1

0

rN�1
°
f 2";�.Qs

0/2 C
�i

r2
s2 C �if

2
";�.
Q 0/2 C

�i .�i � 2N C 4/

r2
 2

C g2";�. Qq
0/2 C

�i

r2
q2 �

4�i

r2
s 

C
2

"2
W 00.1 � f 2";� � g

2
";�/.f";�s C g";�q/

2

C
2

�2
zW 00.g2";�/g

2
";�q

2
±
dr

�

Z 1

0

rN�1
°
f 2";�.Qs

0/2 C �if
2
";�.
Q 0/2 C

�i

r2
.s � 2 /2 C

�i

r2
q2
±
dr; (3.12)

where we used (1.10) and �i � 2N for i � N C 1. Finally, the L2 lower bound (uniform
in "; � > 0) follows by the Hardy inequality in RNC2 using r � f";�.r/ � 1 (as in (2.20)):Z 1

0

rN�1f 2";�.h
0/2 dr �

Z 1

0

rNC1.h0/2 dr

�
N 2

4

Z 1

0

rN�1h2 dr

�
N 2

4

Z 1

0

rN�1f 2";�h
2 dr; (3.13)

where h stands for either Qs or Q .

We are in position to give the following proofs:

Proof of Theorem 1.5 (a) and (b). By Theorem 2.4, we only need to prove that, when an
escaping critical point m";�.x/ D .f";�.r/n.x/; g";�.r// with g";� > 0 exists, the sec-
ond variation Q";� of E";� at m";� is positive definite, and that m";� is a local minimizer
of E";� .

Proof of the positive-definiteness ofQ";� . Fix some V 2C1c .B
N n ¹0º;RNC1/ and define

VV D . Vw; 0/, Vi D .si�inC  i =D�i ; qi�i / as in Proposition 3.1. By the orthogonal decom-
position (3.5), Lemmas 3.2, 3.3 and 3.4, we have

Q";�ŒV � � C





V � NX
iD0

Vi





2
L2.BN /

CQ0 C

NX
iD1

Qi ; (3.14)

where

Q0 D

Z 1

0

rN�1
°
f 2";�

ˇ̌̌� s0
f";�

�0 ˇ̌̌2
C g2";�

ˇ̌̌� q0
g";�

�0 ˇ̌̌2
C
2

"2
W 00.1�f 2";� �g

2
";�/.f";�s0Cg";�q0/

2
C
2

�2
zW 00.g2";�/g

2
";�q

2
0

±
dr;
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Qi D

Z 1

0

rN�1
°
.f 0";�/

2
ˇ̌̌� si

f 0";�

�0 ˇ̌̌2
C
N � 1

r2
f 2";�

ˇ̌̌� r i
f";�

�0 ˇ̌̌2
C .g0";�/

2
ˇ̌̌� qi
g0";�

�0 ˇ̌̌2
C
2.N � 1/

r3
f";�f

0
";�

� si

f 0";�
�
r i

f";�

�2±
dr; 1 � i � N:

By the density ofC1c .B
N n ¹0º;RNC1/ inH 1

0 .B
N ;RNC1/ and Fatou’s lemma, the above

inequality holds for all V 2 H 1
0 .B

N ;RNC1/, proving that Q";� is non-negative semi-
definite.

Suppose next thatQ";�ŒV � D 0 for some non-trivial V 2 H 1
0 .B

N ;RNC1/. The above
inequality implies that V D

PN
iD0 Vi , s0 D c0f";� , q0 D Qc0g";� , si D cif 0";� ,  i D Oci

r
f";� ,

qi D Qcig
0
";� in .0; 1/ for 1 � i � N and some constants ci , Qci , Oci . As Vi D 0 on @BN and

f";�.1/; f
0
";�.1/; g

0
";�.1/ ¤ 0, we deduce that V D V0 D .0; q0�0/.

Suppose by contradiction that Qc0 ¤ 0. Then q0 has no zeros inside .0; 1/, therefore
W 00.1� f 2";� � g

2
";�/ �

zW 00.g2";�/ � 0 in .0; 1/. It follows thatW 0 is constant in Œmin.1�
f 2";� � g

2
";�/;max.1� f 2";� � g

2
";�/�DW Œ0;�� and henceW 0D 0 in Œ0;�� sinceW 0.0/D 0 (by

(1.10)). Recalling (1.14), we thus have that ��g";� C 1
�2
zW 0.g2";�/g";� D 0 in BN . Since

zW 0 � zW 0.0/ � 0 in Œ0;1/ (by (1.11)) and g";� D 0 on @BN , we deduce that g";� D 0 in
BN , which gives a contradiction to the assumption g";� > 0 in BN . Thus, Qc0 D 0, leading
to q0 D 0 and V D 0. This proves that Q";� is positive definite.

By (3.1), the convexity of W and zW , the fact that zW 0 � 0 and the boundedness of
.f";�; g";�/, we have for some constant C1 D C1."/ > 0 that

Q";�ŒV � � krV k
2
L2.BN /

� C1kV k
2
L2.BN /

for all V 2 H 1
0 .B

N ;RNC1/:

This together with the weak lower semi-continuity of Q";� in H 1
0 .B

N ;RNC1/ implies
that min¹Q";�ŒV � W V 2 H 1

0 .B
N ;RNC1/; kV kL2.BN / D 1º is achieved and positive (as

Q";� is positive definite), yielding, for C2 D C2."; �/ > 0,

Q";�ŒV � �
1

C2
kV k2

L2.BN /
for all V 2 H 1

0 .B
N ;RNC1/:

The above two inequalities imply for C3 D C3."; �/ D 1C C2.C1 C 1/ that

Q";�ŒV � �
1

C3
kV k2

H1.BN /
for all V 2 H 1

0 .B
N ;RNC1/:

Proof of the local minimality of m";� . We note a subtlety in this step due to the fact that
E";� may not be finite in an H 1

0 neighborhood of m";� as we make no growth assumption
for W and zW . Since m";� is a critical point for E";� in A, we have, for V D .v; q/ 2

H 1
0 .B

N ;RNC1/,

E";�Œm";� C V � �E";�Œm";�� �
1

2
Q";�ŒV � D

Z
BN

h.x; V .x// dx;
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h.x; y/ D
1

2"2

®
W.1 � jm";�.x/C yj

2/ �W.1 � jm";�.x/j
2/

CW 0.1 � jm";�.x/j
2/.2m";�.x/ � y C jyj

2/

� 2W 00.1 � jm";�.x/j
2/.m";�.x/ � y/

2
¯

C
1

2�2

®
zW
�
.g";�.x/C yNC1/

2
�
� zW .g2";�.x//

� zW 0.g2";�.x//.2g";�.x/yNC1 C y
2
NC1/

� 2 zW 00.g2";�.x//g
2
";�.x/y

2
NC1

¯
:

Note that h 2 C 0. xBN ; C 2.RNC1//, h.x; 0/ D 0, ryh.x; 0/ D 0, r2yh.x; 0/ D 0 (thus,
(D.1) holds true in Proposition D.1) and, due to the convexity of W and zW , h satisfies the
growth assumptions in Proposition D.1 for p D 2, namely

h.x; y/ � �
1

"2
W 00.1 � jm";�.x/j

2/.m";�.x/ � y/
2
�
1

�2
zW 00.g2";�.x//g

2
";�.x/y

2
NC1

� �C."; �/jyj2

for every x 2 BN and y 2 RNC1 and a constant C."; �/ > 0. Combining Proposition D.1
with the positive-definiteness of Q";� yields for some ı > 0 and zC > 0 (depending on "
and �),

E";�Œm";� C V � � E";�Œm";��C zCkV k
2
H1.BN /

for all V 2 H 1
0 .B

N ;RNC1/ with kV kH1.BN / < ı.

Remark 3.5. The above result can be used to obtain the local minimality of any escaping
radially symmetric critical point m";� D .f";�n; g";�/ of E";� with g";� > 0 and f 2";� C
g2";� � 1 under a slightly weaker assumption that W 2 C 2.Œ0; 1�/, zW 2 C 2.Œ0; 1�/ and

W.0/ D 0; W.t/ � 0 in .�1; 1�; W 00.t/ � 0 in Œ0; 1�; (3.15)

zW .0/ D 0; zW .t/ � 0; zW 00.t/ � 0 in Œ0; 1�; zW .t/ � zW .1/ in Œ1;1/: (3.16)

In the Ginzburg–Landau context, similar conditions appeared in [33].

Indeed, for m 2 A, define the truncation Tm 2 A of m by

Tm.x/ D

8̂<̂
:
m.x/ if jm.x/j � 1;

m.x/

jm.x/j
if jm.x/j > 1:

Observe that, by (3.15)–(3.16), E";�Œm� � E";�ŒT m� for m 2 A. On the other hand, by
applying Theorem 1.5 to a pair of potentials satisfying (1.10)–(1.11), which agree with
.W; zW / in Œ0;1� (e.g. by using suitable quadratic polynomials outside Œ0;1�), we obtain that
there exist ı>0 andC>0 such thatE";�ŒT m��E";�Œm";��C 1

C
kTm�m";�kH1.BN ;RNC1/
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whenever m 2 A and kTm �m";�kH1.BN ;RNC1/ � ı. Therefore, to prove the local min-
imality of m";� , it suffices to show that the truncation map is continuous at m";� , i.e. if
mj ! m";� in H 1.BN ;RNC1/, then Tmj ! m";� in H 1.BN ;RNC1/. Indeed, observe
that, for a; b 2 RN with jaj � 1, jbj � 1,

ja � bj2 D
�
jaj �

b � a

jaj

�2
C

ˇ̌̌
b �

b � a

jaj2
a
ˇ̌̌2
�

�
1�

b � a

jaj

�2
C

ˇ̌̌
b �

b � a

jaj2
a
ˇ̌̌2
D

ˇ̌̌ a
jaj
� b

ˇ̌̌2
:

This implies that

kmj �m";�k
2
L2.BN ;RNC1/

� kTmj �m";�k
2
L2.BN ;RNC1/

;

and so Tmj !m";� inL2.BN ;RNC1/. Since kTmj kH1.BN / � kmj kH1.BN /, ¹Tmj º has
an H 1-weakly convergent subsequence ¹Tmjk º, whose weak limit must be m";� (in view
of the strong L2 convergence of Tmj ), and

krm";�kL2.BN ;RNC1/ � lim inf
k!1

krTmjkkL2.BN ;RNC1/:

On the other hand, by construction,

krTmj kL2.BN ;RNC1/ � krmj kL2.BN ;RNC1/ ! krm";�kL2.BN ;RNC1/:

We thus have that krTmjkkL2.BN ;RNC1/ ! krm";�kL2.BN ;RNC1/ and so Tmjk ! m";�
in H 1.BN ;RNC1/. Applying the above argument to any subsequence of ¹Tmj º, we get
Tmj ! m";� in H 1.BN ;RNC1/ as desired.

3.3. The RN -valued model: Stability of the vortex solution

Let N � 2 and W 2 C 2..�1; 1�/ satisfy (1.10). Let u" D f"n be the radially symmetric
critical point ofEGL

" in AGL obtained in Theorem 2.1, and letQGL
" be the second variation

of EGL
" at u" D f"n,

QGL
" Œv� WD

Z
BN

h
jrvj2 �

1

"2
W 0.1 � f 2" /jvj

2
C
2

"2
W 00.1 � f 2" /f

2
" .n � v/

2
i
dx (3.17)

for every v 2 H 1
0 .B

N ;RN /.

Proof of Theorem 1.2. We will only prove the positive-definiteness of QGL
" in C1c .B

N n

¹0º;RN /. As in the proof of Theorem 1.5 (a), the estimate we obtain (see (3.18) below)
implies thatQGL

" Œv��Ckvk
2
H1.BN /

for v 2H 1
0 .B

N ;RN / and that u" is a local minimizer
of EGL

" in AGL, more precisely, for some constants ı > 0 and zC > 0 (depending on "),

EGL
" Œu" C v� � E

GL
" Œu"�C zCkvk

2
H1.BN /

for all v 2 H 1
0 .B

N ;RN /, kvkH1.BN / < ı:

Take an arbitrary v 2 C1c .B
N n ¹0º;RN /. We use the decomposition in Proposi-

tion 3.1 in the orthonormal basis .�i /i�0 of L2.SN�1/. We write v D snC VwC =D with
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s 2 C1c .B
N n ¹0º/, Vw 2 C1c .B

N n ¹0º;RN / being a tangent vector field (i.e. Vw � n D 0)
with =D � Vw.r; �/D 0 on SN�1 and 2 C1c .B

N n ¹0º;R/ satisfying
R

SN�1  .r; �/d� D 0,
and decompose

s.r; �/ D

1X
iD0

si .r/�i .�/;  .r; �/ D

1X
iD0

 i .r/�i .�/;

with si ;  i 2 C1c ..0; 1// for all i � 0 and all r 2 .0; 1�. We will prove

QGL
" Œv� � C





v � NX
iD1

vi





2
L2.BN /

C

NX
iD1

Z 1

0

rN�1
°
.f 0" /

2
ˇ̌̌� si
f 0"

�0 ˇ̌̌2
C
2.N � 1/

r3
f"f

0
"

� si
f 0"
�
r i

f"

�2
C
N � 1

r2
f 2"

ˇ̌̌�r i
f"

�0 ˇ̌̌2±
dr; (3.18)

where vi D si�inC  i =D�i 2 C1c .B
N n ¹0º;RN /, i � 0. By Proposition 3.1,

QGL
" Œv� D Q

GL
" Œ Vw�C

1X
iD0

QGL
" Œvi �:

First, Lemma 3.2 yields a constant C > 0 independent of " such that

QGL
" Œ Vw� � Ck Vwk

2
L2

for every tangent vector field Vw 2 C1c .B
N n ¹0º;RN / with =D � Vw.r; �/ D 0. Second, for

the zero mode v0 D s0�0n, the proof of Lemma 3.3 yields

QGL
" Œs0�0n� D

Z 1

0

rN�1
°
f 2"

ˇ̌̌� s0
f"

�0 ˇ̌̌2
C
2

"2
W 00.1 � f 2" /f

2
" s

2
0

±
dr

�

Z 1

0

rNC1
ˇ̌̌� s0
f"

�0 ˇ̌̌2
dr �

N 2

4

Z 1

0

rN�1s20 dr D
N 2

4
kv0k

2
L2
;

where we used r � f" � 1 in .0; 1/ and the Hardy inequality in RNC2 (as in (2.20)).
Third, for the modes vi D si�inC  i =D�i for 1 � i � N (so that �i D N � 1), we factor
si D f

0
" Osi and  i D

f"
r
O i , and the computation in the proof of Lemma 3.4 yields

QGL
" Œvi � D

Z 1

0

rN�1
°
.f 0" /

2.Os0i /
2
C
2.N � 1/

r3
f"f

0
" .Osi �

O i /
2
C
N � 1

r2
f 2" .
O 0i /

2
±
dr

� 0:

Finally, for the modes vi D si�inC  i =D�i for i � N C 1, we factor si D f" Qs and  i D
f" Q i ; by the computation in the proof of Lemma 3.4 (see (3.12)),

QGL
" Œvi � � Ckvik

2
L2.BN /

for every i � N C 1;

for some C > 0 independent of " and i . These estimates yield (3.18).
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3.4. The extended model: (In)stability of the non-escaping solution

Let N � 2, W 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1// satisfy (1.10) and (1.11). Let xm" D
.f"n;0/ be the in-plane radially symmetric critical point ofE";� in A, where f" is given by
Theorem 2.1. Let xQ";� be the second variation of E";� at xm": for V D .v; q/ 2

H 1
0 .B

N ;RN / �H 1
0 .B

N ;R/ Š H 1
0 .B

N ;RNC1/,

xQ";�ŒV � D Q
GL
" Œv�C

xQ";�Œ.0; q/�;

xQ";�Œ.0; q/� D

Z
BN

h
jrqj2 �

1

"2
W 0.1 � f 2" /q

2
C

1

�2
zW 0.0/q2

i
dx

D

Z
BN

h
LGL
" q � q C

1

�2
zW 0.0/q2

i
dx;

where QGL
" is the second variation at the critical point u" D f"n of the Ginzburg–Landau

energy EGL
" given in (3.17) and LGL

" is defined by (2.1).

Proof of Theorem 1.5 (c). We will only discuss the positive-definiteness of xQ";� . As in
the proof of Theorem 1.5 (a), in the case when xQ";� is positive definite, we have that
xQ";�ŒV � � CkV k

2
H1.BN /

for V 2 H 1
0 .B

N ;RNC1/ and that xm" is a local minimizer of
E";� in A: for some ı > 0 and zC > 0 (depending on " and �) and all V 2H 1

0 .B
N ;RNC1/

with kV kH1.BN / < ı,

E";�Œ xm" C V � � E";�Œ xm"�C zCkV k
2
H1.BN /

:

By Theorem 1.2, QGL
" is positive definite. Therefore, xQ";� is positive definite if and

only if xQ";�Œ.0; �/� is positive definite, i.e. `."/ C 1
�2
zW 0.0/ > 0, where `."/ is the first

eigenvalue of LGL
" on BN with zero Dirichlet boundary value. Recalling that we are

assuming that (1.12)–(1.15) has no escaping solutions, we deduce from Theorem 2.4 (a)
and (b), Lemma 2.3 and the fact that zW 0.0/ � 0 that the above inequality fails if and
only if 2 � N � 6, W 0.1/ > 0, zW 0.0/ > 0, 0 < " < "0 and � D �0."/. In this case,
`."/ C 1

�2
zW 0.0/ D 0, xQ";� is non-negative semi-definite with the one-dimensional ker-

nel ¹.0; q/ W q 2H 1
0 .B

N /;LGL
" q D `."/qº generated by .0; q"/ for any first eigenfunction

q" of LGL
" .

3.5. The SN -valued model: Stability of the escaping vortex solution

Assume that N � 2 and zW 2 C 2.Œ0;1//. Let m� D . Qf�n; g�/ be the escaping radi-
ally symmetric critical point of EMM

� in AMM with Qf� > 0 and g� > 0, and let QMM
� be

the second variation of EMM
� at m�: For V D .v; q/ 2 H 1

0 .B
N ;RN / �H 1

0 .B
N ;R/ Š

H 1
0 .B

N ;RNC1/ with V �m� D 0,

QMM
� ŒV � D

d2

dt2

ˇ̌̌
tD0
EMM
�

h m� C tV
jm� C tV j

i
D

Z
BN

h
jrV j2 � �.r/jV j2 C

1

�2
zW 0.g2�/q

2
C

2

�2
zW 00.g2�/g

2
";�q

2
i
dx;

where � 2 C 1.Œ0; 1�/ is given by (1.9), so QMM
� is continuous in H 1

0 .B
N ;RNC1/.
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Proof of Theorem 1.3. By the instability of the equator map proved in Theorem 2.6 (b),
we only need to prove the stability and local minimality of the escaping solution m� .

Proof of the positive-definiteness ofQMM
� . LetW.t/D t2 and let "0 and �0 2 C 0.Œ0; "0//

be as in Theorem 2.4; they are well defined as W 0.1/ > 0. If zW 0.0/ > 0, then �0 is
increasing and lim"!"0 �0."/ D 1 (see Remark 2.5), so �0 has an increasing inverse
��10 W Œ0;1/ ! Œ0; "0/. If zW 0.0/ D 0, then �0."/ D 0 for all " 2 .0; "0/ and by abuse
of notation, we set ��10 .�/ D "0 for every � > 0. In both cases, by Theorem 2.4, for
0 < " < ��10 .�/, (1.12)–(1.15) has an escaping solution .f";�; g";�/ with f";� > 0 and
g";� > 0. By Remark 2.17, .f";�; g";�/! . Qf�; g�/ in B as "! 0, and so uniformly on
compact subsets of .0; 1�.

We will prove the positive-definiteness of QMM
� from the positive-definiteness of the

second variation Q";� of the escaping critical point m";� D .f";�n; g";�/ of E";� (estab-
lished in Theorem 1.5 (a)). Fix some V D .v;q/ 2C1c .B

N n ¹0º;RNC1/with V �m� D 0
in BN . We write v D snC Vw C =D with s 2 C1c .B

N n ¹0º/, Vw 2 C1c .B
N n ¹0º;RN /

being a tangent vector field (i.e. Vw � n D 0) having vanishing covariant divergence =D �

Vw.r; �/ D 0 on SN�1 and  2 C1c .B
N n ¹0º;R/ satisfying

R
SN�1  .r; �/ d� D 0.

For 0 < " < ��10 .�/, define

q" D q �
f";� � Qf�

g";�
s �

g";� � g�

g";�
q

and V" D .v; q"/ 2 C
1
c .B

N n ¹0º;RNC1/. Then supp V" � supp V � BN n ¹0º, and
V" ! V in C 0. xBN / \H 1.BN / as "! 0 and V" �m";� D 0 in BN . We decompose

s.r; �/ D

1X
iD0

si .r/�i .�/;  .r; �/ D

1X
iD0

 i .r/�i .�/;

q.r; �/ D

1X
iD0

qi .r/�i .�/; q".r; �/ D

1X
iD0

q";i .r/�i .�/;

define VV D . Vw; 0/, Vi D .si�inC  i =D�i ; qi�i / and V";i D .si�inC  i =D�i ; q";i�i / as in
Proposition 3.1. Note that V";i ! Vi in C 0. xBN / \H 1.BN / as "! 0 for every i � 0,
0 D V �m� D s Qf� C qg� D

P1
iD0.si

Qf� C qig�/�i and so si Qf� C qig� D 0 for all i � 0.
By the positivity inequality (3.14), we have

Q";�ŒV"� � C





V" � NX
iD0

V";i





2
L2.BN /

C

Z 1

0

rN�1f 2";�

ˇ̌̌� s0
f";�

�0 ˇ̌̌2
dr

C .N � 1/

NX
iD1

Z 1

0

rN�3
°
f 2";�

ˇ̌̌� r i
f";�

�0 ˇ̌̌2
C
2

r
f";�f

0
";�

� si

f 0";�
�
r i

f";�

�2±
dr: (3.19)
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Claim: Q";�ŒV"�! QMM
� ŒV � as "! 0.

Indeed, as f";� converges to Qf� in H 1
loc.0; 1/, we have for any open set K compactly

supported in BN n ¹0º and .'"/ �H 1
0 .K/ converging inH 1 to ' 2H 1

0 .K/, by multiply-
ing from (1.13) and (1.6) with '"=f";� and '= Qf� respectively,

lim
"!0

Z
BN

1

"2
W 0.1 � f 2";� � g

2
";�/'" dx D

Z
BN

�.r/' dx:

Recalling the expressions of Q";�ŒV"� and QMM
� ŒV �, together with the fact that sf";� C

q"g";� D V" �m";� D 0, suppV" � suppV � BN n ¹0º, and jV"j2! jV j2 inH 1
0 .suppV /,

the claim is readily seen from the above identity.
Passing "! 0 in (3.19) using the claim on the left-hand side and Fatou’s lemma on

the right-hand side, we obtain

QMM
� ŒV � � C





V � NX
iD0

Vi





2
L2.BN /

C

Z 1

0

rN�1 Qf 2�

ˇ̌̌� s0
Qf�

�0 ˇ̌̌2
dr

C .N � 1/

NX
iD1

Z 1

0

rN�3
°
Qf 2�

ˇ̌̌�r i
Qf�

�0 ˇ̌̌2
C
2

r
Qf� Qf
0
�

� si
Qf 0�
�
r i
Qf�

�2±
dr (3.20)

for any V 2 C10 .B
N n ¹0º;RNC1/ satisfying V �m� D 0 in BN .

Suppose next that V 2 H 1
0 .B

N ;RNC1/ with V � m� D 0 in BN . Pick a sequence
¹Vj º � C

1
c .B

N n ¹0º;RNC1/ which converges in H 1.BN ;RNC1/ to V . Let zVj D Vj �
.Vj �m�/m� 2 C

1
c .B

N n ¹0º;RNC1/. Then ¹ zVj º also converges in H 1.BN ;RNC1/ to
V . Applying (3.20) to zVj (since zVj �m� D 0), and sending j !1 (using the continuity of
QMM
� on the left-hand side and Fatou’s lemma on the right-hand side), we see that (3.20)

holds for V 2 H 1
0 .B

N ;RNC1/ satisfying V �m� D 0 in BN . Moreover, if QMM
� ŒV � D 0,

then V D
PN
iD0 Vi , and

s0
Qf�
;
r i
Qf�

are constant and
si
Qf 0�
�
r i
Qf�
D 0 for 1 � i � N:

Recalling also that si Qf� C qig� D 0 in .0; 1/ and si .1/ D  i .1/ D 0 for all i � 0, we
deduce that V � 0, i.e. the positive-definiteness of QMM

� .

Proof of the local minimality of m� . We relate the functional EMM
� in a neighborhood

of m� to the second variation QMM
� , notwithstanding the fact that H 1.BN ;SN / is not a

manifold.
Consider a map m� C V 2 AMM, and write V D .v; q/ and zV WD V � .V �m�/m� D

. Qv; Qq/ so that V; zV 2 H 1
0 .B

N ;RNC1/ and zV �m� D 0. By the Euler–Lagrange equation



R. Ignat and L. Nguyen 710

for m� (as a critical point for EMM
� in AMM) and V �m� D �12 jV j

2 (since jm� C V j2 D
jm�j

2 D 1),

EMM
� Œm� C V � �E

MM
� Œm�� �

1

2
QMM
� Œ zV �

D
1

2

Z
BN

°
.jrV j2 � jr zV j2/ � �.r/.jV j2 � j zV j2/

C
1

�2

�
zW 0.g2�/C 2

zW 00.g2�/g
2
�

�
.q2 � Qq2/

±
dx

C

Z
BN

h.x; V .x// dx;

h.x; y/ D
1

2�2

®
zW ..g�.x/C yNC1/

2/ � zW .g2�.x//

� zW 0.g2�.x//.2g�.x/yNC1 C y
2
NC1/

� 2 zW 00.g2�.x//g
2
�.x/y

2
NC1

¯
:

(3.21)

As in the proof of Theorem 1.5 (a), the positive-definiteness of QMM
� implies that there is

a constant c > 0 depending only on �, W and zW such that

QMM
� Œ zV � � ckr zV k2

L2.BN /
for every zV 2 H 1

0 .B
N ;RNC1/ with zV �m� D 0:

Since h 2C 0. xBN ;C 2.RNC1//, h.x;0/D 0,ryh.x;0/D 0,r2yh.x;0/D 0 and h satisfies
the growth assumptions in Proposition D.1 for p D 2 (due to the convexity of zW ), by
Proposition D.1, for any a > 0, there exists ı > 0 such thatZ

BN
h.x; V .x// dx � �akrV k2

L2.BN /
if V 2 H 1

0 .B
N ;RNC1/, kV kH1.BN / � ı:

Let us consider the first integral on the right-hand side of (3.21). We start with the term
jV j2 � j zV j2, using the facts that V �m� D �12 jV j

2, jV j2 � j zV j2 D jV �m�j2 D 1
4
jV j4.

Likewise, since jqj � jV j, j Qqj � j zV j � jV j, 0 < g� � 1 and q � Qq D .V �m�/g� ,

jq2 � Qq2j D jq � Qqj jq C Qqj � 2jV �m�j jV j D jV j
3:

Next, the term jrV j2 � jr zV j2 is estimated using that r.V � zV / D r..V � m�/m�/ D
�
1
2
r.jV j2m�/ and �m� � @j zV D @jm� � zV for 1 � j � N ,

jrV j2 � jr zV j2 D jr.V � zV /j2 C 2r.V � zV / W r zV

D jr.V � zV /j2 � r.jV j2m�/ W r zV

D jr.V � zV /j2 C

NX
jD1

@j .jV j
2/ zV � @jm� � jV j

2
rm� W r zV

� jr.V � zV /j2 � C jV j2.jrV j C jV j2/
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for some C D C.krm�kC 1. xBN //, where we have used jV j � jm� C V j C jm�j D 2 and
jr zV j D jrV C 1

2
r.jV j2m�/j � C.jrV j C jV j

2/.
Putting things together in (3.21) with a D 1

8
min.c; 1/, by the Cauchy–Schwarz and

triangle inequalities, we get for all m� C V 2 AMM with kV kH1.BN / � ı that

EMM
� Œm� C V � �E

MM
� Œm";��

�
c

2
kr zV k2

L2.BN /
C
1

2
kr.V � zV /k2

L2.BN /
� akrV k2

L2.BN /

� C.krV kL2.BN /kV k
2
L4.BN /

C kV k4
L4.BN /

C kV k3
L3.BN /

/

�
min.c; 1/

8
krV k2

L2.BN /
� zC.kV k4

L4.BN /
C kV k3

L3.BN /
/:

Note also that, since jV j � 2 and by the Sobolev embedding theorem for V 2 H 1
0 .B

N /,
we have for any fixed 2 < p < min.3; 2N

N�2
/ that

kV k4
L4.BN /

C kV k3
L3.BN /

� CpkV k
p

Lp.BN /
� CN;pkrV k

p

L2.BN /
:

By the last two estimates, for small ı > 0, we obtain for some yC > 0,

EMM
� Œm� C V � � E

MM
� Œm��C yCkrV k

2
L2.BN /

if m� C V 2 AMM, kV kH1.BN / < ı;

yielding the desired local minimality of m� for EMM
� in AMM.

A. Radially symmetric vector-valued maps

In the sequel, let SO.N / denote the group ofN �N special orthogonal matrices, equipped
with the Haar measure. Naturally, SO.N / � BN is equipped with the product measure.

Definition A.1. Let N � 2 and k � 0. A measurable map mWBN ! RNCk is said to be
SO.N /-equivariant, or simply radially symmetric, if

m.Rx/ D zRm.x/ for almost all .R; x/ 2 SO.N / � BN ;

where zR D
� R 0N�k
0k�N Ik�k

�
2 SO.N C k/, and 0i�j and Ik�k denote respectively the i � j

zero matrix and the k � k identity matrix.

Lemma A.2. Let N � 2, k � 0 and m 2 L1loc.B
N ;RNCk/.

(a) If N � 3, then m is radially symmetric if and only if there exist functions f;
g1; : : : ; gk 2 L

1
loc.0; 1/ such that m.x/ D .f .jxj/ x

jxj
; g1.jxj/; : : : ; gk.jxj// for

almost all x 2 BN .

(b) If N D 2, then m is radially symmetric if and only if there exist functions f1; f2;
g1; : : : ; gk 2 L

1
loc.0; 1/ such that

m.x/ D .f1.jxj/
x

jxj
C f2.jxj/

x?

jxj
; g1.jxj/; : : : ; gk.jxj//

for almost all x D .x1; x2/ 2 B2, where x? D .�x2; x1/.
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Proof. It is clear that if m has the stated form, then m is radially symmetric. For the con-
verse, suppose that m is radially symmetric. Let us make an observation on mollifications
of a radially symmetric map. Let .%"/ be a sequence of smooth radially symmetric mol-
lifiers (i.e. %".x/ D %".jxj/) satisfying supp %" � .�"; "/ and let m" D m � %" in B1�",
where Br is the ball centered at zero of radius r > 0.

We claim that m" is radially symmetric in B1�". Indeed, by Fubini’s theorem, for
almost all R 2 SO.N /, we have

m.Rx/ D zRm.x/ for almost all x 2 BN :

Therefore, for almost all R 2 SO.N / and for all 0 < jxj < 1 � ",

m".Rx/ D

Z
BN

m.y/%".Rx � y/ dy D

Z
BN

m.Rz/%".Rx �Rz/ dz

D

Z
BN

zRm.z/%".x � z/ dz D zRm".x/;

which proves the claim. Thus, it suffices to consider continuous m in our proof. In this
case,

m.Rx/ D zRm.x/ for all .R; x/ 2 SO.N / � BN : (A.1)

Clearly (A.1) implies that, for 1 � j � k and x 2 BN , mNCj .Rx/ D mNCj .x/ for all
R 2 SO.N / and so mNCj .x/ D gj .jxj/ for some gj 2 C.0; 1/. We thus assume without
loss of generality that k D 0, i.e. mWBN ! RN .

Let eN D .0; : : : ; 0; 1/. For r 2 .0; 1/, we writem.reN /D .a.r/; b.r//, where a.r/ 2
RN�1 and b.r/ 2 R. Since m is continuous, a; b 2 C..0; 1//.

Case (a): N � 3. Taking R of the form R D
� S 0.n�1/�1
01�.n�1/ 1

�
, where S 2 SO.N � 1/,

we obtain from (A.1) that a.r/ D Sa.r/ for all S 2 SO.N � 1/. As N � 3, there exists
S.r/ 2 SO.N � 1/ so that S.r/a.r/ D �a.r/ and so the above implies that a.r/ D 0.
In particular, m.reN / D b.r/eN for every r 2 .0; 1/. Now if jxj D r 2 .0; 1/, we select
R 2 SO.N / such that R.reN / D x and obtain from (A.1) that

m.x/ D m.R.reN // D Rm.reN / D b.r/ReN D b.r/
x

r
:

The conclusion follows with f .r/ D b.r/.

Case (b):N D 2. In this case, a.r/ is a scalar so thatm.re2/D�a.r/e?2 C b.r/e2:Now if
x D .r cos'; r sin'/ for some r > 0 and ' 2 Œ0; 2�/, settingR' WD

� sin' cos'
� cos' sin'

�
2 SO.2/,

then we have R'.re2/ D x and R'.re?2 / D x
?. By (A.1),

m.x/ D m.R'.re2// D R'm.re2/ D �a.r/R'e
?
2 C b.r/R'e2 D �a.r/

x?

r
C b.r/

x

r
:

The conclusion follows with f1.r/ D b.r/ and f2.r/ D �a.r/.
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Remark A.3. In a similar fashion to Definition A.1, one can also define O.N/-equivar-
iant maps. It is easy to see from the above lemma that, for N � 3 and k � 0, SO.N /-
equivariant maps are O.N/-equivariant. For N D 2 and k � 0, m 2 L1loc.B

2IR2Ck/ is
O.2/-equivariant if and only if there exist functions f; g1; : : : ;gk 2 L1loc.0; 1/ such that

m.x/ D
�
f .jxj/

x

jxj
; g1.jxj/; : : : ; gk.jxj/

�
for almost all x 2 B2:

This is because the map x 7! f2.jxj/
x?

jxj
is O.2/-invariant if and only if f2 D 0, because

.Rx/? D �R.x?/ with R being the reflection about the x1-axis, i.e. R.x1; x2/ D

.x1;�x2/.

Lemma A.4. Suppose N � 2, " > 0 andW 2 C 2..�1; 1�/. Ifm is a bounded13 radially
symmetric critical point of EGL

" in AGL, then m 2 C 2. xBN / and takes the form m.x/ D

f .jxj/ x
jxj

for some f 2 C 2.Œ0; 1�/ with f
r
2 C 2.Œ0; 1�/. In particular, f .0/ D 0 and m is

O.N/-equivariant.

Lemma A.5. Suppose N � 2, "; � > 0, W 2 C 2..�1; 1�/ and zW 2 C 2.Œ0;1//. If m is
a bounded14 radially symmetric critical point of E";� in A, then m 2 C 2. xBN / and takes
the form m.x/ D .f .jxj/ x

jxj
; g.jxj// for some f; g 2 C 2.Œ0; 1�/ with f

r
2 C 2.Œ0; 1�/. In

particular, f .0/ D 0, g0.0/ D 0 and m is O.N/-equivariant.

We will only give the proof of the latter result. The proof of the other one requires
minor modifications and is omitted.

Proof of Lemma A.5. As m is bounded, it satisfies´
��m � 1

"2
W 0.1 � jmj2/mC 1

�2
zW 0.m2NC1/mNC1eNC1 D 0 in BN n ¹0º;

m.x/ D x on @BN :
(A.2)

Due to m 2 H 1 \ L1.BN / (in particular, W 0.1 � jmj2/; zW 0.m2NC1/ 2 L
1.BN /), it

follows that (A.2) holds in all of BN , and, by elliptic regularity theory, m 2 C 2. xBN /. On
the other hand, using Lemma A.2 and the regularity of m, we write

m.x/ D

8̂̂<̂
:̂
�
f1.jxj/

x

jxj
C f2.jxj/

x?

jxj
; g.jxj/

�
if N D 2;�

f1.jxj/
x

jxj
; g.jxj/

�
if N � 3;

(A.3)

where f1; f2 2 C 2 \ L1..0; 1�/, g 2 C 2.Œ0; 1�/, f1.0/ D f2.0/ D 0, g0.0/ D 0.
To conclude, we show that f1

r
2 C 2.Œ0; 1�/ and, when N D 2, f2 D 0 in .0; 1/. For

the last claim, we use ideas from the proof of [26, Proposition 2.3]. From (A.2), we have

r � .�m2rm1 Cm1rm2/ D .m1; m2/
?
��.m1; m2/ D 0 in B2:

13If W satisfies (1.10), then the boundedness of m is a consequence of Corollary 2.8.
14If W and zW satisfy (1.10)-(1.11), then the boundedness of m follows from Lemma 2.7.
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Integrating over balls Br of radius r 2 .0; 1/, the Gauss formula yieldsZ
@Br

.m1; m2/
?
� @r .m1; m2/ dS D

Z
@Br

.�m2@rm1 Cm1@rm2/ dS D 0: (A.4)

Using (A.3) in (A.4), we obtain

�f 01f2 C f
0
2f1 D 0 in .0; 1/: (A.5)

Since f1.1/ D 1, we have that f1 > 0 in some interval .r1; 1/ with 0 � r1 < 1. Dividing
(A.5) by f 21 in .r1; 1/, we get .f2=f1/0 D 0, and using the fact that f2.1/ D 0, we have
f2 D 0 in .r1; 1/. In particular, f 02.1/ D 0. Now, by (A.2),

f 002 C
N � 1

r
f 02 C c.r/f2 D 0 in .0; 1/; (A.6)

where c.r/ WD �N�1
r2
C

1
"2
W 0.1 � f 21 � f

2
2 � g

2/ belongs to C 1..0; 1�/. Since f2.1/ D
f 02.1/ D 0, standard uniqueness results for ODEs imply that f2 D 0 in .0; 1/ as desired.

Let us show next that f1
r
2 C 2.Œ0; 1�/ for any N � 2. By (A.2) and (A.3),

f 001 C
N � 1

r
f 01 C

�
�
N � 1

r2
C
1

"2
W 0.1 � f 21 � g

2/
�
f1 D 0 in .0; 1/:

Setting v D f1
r

and

d D
1

"2
W 0.1 � f 21 � g

2/ D
1

"2
W 0.1 � jmj2/ 2 C 1.Œ0; 1�/

(as m 2 C 2. xBN /), we then have

v00 C
N C 1

r
v0 C d.r/v.r/ D 0 in .0; 1/:

Considering v as a radially symmetric function on the .N C 2/-dimensional ball BNC2,
we have that v satisfies �v C dv D 0 in BNC2 n ¹0º. On the other hand, since m 2
H 1.BN /, we have r

N�1
2 f 01 ; r

N�3
2 f1 2 L

2.0; 1/ and so v 2 H 1.BNC2/. It follows that
�v C dv D 0 in BNC2 and since d 2 C 1.Œ0; 1�/, we deduce that v 2 C 2.BNC2/. The
conclusion follows.

Lemma A.6. Suppose N � 2, � > 0 and zW 2 C 2.Œ0; 1�/. If m is a radially symmetric
critical point of EMM

� in AMM, then m takes the form

m.x/ D
�
f .jxj/

x

jxj
; g.jxj/

�
; (A.7)

with f; g 2 C 2loc..0; 1�/, f
2 C g2 D 1 and r

N�1
2 .jf 0j C jg0j/C r

N�3
2 jf j 2 L2.0; 1/. In

particular,m isO.N/-equivariant. Furthermore, either f
r
;g 2C 2.Œ0;1�/ or both .f;g/�

.1; 0/ andN � 3, where in the former case one also has thatm 2 C 2. xBN /, f .0/D 0 and
g0.0/ D 0.
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Proof. We adapt the proof of Lemma A.5. Without loss of generality, we may assume that
zW .0/ D 0. As a critical point of EMM

� in AMM, m satisfies8̂<̂
:��m � �.x/mC

1

�2
zW 0.m2NC1/mNC1eNC1 D 0 in BN ;

m.x/ D x on @BN ;
(A.8)

where � D jrmj2 C 1
�2
zW 0.m2NC1/m

2
NC1 2 L

1.BN /. By Lemma A.2, m takes the form
(A.3). In particular, �D �.r/ 2L1loc..0; 1�/, which together with (A.8) (recast as ODEs for
f1; f2; g) implies that f 001 ; f

00
2 ; g

00 2 L1loc..0; 1�/, where f2 is absent when N � 3. This in
turn implies that � 2 C 0..0; 1�/ and then again, by regularity theory, f1; f2; g 2 C 2..0; 1�/
(and hence m 2 C 2. xBN n ¹0º/. Next, as in the proof of Lemma A.5, when N D 2, we
prove that (A.4)–(A.5) hold here also, yielding f2 D 0 in .0; 1/. We have thus shown that
m has the form (A.7), where f 2 C g2 D 1, r

N�1
2 .jf 0j C jg0j/C r

N�3
2 jf j 2 L2.0; 1/, and

f; g 2 C 2..0; 1�/.

Step 1: We prove f; g 2 C.Œ0; 1�/. We distinguish the cases N D 2 and N � 3.

Case 1: N D 2. It is known that the continuity of m in xB2 can be proved using Wente’s
lemma (see e.g. Hélein [21] or Carbou [10, Theorem 1]). However, in this ODE setting,
the continuity of f (and hence of g) in Œ0; 1� is a consequence of the fact that r

1
2 jf 0j C

r�
1
2 jf j 2 L2.0; 1/,

jf 2.r1/ � f
2.r2/j � 2

Z r1

r2

jf 0.r/j jf .r/j dr

�

Z r1

r2

�
r jf 0.r/j2 C

1

r
jf .r/j2

�
dr

r1;r2!0
�����! 0:

Also, since r�
1
2 jf j 2 L2.0; 1/, we get f .0/ D 0. It follows that m 2 C. xB2/.

Case 2:N � 3. As f;g 2C 2..0;1�/ and f 2C g2D 1, we can find a lifting � 2C 2..0;1�/
such that r

N�1
2 j� 0j 2 L2.0; 1/, f D sin � , g D cos � in .0; 1� and �.1/D �=2. (To prepare

for Steps 2 and 3 later on, we note that the existence of such a lifting � also holds for
N D 2 where we have in addition to the above that � 2 C.Œ0; 1�/, r�1=2 sin � 2 L2.0; 1/
and �.0/ 2 �Z.)

A direct computation using (A.8) gives

� 00 C
N � 1

r
� 0 �

N � 1

r2
sin � cos � C

1

�2
zW 0.cos2 �/ sin � cos � D 0 in .0; 1/: (A.9)

Set F.r/ D Œ.N � 1/ � 1
�2
r2 zW 0.cos2 �.r//� sin �.r/ cos �.r/ 2 L1.0; 1/ so that (A.9) is

equivalent to .rN�1� 0/0 D F.r/rN�3. Thus, for a constant c,

� 0.r/ D
c

rN�1
C

1

rN�1

Z r

0

F.s/sN�3 ds D
c

rN�1
CO

�1
r

�
as r ! 0:
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Using that r
N�1
2 j� 0j 2 L2.0; 1/, we deduce that c D 0 and

� 0.r/ D
1

rN�1

Z r

0

F.s/sN�3 ds: (A.10)

It follows that, for some positive constant C independent of r ,

j� 0.r/j �
C

r
and j�.r/j � C.1C j log r j/ in .0; 1/: (A.11)

Claim: We prove that � 2 C.Œ0; 1�/ and �.0/ D k�
2

for some k 2 Z.

Proof of claim. Indeed, let

P.r/ D r2.� 0/2 C .N � 1/ cos2 � �
r2

�2
zW .cos2 �/:

By (A.11), P 2 L1.0; 1/. Multiplying (A.9) by 2r2� 0, we see that

P 0.r/ D �2.N � 2/r.� 0/2 �
2r

�2
zW .cos2 �/: (A.12)

In particular, the function zP .r/ WD P.r/C
R r
0
2s
�2
zW .cos2 �.s// ds satisfies zP 2 L1.0; 1/

and zP 0.r/ D �2.N � 2/r.� 0/2 � 0. It follows that r.� 0/2 D 1
2.N�2/

j zP 0j 2 L1.0; 1/ and
zP ;P 2 W 1;1.0; 1/ � C.Œ0; 1�/. By (A.10) and integrating by parts,

� 0.r/ D
F.r/

.N � 2/r
�

1

.N � 2/rN�1

Z r

0

F 0.s/sN�2 ds:

Since jF 0.r/j � C.j� 0.r/j C r/ for every r 2 .0; 1/, we obtain

jF.r/j D

ˇ̌̌̌
.N � 2/r� 0.r/C

1

rN�2

Z r

0

F 0.s/sN�2 ds

ˇ̌̌̌
� Cr2 C Cr j� 0.r/j C

C

rN�2

Z r

0

j� 0.s/jsN�2 ds:

Noting that, by the Cauchy–Schwarz inequality,Z r

0

j� 0.s/jsN�2 ds � CrN�2
�Z r

0

sj� 0.s/j2 ds

�1=2
;

we deduce from the above bound for jF j thatZ r

0

jF.s/jsN�3 ds � CrN C C

Z r

0

j� 0.s/jsN�2 ds C C

Z r

0

Z s

0

j� 0.t/jtN�2 dt
ds

s

� CrN C CrN�2
�Z r

0

sj� 0.s/j2 ds

�1=2
:
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Returning to (A.10), since r j� 0.r/j2 2 L1.0; 1/, we have

r j� 0.r/j � Cr2 C C

�Z r

0

sj� 0.s/j2 ds

�1=2
! 0 as r ! 0:

Recalling the expression ofP and its continuity, we deduce that cos2 � and hence � belong
to C.Œ0; 1�/. By (A.10) and the continuity of F , r� 0.r/ D 1

N�2
F.0/ C o.1/ for small

r > 0. Hence, F.0/ D 0, i.e. �.0/ D k�
2

for some k 2 Z. The claim and Step 1 are now
completed.

Step 2: We prove that if k is odd, then .f;g/� .1;0/ andN � 3. When k is odd, f .0/¤ 0.
We saw in Step 1 that this is possible only if N � 3.

In the absence of zW (i.e. for the harmonic map problem), the assertion that .f; g/ �
.1; 0/ can be dealt with as in [30]: (A.12) implies that P 0 � 0, which leads to 0 D P.0/ �
P.r/ � P.1/ D .� 0.1//2 � 0. Thus � 0.1/ D 0; since �.1/ D �

2
, uniqueness results for

second-order ODEs give that � � �
2

.
To account for the presence of zW in (A.9), we argue as follows. By (A.12), P 0.r/ �

2ar for some constant a > 0. Since r� 0.r/! 0 as r! 0 and k is odd, P.r/! 0 as r! 0.
Hence P.r/ � ar2. By (A.12), we have .r�2P /0 � 0 and since cos �.1/ D 0, zW .0/ D 0,

P.r/ � P.1/r2 D .� 0.1//2r2 � 0 in .0; 1/: (A.13)

Also by (A.12), we have .r�1P /0 � � .N�1/
r2

cos2 � � 1
�2
zW .cos2 �/. Using the fact that

cos�.0/D 0, zW .0/D 0 and zW 2C 1, in particular, j zW .t/j � Qct for t 2 Œ0; 1�, we thus have
that .r�1P /0 � 0 in some interval .0; r0/. By r�1P.r/! 0 as r! 0 (as 0� P.r/� ar2),

P.r/ � 0 in .0; r0/ (A.14)

and so, P � 0 in .0; r0/. Putting together (A.13) and (A.14), � 0.1/ D 0. By uniqueness
results for ODEs, we then have � � �

2
, i.e. .f; g/ � .1; 0/.

Step 3: We prove that if �.0/ 2 �Z and N � 2, then f
r
; g 2 C 2.Œ0; 1�/. Since �.0/ 2 �Z,

F.r/D .N � 1/d.r/.�.r/� �.0//, where d.r/D 1CO.r2 C j�.r/� �.0/j2/ as r ! 0.
We can then recast (A.9) in the form

L.� � �.0// WD .� � �.0//00 C
N � 1

r
.� � �.0//0 �

.N � 1/d.r/

r2
.� � �.0// D 0:

It is easy to check that, for ı 2 .0; 1/, there exists rı > 0 such that

L.r�.N�1/Cı/ < 0 and L.r1�ı/ < 0 in .0; rı/:

Thus, by the maximum principle (see e.g. [24, Lemma B.1]), we have

j�.rı/ � �.0/j

r1�ı
ı

r1�ı ˙ .�.r/ � �.0// � 0 in .0; rı/:

This shows that r�.1�ı/j� � �.0/j 2 L1.0; 1/ for all ı 2 .0; 1/.
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Taking ı D 1=2 above, we have d.r/ D 1C O.r/. Then, for some large A > 0 and
small r0 > 0, we have

L.r � Ar2/ < 0 and r � Ar2 > 0 in .0; r0/:

Again, by the maximum principle, we then have

j�.r0/ � �.0/j

r0 � Ar
2
0

.r � Ar2/˙ .�.r/ � �.0// � 0 in .0; r0/:

Thus, r�1.� � �.0// 2 L1.0; 1/. This yields F.r/ D O.r/ and by (A.10),

� 0 2 L1.0; 1/:

Since f .0/ D sin �.0/ D 0, we get f
r
2 L1.0; 1/. Returning to m, as jrmj2 D .� 0/2 C

.N�1/f 2

r2
, we see thatm 2C 0;1.BN / and � 2L1.BN / (given in (A.8)), and by bootstrap-

ping (A.8), m 2 C 2.BN / and � 2 C 1.BN /. By the same argument as in Lemma A.5, it
follows that f

r
; g 2 C 2.Œ0; 1�/, f .0/ D 0 and g0.0/ D 0 as desired.

B. Properties of the RN -valued vortex radial profile

Proposition B.1. Suppose that N � 2, W 2 C 2..�1; 1�/ satisfies (1.10) and let
f"W Œ0; 1�! Œ0; 1� be given by Theorem 2.1 and f �1" W Œ0; 1�! Œ0; 1� its inverse. Then,

(i) f"."r/ � fQ".Q"r/ for 0 < r < 1=" and 0 < Q" � ";

(ii) if W 0.1/ > 0 and t0 WD sup¹0 � t < 1 W W.t/ D 0º, then t0 < 1,

lim
"!0

f �1" .
p
1 � t0/

"
D1;

and, for every ı 2 .0; 1 � t0/,

lim
"!0

f �1" .
p
1 � t0 � ı/

"
2 .0;1/:

In particular, for every a > 0, there exists "a > 0 such that

f 2" � 1 � t0 in Œ0; a"� for every " 2 .0; "a�;

and, for every ı 2 .0; 1 � t0/, there exists Cı > 0 such that

1 � t0 � ı � f
2
" in ŒCı"; 1� for every " 2 .0; 1=Cı �:

Proof. For " > 0, define

Of".r/ D

´
f"."r/ if r 2 .0; 1="/;

1 if r 2 .1=";1/:
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Note that

Of 00" C
N � 1

r
Of 0" �

N � 1

r2
Of" D �W

0.1 � Of 2" /
Of" in .0; 1="/

and Ov" WD
Of"
r

considered as a radially symmetric function in RNC2 satisfies

� Ov" D �W
0.1 � Of 2" / Ov" � 0 in B.0; 1="/: (B.1)

As in Proposition 2.9, Ov" is non-increasing in .0; 1="/ and so in .0;1/.

Proof of (i). This is equivalent to proving that Of" � OfQ" for 0 < Q" � ". This is a direct
consequence of the comparison principle15 [24, Proposition 3.5] and the fact that Of 0" .0/D
Ov".0/ > 0 (since

Of"
r
D Ov" is non-increasing), Of".1=Q"/ D OfQ".1=Q"/ D 1, and

Of 00
Q" C

N � 1

r
Of 0
Q" �

N � 1

r2
OfQ" D �W

0.1 � Of 2
Q" /
OfQ" in .0; 1=Q"/;

Of 00" C
N � 1

r
Of 0" �

N � 1

r2
Of" � �W

0.1 � Of 2" /
Of" in .0; 1=Q"/:

Proof of (ii). By (1.10), t0 < 1, W > 0 and W 0 > 0 in .t0; 1�. We prove

lim
"!0

Of �1" .
p
1 � t0/ D1 and lim

"!0

Of �1" .
p
1 � t0 � ı/ 2 .0;1/: (B.2)

By (i), ¹ Of"º is non-increasing as " ! 0 and hence converges pointwise to some limit
function Of�. In particular, Of�.0/ D 0, 0 � Of� � 1 in .0;1/, Of� is continuous at 0, and,
by the monotonicity of Of", Of� is non-decreasing. By the equation of Of" and the bound
0 � Of" � 1, for every compact interval Œ1=C; C � � .0;1/, the family ¹ Of"º0<"<1=C is
bounded inC 3.Œ1=C;C �/. By the Arzelà–Ascoli theorem, it follows that Of� 2C 2..0;1//,
Of" converges to Of� in C 2loc..0;1// as "! 0 and

Of 00� C
N � 1

r
Of 0� �

N � 1

r2
Of� D �W

0.1 � Of 2� /
Of� in .0;1/:

Since W 0 > 0 in .t0; 1�, one can argue as in Step 3 of the proof of [24, Proposition 2.4] to
show that W 0.1 � Of�.1/2/ Of�.1/ D 0, which implies that Of�.1/ 2 ¹0º [ Œ

p
1 � t0; 1�.

Moreover, using again thatW 0 > 0 in .t0; 1�, we can argue as in Steps 4 and 5 of the proof
of [24, Proposition 2.4] to show that Of� 6� 0 and so Of�.1/ 2 Œ

p
1 � t0; 1�. Differentiating

the equation for Of� and applying the strong maximum principle, we have that Of 0� > 0 in
.0;1/.

Claim: Of�.1/ D
p
1 � t0.

15Though the comparison principle [24, Proposition 3.5] was stated with the assumption that W 0 > 0
in .0; 1/ and W 00.0/ > 0, it is straightforward to see that it remains valid under the weaker condition that
W 0 � 0 in .0; 1/. Alternatively, one can first apply [24, Proposition 3.5] for the unique radial profiles
corresponding to the strictly convex potentials t 7! W.t/C ıt2 with ı > 0 and then send ı ! 0.
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Once this claim is proved, since ¹ Of �1" º is non-decreasing as "! 0, the desired esti-
mate (B.2) follows.

Proof of the claim. Indeed, suppose by contradiction that this does not hold, i.e. Of�.1/ >
p
1 � t0. Then we can select r0 2 .0;1/ so that Of�.r0/D

p
1 � t0, Of� 2 Œ

p
1 � t0; 1� and

soW 0.1� Of 2� /D 0 in Œr0;1/. It follows that Of 00� C
N�1
r
Of 0� �

N�1
r2
Of� D 0 in Œr0;1/ and

so
Of�.r/ D c1r C c2r

1�N in Œr0;1/ for some constants c1, c2:

Since Of� is bounded, we must have c1 D 0, which implies that Of�.1/ D 0, which gives a
contradiction. The claim is proved.

C. A sharp Poincaré inequality for solenoidal vector fields

Lemma C.1. Suppose N � 3 and let =D and d� denote the covariant derivative and the
volume form on the standard sphere SN�1. For every smooth divergence-free vector field
v on SN�1, i.e. =D � v D 0 on SN�1, one hasZ

SN�1
j =Dvj2 d� D .N � 2/

Z
SN�1

jvj2 d� C 2

Z
SN�1

jSym. =Dv/j2 d�:

In particular, Z
SN�1

j =Dvj2 d� � .N � 2/

Z
SN�1

jvj2 d�;

and equality holds if and only if v is a Killing field, i.e. Sym. =Dv/ D 0.

Proof. In the following, we raise and lower indices using the standard metric g on the
round sphere, i.e. =Di

D gij =Dj , vi D gij vj , etc. Also, repeated upper-lower indices are
summed from 1 toN � 1. As the commutator Œ =Dj

; =Di �vj D Ricki vk , integration by parts
yields Z

SN�1
=Divj =D

j
vi d� D �

Z
SN�1

=D
j =Divj v

i d�

D �

Z
SN�1

. =Di =D
j
vj„ƒ‚…
D0

C Ricki„ƒ‚…
D.N�2/gki

vk/vi d�

D �.N � 2/

Z
SN�1

jvj2 d�:

It follows that

4

Z
SN�1

jSym. =Dv/j2 d� D
Z

SN�1
j =Divj C =Dj vi j

2 d�

D 2

Z
SN�1

�
j =Dvj2 � .N � 2/jvj2

�
d�;

which clearly gives the assertion.
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D. Miscellaneous

Proposition D.1. Suppose N � 2, M � 1, and 2 � p <1 if N D 2 and 2 � p � 2N
N�2

if N � 3. Let � be a bounded smooth open subset of RN and h 2 C 0.� �RM / satisfies

lim
jyj!0
y¤0

sup
x2�

jh.x; y/j

jyj2
D 0 (D.1)

and, for some C > 0,

h.x; y/ � �C jyj2.jyjp�2 C 1/ for all x 2 �, y 2 RM : (D.2)

Then

lim inf
kvk

H1.�;RM /
!0

v¤0;v2H1
0 .�;R

M /

R
�
h.x; v.x// dx

kvk2
H1.�;RM /

� 0:

Note that by the Sobolev embedding theorem and the lower bound of h, the integralR
�
h.x; v.x// dx 2 R [ ¹C1º makes sense for v 2 H 1

0 .�;R
M /.

Proof of Proposition D.1. Suppose by contradiction that the conclusion fails. Then there
exist tj ! 0C and vj 2H 1

0 .�;R
M / with kvj kH1 D 1 such that, for some " > 0 indepen-

dent of j , Z
�

1

t2j
h.x; tj vj .x// dx � �" < 0: (D.3)

Without loss of generality, we may assume that vj converges weakly in H 1 and a.e. in
� to some v 2 H 1

0 .�;R
M /. Fix some small ı > 0. By Egorov’s theorem, we can select

a measurable set A � � such that vj converges uniformly to v in A and j� n Aj � ı=2.
Also, since v 2 L2.�/, then for large K D K.ı/ � 1, we can select a measurable set
B � A such that jvj � K in B and jA n Bj � ı=2. Thus, jvj j � 2K in B for all large j .
By (D.1),

lim
j!1

Z
B

1

t2j
jh.x; tj vj .x//j dx D 0:

Let q D 2N
N�2

if N � 3 and q be arbitrary in .p;1/ if N D 2. Using the bound
h.x; y/ � �C jyj2.jyjp�2 C 1/, Hölder’s inequality, the Sobolev embedding theorem for
kvj kH1 D 1 and the fact that j� nBj � ı, we have for some constant C 0 > 0 (independent
of ı) that Z

�nB

1

t2j
h.x; tj vj .x// dx � �C

Z
�nB

.t
p�2
j jvj j

p
C jvj j

2/ dx

� �C 0.t
p�2
j ı

1�
p
q C ı

1� 2q /:

Putting together the last two estimates, we get

lim inf
j!1

Z
�

1

t2j
h.x; tj vj .x// dx � �C

0 lim sup
j!1

.t
p�2
j ı

1�
p
q C ı

1� 2q /:

Clearly, when ı is sufficiently small, this gives a contradiction to (D.3).
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