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The limit-point/limit-circle classification for ordinary
differential equations with distributional coefficients

Varun Bhardwaj and Rudi Weikard

Abstract. We investigate the limit-point/limit-circle classification for the differential equation

Ju0 C qu D �wu

where J D
�
0 �1
1 0

�
and q and w are matrices whose entries are distributions of order zero with

q Hermitian and w non-negative. We identify the situations when the classical alternative of Weyl
works and when it fails.

1. Introduction

In his ingenious work [9] of 1910 Weyl showed how to determine whether a Sturm–
Liouville equation with one singular and one regular endpoint had one or two linearly
independent square integrable solutions by approximating it with regular problems. An
answer to that question is important in the context of the extension theory for the asso-
ciated symmetric operator. Specifically, posing the equation �.py0/0 C vy D �ry on the
interval .0;1/ with 0 a regular endpoint and � a parameter in C nR, Weyl introduced an
auxiliary boundary condition at a finite point c, namely cos.ˇ/y.c/C sin.ˇ/.py0/.c/D 0.
Among the solutions of this boundary value problem there is one of the form ' Cm.ˇ/ 

where ' and  are solutions satisfying appropriate initial condition at 0. As ˇ varies in
Œ0; �/ the coefficient m.ˇ/ describes a circle in the complex plane. Now, as c approaches
infinity the disks bounded by these circles are nested and shrink either to a point (the
limit-point case) or to a disk (the limit-circle case). In the former case only one linearly
independent solution of the original problem is in the weighted Hilbert space L2.r/. In
the latter case all solutions are in L2.r/. Accordingly one can pose either one bound-
ary condition (at 0) or two boundary conditions (separated or coupled) in order to arrive at
self-adjoint realizations of the differential expression .�.py0/0C qy/=r . This relationship
is known as Weyl’s alternative.

In a series of papers from around 1940 (later collected in [8]) Titchmarsh investigated
this problem using extensively the tools of complex analysis. He showed that the coef-
ficient m, now called the Weyl–Titchmarsh coefficient, must satisfy Im.m/= Im.�/ > 0.
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Since, as a function of �, it is also analytic away from the real axis, it is a Nevanlinna func-
tion and as such has an integral representation with respect to a positive measure called
the spectral measure, an indispensable tool for the study of the equation. For further infor-
mation on the history of Sturm–Liouville theory we refer to Lützen [6]. Everitt [3] has a
shorter account focusing on the contributions of Weyl and Titchmarsh.

The goal of this paper is to show that Weyl’s ideas largely work for the case of the
differential equation

Ju0 C qu D �wu;

posed on the interval .0; b/ (with 0 < b �1), where J D
�
0 �1
1 0

�
while q andw are 2� 2-

matrices whose entries are distributions of order 0 on .0; b/. While we shall not require
that q and w are real we do require that q is hermitian and that w is non-negative (but not
identically 0) allowing for complex distributions in the off-diagonal entries of q and w.
We still require that 0 is a regular point since one can deal with two singular endpoints in
exactly the same way as in the classical case.

The Sturm–Liouville equation is subsumed under our approach. In fact the more gen-
eral equation �.p.y0C sy//0C sp.y0C sy/C vy D �ry, treated by Eckhardt et al. in [2]
corresponds to the system Ju0 C quD �wu upon setting uD

� y

p.y0Csy/

�
, q D

� v s
s �1=p

�
,

and w D
�
r 0
0 0

�
where r , q, s, and 1=p are real, locally integrable, and integrable near 0.

Another important example covered here is the one-dimensional Dirac equation which
may be written as Ju0C

�
vC

�
�m 0
0 m

��
uD �wu where w D 1, the 2� 2-identity matrix,

m is the mass of the particle under consideration and v is a hermitian matrix of scalar
measures representing an external potential.

There is an excellent account of Weyl’s circle of ideas in Coddington and Levinson [1].
Our approach to the problem emulates theirs. However, before we get started we will pre-
sent some background information.

Antiderivatives of distributions of order 0 on .0; b/ may be represented by functions
of locally bounded variation. Thus, if s is a distribution of order 0 with antiderivative S
we have, for all test functions �, that

s.�/ D

Z
.0;b/

� dS;

where dS is the local1 Lebesgue–Stieltjes measure generated by S . Thus, in the classical
case, the local (matrix-valued) measures q and w are locally absolutely continuous with
respect to Lebesgue measure. By saying that 0 is a regular point we mean that q and w are
(finite) measures near 0.

Solutions u of the equation are to be thought of as functions of locally bounded varia-
tion so that u0 is also a distribution of order 0. We refer to [4] for some background about
ordinary differential equations with distributional coefficients and further information on
the relationship between distributions of order 0 and local measures.

1In general dS is a measure only on compact subsets of .0; b/, hence the modifier “local”.
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The measure w, due to it being non-negative, is, in fact, a matrix-valued measure.
It follows that

R
.0;b/

f �wg is a semi-scalar product on the space L2.w/ of functions f
satisfying

R
.0;b/

f �wf <1. The space L2.w/, defined as the quotient of L2.w/ and the
space of the functions of norm 0, is a Hilbert space.

When the local measures q or w have atomic parts there is an issue with existence
and uniqueness of solutions of initial value problems. We define the matrices2 �q.x/ D

QC.x/ �Q�.x/ D q.¹xº/ and �w.x/ D W C.x/ �W �.x/ D w.¹xº/ where Q and W
are, respectively, antiderivatives of q and w and therefore functions of locally bounded
variation. We also set

B˙.x; �/ D J ˙
1

2

�
�q.x/ � ��w.x/

�
:

According to Theorem 2.2 of [4] a unique balanced3 solution of Ju0C quD �wu satisfy-
ing the initial condition u.x0/D u0 2C2 exists in the interval .c;d/� .0;b/, if x0 2 .c;d/
and B˙.x; �/ are invertible for all x 2 .c; d/. If c D 0, the initial condition can also be
posed at 0 due to it being a regular endpoint. Since BC.x; �/uC.x/ D B�.x; �/u�.x/ is
equivalent to Ju0.¹xº/C .q.¹xº/ � �w.¹xº//u.x/ D 0, it is clear that the lack of invert-
ibility of either BC.x; �/ or B�.x; �/ causes problems. We introduce the set

ƒ D
®
� 2 C W 9x 2 .0; b/ W det

�
BC.x; �/

�
det

�
B�.x; �/

�
D 0

¯
of those � where invertibility lacks for one of the matrices B˙.x; �/ for at least one
x 2 .0; b/ and require throughout the paper that ƒ ¤ C. We call a point x a bad point for
� if one of B˙.x; �/ is not invertible. Note that B˙.x; �/ D �B�.x; x�/�. Therefore the
set ƒ is symmetric with respect to the real axis. Since Q and W are of locally bounded
variation, they have only countably many jumps. However, these jumps may form a dense
subset of .0; b/. A point x at which each entry of Q and W is continuous will be called a
point of continuity below.

It may happen4 that the space of solutions of the differential equation Ju0 C qu D 0
which have norm 0, a space we denote by L0, is not trivial. We emphasize that the choice
of 0 for the spectral parameter � is not significant since kuk D 0 if and only if wu D 0 as
a distribution (or measure) so that Ju0 C quD �wu for any � 2 C when u 2 L0. We say
that the definiteness condition holds if L0 D ¹0º. Since we exclude the trivial case w D 0
and since ƒ ¤ C we know that L0 is either trivial or one-dimensional.

It follows from the theory of symmetric relations that the number of linearly indepen-
dent solutions of Ju0 C qu D �wu of positive finite norm does not change as � varies
in either the upper or the lower half of the complex plane. These numbers are called defi-
ciency indices and are denoted by nC (upper half-plane) and n� (lower half-plane). It was

2In the following we use the notation uC.x/ D limt#x u.t/ and u�.x/ D limt"x u.t/.
3We use the notation u#.x/ D .u�.x/C uC.x//=2 and call a function u of locally bounded variation

balanced, if u D u#.
4This is so even for constant coefficients. It is not a consequence of distributional coefficients.
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shown in [7] that, in our situation, the deficiency indices are at most 2 even if Ju0C quD
�wu admits infinitely many linearly independent solutions. The significance of the defi-
ciency indices lies in the fact that they describe the nature of symmetric extensions of
a symmetric relation S . If one of the deficiency indices of S is 0, then S is maximally
symmetric, i.e., it does not have proper symmetric extensions. If both deficiency indices
are 0, then S is self-adjoint. The deficiency indices of a symmetric extension of S are
both reduced by the same number k when compared with the original indices. Therefore
it follows that S has self-adjoint extensions if and only if its deficiency indices are equal.

Since a solution of norm 0 for some � is also a solution for any other �, the number of
linearly independent solutions of Ju0 C qu D �wu of finite norm also depends only on
whether � is in the upper or the lower half plane.

To finish the introduction we will summarize the most important results obtained
below. There is a function � such that

�.x; �/ D
u�.x/

v�.x/

whenever Ju0 C qu D �wu, Jv0 C qv D x�wv and v.0/ D u.0/. This function satisfies

�.x; �/�.x; x�/ D 1:

If q and w are real, then �.x; �/ D 1. The deficiency indices nC and n� are identical if
neither �.x; �/ nor �.x; x�/ tends to 0 as x tends to b. We emphasize that this condition is
sufficient but not necessary as we show by an example.

If � is not in ƒ and if the definiteness condition holds we have (eventually) nesting
Weyl disks. The disks associated with x� are reflections across the real line of those associ-
ated with �. If nC D n� we have, in resemblance of the classical Weyl alternative, n˙ D 1
or n˙ D 2 precisely when the disks shrink to a point or to a disk, respectively. If the defi-
niteness condition does not hold, we may have nested half-planes instead of disks. Again,
if nC D n�, we have that n˙ D 0 or n˙ D 1 precisely when the half planes or disks shrink
to a point, possibly1, or to a half-plane or disk, respectively.

Finally we show that it is important to choose � outside ƒ, since we always have the
limit-point case at b otherwise, even if b is a regular endpoint.

2. A sufficient condition for equal deficiency indices

Lemma 2.1. Suppose � 62ƒ and n 7! xn is an enumeration of all points x in .0; b/ where
�q.x/ or �w.x/ is different from 0. Then

P.x; �/ D
Y

xn2.0;x/

detB�.xn; �/
detBC.xn; �/

exists for every x 2 Œ0; b/, is independent of the order of the factors, and is different from 0.
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Proof. Fix x 2 Œ0; b/. The cases when x D 0 or when the set ¹xn W xn 2 .0; x/º is empty,
are trivial if we define the empty product to be 1. Note that

detB�.xn; �/ � detBC.xn; �/ D 2i
�

Im�q.xn/12 � � Im�w.xn/12
�
: (2.1)

Since q andw are finite measures on .0;x/we have that the entries of�q.xn/ and�w.xn/
are absolutely summable, if we consider only xn 2 .0; x/. It follows that detB�.xn; �/ �
detBC.xn; �/ is absolutely summable and that detBC.xn; �/ is bounded away from 0.
Therefore,

P
xn2.0;x/

j
detB�.xn;�/
detBC.xn;�/

� 1j is convergent which, as is well known, implies our
claim.

For � 62 ƒ we define the function

�.x; �/ D P.x; �/ exp
�
2i
Z
.0;x/

�
Im.qc;12/ � � Im.wc;12/

��
;

where qc;12 and wc;12 denote the continuous parts of the (local) measures q12 and w12,
respectively. Note that �.�; �/ is left-continuous and that

�C.x; �/ D �.x; �/ detB�.x; �/= detBC.x; �/:

Also, �.x; �/ D 1 when q and w are real. Since B˙.x; �/ D �B�.x; x�/� we have

detB˙.x; �/ D detB�.x; x�/:

This implies immediately that

�.x; �/�.x; x�/ D 1: (2.2)

Lemma 2.2. Suppose � 62ƒ. Let u be a balanced solution of Ju0C quD �wu and define
v�.x/ D �.x; x�/u�.x/. Then v D v#, the balanced version of v�, satisfies Jv0 C qv D
x�wv and v.0/ D u.0/.

Proof. To prove that v satisfies the differential equation, we will show that the measure
Jv0C qv � x�wv is the zero measure. We will do this in two steps. First we will show that
it is a continuous measure, i.e. .J v0 C qv � x�wv/.¹xº/ D 0 for all x, and then complete
the proof by showing that .J v0 C qv � x�wv/..0; x// D 0. We know that

BC.x; �/u
C.x/ D B�.x; �/u

�.x/ (2.3)

and we have to show that

BC.x; x�/�
C.x; x�/uC.x/ D B�.x; x�/�.x; x�/u�.x/: (2.4)

As mentioned above we have B˙.x; x�/ D �B�.x; �/� D �B�.x; �/>. We therefore
get from equation (2.3) that

J�1B�.x; x�/
>uC.x/ D J�1BC.x; x�/

>u�.x/:
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Next note that, for any invertible 2 � 2-matrix M we have .detM/M�1 D J�1M>J

which leads to

�C.x; x�/B�.x; x�/
�1J�1uC.x/ D �.x; x�/BC.x; x�/

�1J�1u�.x/:

Finally, for any 2 � 2-matrix M we have .J CM/J.J �M/ D .J �M/J.J CM/

which implies that B�.x; x�/BC.x; x�/�1J�1 D J�1BC.x; x�/�1B�.x; x�/. Applying this
to the previous identity we get equation (2.4) and hence that the measure Jv0C qv � x�wv
is continuous.

Next, define the set A D ¹y 2 .0; x/ W �q.y/ D 0 D �w.y/º. Since the complement
Ac of A is countable we have

R
.0;x/

.J v0 C .q � x�w/v/ D
R
A
.J v0 C .q � x�w/v/. The

measures v0 and .v�/0 are identical and, on A, we have �C D �� D � as well as uC D u�.
ThereforeZ

A

�
Jv0 C .q � x�w/v

�
D

Z
A

�
� 0.�; x�/J NuC �.�; x�/

�
J Nu0 C .q � x�w/ Nu

��
:

Since q D Nq � 2i Im q12J and w D Nw � 2i Imw12J we obtain

J Nu0 C .q � x�w/ Nu D �2i.Im q12 � x� Imw12/J Nu:

This implies thatZ
A

�
Jv0 C .q � x�w/v

�
D

Z
A

�
� 0.�; x�/ � 2i.Im q12 � x� Imw12/�.�; x�/

�
J Nu:

Our definition of � shows now that
R
A
.J v0 C .q � x�w/v/ D 0 and thus that Jv0 C qv D

x�wv.
The claim about the initial condition of u and v follows since �.0; �/ D 1.

In the following, we will have frequent need for Green’s formula or Lagrange’s iden-
tity, a major tool of spectral theory. It still works under our present hypotheses (see [4,
equation (3.3)]) and states that

.v�Ju/�.d/ � .v�Ju/C.c/ D

Z
.c;d/

.v�wf � g�wu/ (2.5)

provided that v;g;u;f 2L2.w/, Jv0C qvDwg, and Ju0C quDwf on .c;d/� .0;b/.

Lemma 2.3. Suppose � 62 ƒ, u and v satisfy Ju0 C qu D �wu and Jv0 C qv D x�wv,
respectively, and v.0/ D u.0/. If �.�; �/ is bounded and bounded away from 0, then u 2
L2.w/ if and only if v 2 L2.w/.

Proof. There is nothing to prove when � 2 R. Therefore we may assume that Im.�/ ¤ 0.
For a C2-valued function y of locally bounded variation define kyk2x D

R
.0;x/

y�wy.
Choosing .u; f / D .v; g/ D .u; �u/ in Lagrange’s identity (2.5) gives

kuk2x D
1

2i Im�

�
.u�Ju/.x/ � .u�Ju/.0/

�
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whenever x is a point of continuity. Similarly,

kvk2x D
�1

2i Im�

�
.v�Jv/.x/ � .v�Jv/.0/

�
:

Since the existence and uniqueness theorem for initial value problems is in force when
� 62 ƒ and since x is a point of continuity, Lemma 2.2 shows that v.x/ D �.x; x�/u.x/.
This gives

kvk2x D
ˇ̌
�.x; x�/

ˇ̌2
kuk2x �

1

2i Im�

�ˇ̌
�.x; x�/

ˇ̌2
� 1

�
.u�Ju/.0/

where we used equation (2.2).
Equation (2.2) shows also that j�.x;x�/jD1=j�.x;�/jwhich is bounded by our hypoth-

esis. Thus, if x 7! kuk2x is bounded then so is x 7! kvk2x . The other direction is, of course,
proved in the same way.

When �.�; �/ is bounded and bounded away from zero we have therefore that all solu-
tions of Ju0 C qu D �wu are in L2.w/ if and only if the same is true for all solutions of
Ju0 C qu D x�wu.

Theorem 2.4. Suppose �0 and x�0 are in C n ƒ and � 2 C. If all solutions of Ju0 C
qu D �0wu and all solutions of Ju0 C qu D �0wu are in L2.w/, then any solution of
Ju0 C qu D �wu is also in L2.w/. In particular, nC D n� D 2 � dim L0.

Proof. We define the norm kukc;d by setting

kukc;d D

Z
.c;d/

u�wu

whenever c and d are points of continuity.
For � D �0 and � D x�0 let U.�; �/ be the fundamental matrix for Ju0 C qu D �wu

satisfying U.0; �/ D 1 and denote the first and second column of U.�; �/ by '.�; �/ and
 .�; �/, respectively. These are elements of L2.w/ and therefore we may choose c so
large that k'.�; �0/kc;d and k .�; �0/kc;d as well as k'.�; x�0/kc;d and k .�; x�0/kc;d are
smaller than M D 1=.2

p
j� � �0j/ for all d 2 .c; b/.

Now suppose that Ju0 C qu D �wu or, equivalently,

Ju0 C .q � �0w/u D .� � �0/wu:

Then, according to the variation of constants formula (cf. [4, Lemma 3.3]), there is a vector
.˛; ˇ/> 2 C2 such that

u.x/ D U.x; �0/

�� ˛
ˇ

�
C .� � �0/J

�1

Z
.c;x/

U.�; �0/
�wu

�
whenever x � c is a point of continuity.
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Set .x/ D
R
.c;x/

'.�; �0/
�wu and ı.x/ D

R
.c;x/

 .�; �0/
�wu. Then we have, by

Cauchy–Schwarz, j.x/j �Mkukc;d and jı.x/j �Mkukc;d as long as x 2 .c; d/. From
Minkowski’s inequality we get

kukc;d �
�
j˛j C j� � �0jMkukc;d

�
M C

�
jˇj C j� � �0jMkukc;d

�
M:

With our definition of M this yields

kukc;d � 2
�
j˛j C jˇj

�
M:

Here the right hand side is independent of d and this implies that u 2 L2.w/.

3. The limit-point/limit-circle classification

We consider the first-order system

Ju0 C qu D �wu

when � is a fixed number in C nR.

3.1. No bad points exist for �

In this section we assume that B˙.x; �/ are invertible for all x 2 .0; b/, i.e., � 62 ƒ.
Under this assumption we can uniquely solve any initial value problem with the initial
condition posed at 0. Accordingly we define the fundamental matrix U.�; �/ to be that
solution of Ju0 C qu D �wu which satisfies the initial condition U.0; �/ D

�
cos˛ � sin˛
sin˛ cos˛

�
for some fixed ˛ 2 Œ0; �/. We also denote the first and second columns of U.�; �/ by
'.�; �/ and  .�; �/, respectively. For a fixed c 2 .0; b/, a point of continuity, we now ask
for which numbersm the function �m.�; �/D U.�; �/

�
1
m

�
satisfies the boundary condition

.cosˇ; sinˇ/�m.c; �/ D 0 for ˇ 2 Œ0; �/.
Setting zD cot.ˇ/,ADU11.c;�/,B DU21.c;�/,C DU12.c;�/, andDDU22.c;�/,

this is equivalent to the requirement

.z; 1/

�
A C

B D

��
1

m

�
D 0

which yields the Möbius transform5

m D �
Az C B

Cz CD

whose inverse is
z D �

DmC B

CmC A
:

5U.c; �/ D
�
A C
B D

�
is invertible for every c 2 .a; b/.



The limit-point/limit-circle classification 755

The Möbius transform m.z/ maps the real line6 either onto a circle or else a straight line.
For z 2 R it follows from z D Nz that m must satisfy the equation

.C xD � xCD/jmj2 C .A xD � B xC/ NmC . xBC � xAD/mC A xB � xAB D 0: (3.1)

If C xD � xCD ¤ 0 equation (3.1) implies that jm � Qmj2 D r2 where

Qm D
B xC � A xD

C xD � xCD
and r D

ˇ̌̌̌
AD � BC

C xD � xCD

ˇ̌̌̌
:

Thus m describes a circle centered at Qm with radius r . Of course, Qm and r depend on c
and �. We denote the disk ¹m 2 C W jm � Qmj � rº by D.c; �/.

If C xD � xCD D 0 we learn from (3.1) that

% Nm � x%mC � D 2i Im.%/Re.m/ � 2i Re.%/ Im.m/C � D 0;

where % D A xD � B xC and � D A xB � xAB 2 iR. Thus m describes a straight line with
slope Im.%/=Re.%/. We will later see that % D 1, so that the line is horizontal.

Next note that the expression on the left of (3.1) equals �m.c; �/�J�m.c; �/ while

C xD � xCD D  .c; �/�J .c; �/: (3.2)

Let us introduce the norm kukc by setting kuk2c D
R
.0;c/

u�wu and use Lagrange’s iden-
tity (2.5) to bring the norms of �m.�; �/ and  .�; �/ into the game. Since

�m.0; �/
�J�m.0; �/ D �2i Im.m/

Lagrange’s identity gives

�m.c; �/
�J�m.c; �/C 2i Im.m/ D 2i Im.�/

�m.�; �/2c
upon choosing .u; f / D .v; g/ D .�m.�; �/; ��m.�; �//. Similarly,

 .c; �/�J .c; �/ D 2i Im.�/
 .�; �/2

c
(3.3)

using .u; f / D .v; g/ D . .�; �/; � .�; �// and  .0; �/�J .0; �/ D 0.
When k .�; �/kc ¤ 0, i.e., when m.R/ is a circle, equation (3.1) becomes�m.�; �/2c � Im.m/

Im.�/
D
�
jm � Qmj2 � r2

� .�; �/2
c
D 0:

Note that the left equation here holds for allm 2 C. Therefore,m 2D.c; �/ if and only if�m.�; �/2c � Im.m/
Im.�/

:

6We are a little imprecise here (and elsewhere), it is actually the one-point compactification of the real
line we have in mind.
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When k .�; �/kc D 0 and m.R/ is a line, we get instead

Im.�/
�m.�; �/2c � Im.m/ D Im.%/Re.m/ � Re.%/ Im.m/C

�

2i
D 0:

Since k�m.�;�/kc D k'.�;�/kc does not depend onm and since the first of these equations
holds for all m 2 C, we see that % D 1, i.e., the line m.R/ is horizontal and is given by
Im.m/ D �=.2i/. Moreover, choosing m on this line shows that

k'.�; �/k2c D
Im.m/
Im.�/

D
�.c; �/

2i Im.�/
: (3.4)

We denote the half-plane ¹m 2 C W �.c; �/=.2i Im.�// � Im.m/= Im.�/º by H.c; �/.
We shall now allow c to vary. Suppose c0 < c, k .�; �/kc D 0, andm 2H.c;�/. Then

we have '.�; �/2
c0
�
'.�; �/2

c
�

Im.m/
Im.�/

:

This means the pointm is also inH.c0;�/. In other words,H.c;�/ is contained inH.c0;�/
for c0 � c and Im.�.�; �// is a monotone function. We define �.b; �/ D limc!b �.c; �/

(which may be˙i1), when k .�; �/kc D 0 for all c.
Similarly, if k .�;�/kc0 > 0 andm 2D.c;�/where c > c0, we also havem 2D.c0;�/,

i.e., D.c; �/ is contained in D.c0; �/ for c0 � c. The radii r.c; �/ are non-increasing as c
tends to b and we define r.b; �/ D limc!b r.c; �/.

Finally, if k .�; �/kc0 D 0 but k .�; �/kc > 0 (implying that c0 < c) then D.c; �/ �
H.c0; �/. In this case a half-plane shrinks to a disk as x increases from c0 to c. Perhaps
it is worthwhile mentioning that on the Riemann sphere the inverse images, under stereo-
graphic projection, of both half-planes and disks are disks7 on the sphere.

Now suppose that k .�; �/kc D 0 for all c implying that the definiteness condition is
violated. ThenH.b;�/D

T
0<c<bH.c;�/ is either empty or equal to a half-plane. On the

other hand, if k .�; �/kc is eventually positive, the disks D.c; �/ shrink down to a disk or
a singleton, which, in either case, we call D.b; �/.

The first consequence of these considerations is stated in the following lemma.

Lemma 3.1. If � 62ƒ, the equation Ju0C quD �wu has at least one non-trivial solution
in L2.w/.

Proof. If k .�;�/kD 0, then .�;�/ is a non-trivial solution in L2.w/. Otherwise �m.�;�/
is in L2.w/ when m is chosen in D.b; �/.

We will now investigate the relationship between the Möbius transform associated
with � and the one associated with x�. First recall that x� is not in ƒ if � is not in ƒ since,
as mentioned above, ƒ is symmetric with respect to the real axis. Let A D U11.c; x�/,
B D U21.c; x�/, C D U12.c; x�/, and D D U22.c; x�/. Then, as c is a point of continuity,

7A disk on a sphere is the intersection of a ball with the sphere.
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Lemma 2.2 gives

C xD � xCD D  .c; x�/�J .c; x�/ D
ˇ̌
�.c; x�/

ˇ̌2
 .c; �/�J .c; �/

D
ˇ̌
�.c; x�/

ˇ̌2
. xCD � C xD/: (3.5)

Similarly we have

A xD �B xC D
ˇ̌
�.c; x�/

ˇ̌2
. xAD � xBC/ and A xB � xAB D

ˇ̌
�.c; x�/

ˇ̌2
. xAB � A xB/:

We also need to consider AD �BC D  .c; x�/>J'.c; x�/. Here we get

AD �BC D �.c; x�/2 .c; �/>J'.c; �/ D �.c; x�/2.AD � BC/:

These observations show that the disk D.c; x�/ is the conjugate of the disk D.c; �/ and
the half-plane H.c; x�/ is the conjugate of H.c; �/ (whichever the case may be). In par-
ticular, r.c; x�/ D r.c; �/. For this radius we will now obtain another expression again
with the help of Lagrange’s identity (2.5). Let .v; g/ D . .�; x�/; x� .�; x�// and .u; f / D
.�.�; �/; ��.�; �//. Then

 .c; x�/�J�.c; �/ �  .0; x�/�J�.0; �/

D

Z
Œ0;c/

�
 .�; x�/�w

�
��.�; �/

�
�
�
x� .�; x�/

��
w�.�; �/

�
:

Clearly, the integral on the right is zero and .0;x�/�J�.0;�/D1. Hence, using Lemma 2.2
and equation (2.2),

1 D  .c; x�/�J�.c; �/ D �.c; x�/ .c; �/>J�.c; �/ D
AD � BC

�.c; �/
:

This implies

r.c; �/ D

ˇ̌
�.c; �/

ˇ̌
2
ˇ̌
Im.�/

ˇ̌ .�; �/2
c

D

ˇ̌
�.c; x�/

ˇ̌
2
ˇ̌
Im.x�/

ˇ̌ .�; x�/2
c

D r.c; x�/: (3.6)

We are now in a position to harvest the fruits of our labor. Our next result resembles
Weyl’s classical limit-point/limit-circle alternative.

Theorem 3.2. Suppose that the definiteness condition holds, that nCDn� and that � 62ƒ.
Then we have the following dichotomy.

(1) D.b;�/ has positive radius, if and only if k .�; �/k<1. In this case all solutions
of Ju0 C qu D �wu are in L2.w/, i.e., we have n˙ D 2.

(2) D.b; �/ is a singleton, say ¹m0º, if and only if k .�; �/k D 1. In this case we
have that �m0.�; �/ 2 L2.w/ and n˙ D 1.

Proof. First note that L0 D ¹0º implies that  .�; �/ cannot have 0 norm and therefore we
will eventually have disks rather than half-planes. Also the two statements are contrapos-
itives of each other, so we need to prove only the forward direction of each.
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If the setD.b;�/ is a proper disk, it contains two pointsm1 andm2. Then �m1.�;�/ and
�m2.�; �/ are linearly independent elements of L2.w/. Any other solution of Ju0 C qu D
�wu, in particular  .�; �/, is a linear combination of these two and hence also in L2.w/

and we have n˙ D 2.
IfD.b;�/D ¹m0º, then r.b; �/D r.b;x�/D 0. Assume, by way of contradiction, that

 .�;�/ has finite norm. Since �m0.�;�/, which also has finite norm, and .�;�/ are linearly
independent, we have n˙ D 2 and hence that  .�; x�/ also has finite norm. But now (3.6)
implies that limc!b j�.c; �/j D 0 as well as limc!b j�.c; x�/j D 0. This is impossible and
proves that k .�; �/k D 1.

In the case when the definiteness condition is violated but we still have nC D n� the
situation is similar to what we just proved.

Theorem 3.3. Suppose that the definiteness condition does not hold, but that nC D n�
and that � 62 ƒ. Then we have the following four cases.

(1) Assume k .�; �/k D 0.

(a) H.b; �/ is a half-plane if and only if k'.�; �/k < 1. In this case we have
n˙ D 1.

(b) H.b; �/ is empty if and only if k'.�; �/k D 1. In this case we have n˙ D 0.

(2) Assume k .�; �/k > 0.

(a) D.b;�/ has positive radius if and only if k .�; �/k<1. In this case we have
n˙ D 1.

(b) D.b; �/ is a singleton, say ¹m0º, if and only if k .�; �/k D 1. In this case
we have n˙ D 0.

Proof. First assume that k .�; �/k D 0 when we only deal with half-planes. Our claims
in (1) follow from (3.4).

If k .�;�/k> 0we have, eventually, disks to consider. IfD.b;�/ is a proper disk, then
all solutions of Ju0 C qu D �wu are in L2.w/, particularly  .�; �/. Since dim L0 D 1

we have n˙ D 1.
IfD.b;�/D ¹m0º, we repeat the corresponding argument in the proof of Theorem 3.2

to show that k .�; �/k is indeed infinite. The norm of �m0.�; �/ is 0 and hence n˙ D 0.

We asked in Theorems 3.2 and 3.3 that nC D n�. We now investigate under what
conditions this assumption fails.

Theorem 3.4. nC ¤ n� if and only if exactly one of k .�; �/k and k .�; x�/k is infinite.

Proof. First we need to emphasize that k .�; �/k D 0 if and only if k .�;x�/k D 0. Indeed,
it follows from (3.2) and (3.5) that .�; x�/2

c
D

C xD � xCD

2i Im.x�/
D
ˇ̌
�.c; x�/

ˇ̌2 xCD � C xD
2i Im.x�/

D
ˇ̌
�.c; x�/

ˇ̌2 .�; �/2
c

which proves the claim.
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Now suppose that 0< k .�;�/k<1 and k .�;x�/kD1. The latter assumption means
that the deficiency index for the half-plane containing x� is 1� dim L0 and that D.b; x�/ is
a singleton. HenceD.b;�/D ¹m0º is also a singleton. But since �m0.�; �/ and  .�; �/ are
linearly independent the deficiency index for the half-plane containing � is 2 � dim L0.
This proves one direction of our claim.

To prove the converse, we distinguish three cases. (1) k .�; �/k D k .�; x�/k D 0,
(2) 0 < k .�; �/k; k .�; x�/k <1, and (3) k .�; �/k D k .�; x�/k D 1. In case (1), we
have nC D n� D 0 if H.b; �/ D ; and nC D n� D 1 if H.b; �/ ¤ ;. In case (2), we
obtain from (3.6) that j�.c; �/j and j�.c; x�/j have finite, non-zero limits as c tend to b.
Now Lemma 2.3 shows that nC D n�. In case (3), each of the equations Ju0C quD �wu
and Jv0 C qv D x�wv has one solution of finite norm and one solution of infinite norm.
This implies that nC D 1 � dim L0 D n�.

Corollary 3.5. If nC ¤ n�, then one of j�.c; �/j and j�.c; x�/j tends to 0 and the other
to infinity as c tends to b. In particular, if j�.c; �/j does not have a limit (in Œ0;1�) as c
tends to b, then nC D n�.

Proof. By Theorem 3.4 we may assume, without loss of generality, that k .�; �/k <1
and k .�; x�/k D 1. Using (3.3) and (3.5) gives that .�; �/2

c .�; x�/2
c

D
1ˇ̌

�.c; x�/
ˇ̌2 D ˇ̌�.c; �/ˇ̌2

tends to 0 as c tends to b.

We close this section with two examples.

Example 3.6. This is essentially Example 5.30 of Lesch and Malamud [5]. It shows that
nC may indeed be different from n�. Let b D1, ˛ D 0, q D

�
0 0
0 0

�
and

w D

�
1C

a

x2 C 1

�
1C iJ with a � 0:

We have

U.x; �/ D ei�x

 
cos

�
�t.x/

�
sin
�
�t.x/

�
� sin

�
�t.x/

�
cos

�
�t.x/

�!
where t .x/ D x C a arctan.x/. L0 is spanned by the constant function .1;�i/> when
a D 0 but for a > 0 the problem is definite, i.e., L0 D ¹0º. We have �.x; �/ D exp.2i�x/
which tends to 0 when Im.�/ > 0 and to infinity when Im.�/ < 0. For � in the upper
half-plane  .�; �/ is in L2.w/ and hence all solutions are. For � in the lower half-plane
only the multiples of ��i.�; �/ are in L2.w/.

Example 3.7. This example shows that we may still have nC D n� even though �.c; �/
tends to 0 or1 as c tends to b. Let b D1, ˛ D 0, q D

�
0 0
0 0

�
and w D

�
4 �i
i 1

�
. Then

U.x; �/ D ei�x
�

cos.2�x/ 1
2

sin.2�x/
�2 sin.2�x/ cos.2�x/

�
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and  .�; �/2
c
D .e2c Im.�/

� e�6c Im.�//=
�
8 Im.�/

�
:

This tends to infinity as c tends to infinity regardless of whether Im.�/ > 0 or Im.�/ < 0.
On the other hand �m.�; �/ has finite norm when m D 2i Im.�/=j Im.�/j. Hence nC D
n� D 1.

3.2. Bad points are present for �

In this section, we show that one must avoid to take a � 2 ƒ when trying to determine the
deficiency indices from the behavior of the Weyl disks since, regardless of the nature of
the endpoint b, the limit-point situation prevails.

This is most easily made clear by considering some simple examples. We choose
b D1, ˛ D 0, q D

�
0 2i
�2i 2

�
ı1 and w D

�
2 0
0 0

�
ı1 where ı1 is the Dirac measure con-

centrated at 1. Note that b D 1 is a regular endpoint. Then B�.1; 2i/ is not invertible
but BC.1; 2i/ is. Consequently, one may extend any solution on .0; 1/ to .0;1/. How-
ever, since B�.1; 2i/ has only rank 1 the same is true for U.c; 2i/D BC.1; 2i/�1B�.1; 2i/
when c > 1. Here the first column is '.c; 2i/ and the second is  .c; 2i/. In fact

'.c; 2i/ D �.1C i/ .c; 2i/:

ThereforemD 1C i gives �m.c;2i/D 0 for c > 1 and this satisfies the boundary condition
.cosˇ; sinˇ/�m.c; 2i/ D 0 for any ˇ.

Next consider bD1, ˛D 0, qD
�
0 �2i
2i 2

�
ı1 andwD

�
2 0
0 0

�
ı1. In this caseBC.1;2i/ is

not invertible but B�.1; 2i/ is. Now neither B�.1; 2i/'�.1; 2i/ nor B�.1; 2i/ �.1; 2i/ are
in the range ofBC.1; 2i/ and it is impossible to define these functions on all of .0;1/. But
the linear combination '.�; �/Cm .�; �/ wheremD 1C i can be extended from .0; 1/ to
.0;1/ in infinitely many ways since we may add a solution of Ju0 C qu D 2iwu which
is 0 on .0; 1/ and satisfies uC.1/ 2 kerBC.1; 2i/. One of these will satisfy the boundary
condition at c but the value of m is unaffected by this. Thus again m is simply a point,
indeed m D 1C i.

If B�.x; �/ is always invertible we could also determine the Weyl–Titchmarsh coeffi-
cientm in the following way. Define �.�; �/ as the solution of Ju0C quD �wu satisfying
the initial condition �.c; �/ D .� sin ˇ; cos ˇ/>. We now ask for which factor p can we
satisfy the condition U.0; �/

�
1
m

�
D p�.0; �/ instead of asking which linear combination

� of ' and  satisfies the boundary condition .cosˇ; sinˇ/�.c; �/D 0. This is equivalent
to the requirement �

1

m

�
D p

�
cos˛ sin˛
� sin˛ cos˛

�
�.0; �/

and yields

m D
�2.0; �/ cos˛ � �1.0; �/ sin˛
�2.0; �/ sin˛ C �1.0; �/ cos˛

: (3.7)

In the above example we get, as expected, m D 1C i. In fact, if there are no bad points
for �, it is easy to see that the Weyl–Titchmarsh coefficient m obtained in Section 3.1 is
the same as the one given by (3.7).
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We conclude by remarking that it may also happen that B�.x; �/ and BC.x; �/ fail to
be invertible simultaneously. In this context the following observation is interesting.

Theorem 3.8. If the entries of �q.x/ and �w.x/ are real and one of the matrices
B˙.x;�/ is not invertible, then neither is the other one. Conversely, if both of the matrices
B˙.x; �/ fail to be invertible for some non-real �, then the entries of �q.x/ and �w.x/
are real.

Proof. This follows immediately from equation (2.1) which states

detB�.x; �/ � detBC.x; �/ D 2i
�

Im�q.x/12 � � Im�w.x/12
�
:
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