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Translation surfaces: Dynamics and Hodge theory

Simion Filip

Abstract. A translation surface is a multifaceted object that can be studied with the tools of dynam-
ics, analysis, or algebraic geometry. Moduli spaces of translation surfaces exhibit equally rich
features. This survey provides an introduction to the subject and describes some developments that
make use of Hodge theory to establish algebraization and finiteness statements in moduli spaces of
translation surfaces.
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1. Introduction

Riemann surfaces are mathematical jewels that shine brightly regardless of the angle from
which we are looking at them. To Mumford’s list ([98, Lecture 1]) of algebraic curves,
complex-analytic 1-manifolds, and constant curvature surfaces, one can add translation
surfaces. Translation surfaces can be defined either as polygons in the plane glued accord-
ing to simple rules, or as algebraic curves with an abelian differential. The relationship
between these two points of view is highly transcendental and is at the heart of a fruitful
exchange between the two theories.

The polygonal point of view arises naturally in low-dimensional dynamical systems
such as billiards or interval exchange transformations. A productive way to understand
the dynamics on an individual translation surface is to study the moduli spaces of all such
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surfaces and a natural dynamical system on it given by the action of the group GL2.R/.
While the definition of the GL2.R/-action is far removed from algebraic geometry, its
properties are closely related to Hodge theory and hence to the algebraic geometry of
Riemann surfaces. This survey presents an overview of these ideas and connections.

Translation surfaces. To give on a compact Riemann surfaceX a holomorphic 1-form !

is the same as to give a collection of charts on X to C, such that the transition maps are
translations; the charts are allowed to be ramified at finitely many points corresponding to
the zeros of ! and are given locally by z 7!

R z
z0
!. These special charts of .X; !/ have

an echo in the moduli space �Mg.�/ of genus g Riemann surfaces with holomorphic
1-forms having zeros of multiplicities � D .k1; : : : ; kn/. Indeed these moduli spaces are
themselves locally modeled on complex vector spaces, with linear transition functions
between charts that are called “period coordinates”.

The action of GL2.R/ is locally in period coordinates given by a diagonal action on
a product of copies of C Š R2, or explicitly and more globally in terms of the real and
imaginary parts of the holomorphic 1-form:�

a b

c d

� �
Re!
Im!

�
D

�
aRe! C b Im!

c Re! C d Im!

�
:

The subgroup SL2.R/ preserves a natural Lebesgue-class probability measure constructed
by Masur [79] and Veech [106]. The Hopf argument, a standard tool in ergodic theory,
implies that already the diagonal subgroup acts ergodically. So, in the measure-theoretic
sense most orbits are dense. The first SL2.R/-closed orbits, or equivalently translation sur-
faces .X;!/whose stabilizers are lattices, were discovered by Veech [108] who also estab-
lished striking properties of the straight-line flow on such surfaces. After analogues of
Ratner’s measure and topological rigidity theorems [100] were established by McMullen
in genus 2 [86], Eskin, Mirzakhani, and Mohammadi [47,48] proved the following result.

Theorem 1 (Topological and measure rigidity). For any .X;!/ 2 �Mg.�/, its GL2.R/-
orbit closure M WD GL2.R/ � .X; !/ is locally in period coordinates a linear manifold.
Furthermore, any ergodic SL2.R/-invariant probability measure is supported on a codi-
mension 1 submanifold of such an orbit closure, and is of Lebesgue class on it.

McMullen [83] also discovered that in genus 2, interesting orbit closures parametrize Rie-
mann surfaces whose Jacobians have real multiplication. Möller [94] proved that over the
lowest-dimensional orbit closures, the zeros of the holomorphic 1-forms must map to tor-
sion points on (a factor of) the Jacobian. These results were extended to all orbit closures
in [49,50] and used to characterize orbit closures and hence prove that they have a purely
algebro-geometric description.

Theorem 2 (Real multiplication, torsion, and algebraicity). Let M be an orbit closure as
in Theorem 1. Then there exists a factor F � J of the relative Jacobian over M, and a
subgroup � of the free abelian group on the zeros of the 1-forms, such that:
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• (real multiplication) the factor F admits real multiplication by a totally real number
field;

• (torsion) the Abel–Jacobi map, possibly twisted by real multiplication:

AJ W � ! F

maps the subgroup � to a torsion subgroup of F ;

• (algebraicity) these conditions, combined with a dimension bound, characterize the
locus M inside the ambient moduli space.

In particular, M is an algebraic subvariety defined over xQ.

Note that the orbit closure might be the entire moduli space, so the factor F is non-
empty but not necessarily proper, and the totally real number field might well be Q.
Similarly, the subgroup � might be trivial.

Typical and atypical orbit closures. Because an orbit closure M is characterized in The-
orem 2 by imposing certain algebro-geometric conditions, it is tempting to try to construct
one by imposing those conditions and studying the locus where the conditions hold. This
only yields an orbit closure if a further dimension bound is attained. In analogy with
results in unlikely intersections and the Zilber–Pink conjectures, see [19] in particular,
we will call an orbit closure typical if its dimension agrees with the expected dimension
by intersecting the Hodge loci, and atypical otherwise. It is natural to extend the notion
of (a)typical to the relative situation of an orbit closure N containing another M. In this
language, the main results in [43] give:

Theorem 3 (Finiteness of atypical, abundance of typical). Every orbit closure N con-
tains only finitely many maximal atypical suborbit closures. If an orbit closure N admits
relatively typical suborbit closures, then those are dense in N .

In the statement, “maximal” means with respect to inclusion. Not all orbit closures admit
typical suborbit closures, and those that do have a straightforward characterization of
numerical invariants, see Theorem 5.1.7. Note that the formulation of Theorem 3 in terms
of the typical/atypical dichotomy is not how the results were originally stated in [43].

Algebraic hulls. A key tool in the proof of Theorem 3 is the notion of algebraic hull
of a dynamical system, and which can be applied, in particular, to orbit closures for the
GL2.R/-action. It is feasible to compute the algebraic hull in this situation because of its
rigidity properties established in [49], namely that measurable and “polynomial” algebraic
hulls coincide. It also turns out that relative (a)typicality can be formulated in terms of the
algebraic hull (see Theorem 5.4.5), and to establish finiteness of atypical it suffices to
instead establish that algebraic hulls appropriately equidistribute.

These equidistribution results of the algebraic hull can in particular be used to establish
further dynamical properties of orbit closures.
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Theorem 4 (Monodromy and Lyapunov spectrum of square-tiled surfaces). For a square-
tiled surface .X; !/ denote by T.X;!/ its orbit closure. Then for all square-tiled .X; !/ in
a fixed stratum �Mg.�/ and outside finitely many proper, atypical suborbit closures, the
Zariski closure of monodromy over T.X;!/ is isomorphic to SL2.R/� Sp2g�2.R/, and the
Lyapunov spectrum is simple.

Square-tiled surfaces yield typical closed orbits and are a particularly well-studied class,
see Section 4.6.4 for a discussion, and Theorem 5.4.7 for a proof of the above result.

Meromorphic strata; compactifications; classification. Although the bulk of the sur-
vey is dedicated to explaining the context and techniques behind the above results, we give
a broader discussion of the geometry of translation surfaces and their moduli spaces. In
particular, we give a brief overview of the recent work of Bainbridge, Chen, Gendron, Gru-
shevsky, and Möller [12, 14] on compactifications of strata of holomorphic differentials,
and the adjacent notion of meromorphic (and more generally multiscale) differentials.

These tools ought to be especially useful for the question of classifying or giving
restrictions for orbit closures. We include an overview of some of the known techniques
as well.

Bialgebraic geometry. With the benefit of hindsight, one can view the period coordinates
on strata and the related finiteness questions within the emerging framework of “bialge-
braic geometry”, see [71] for an introduction. Finiteness results analogous to Theorem 3
were established by Baldi, Klingler, and Ullmo [19] in a broader Hodge-theoretic setting,
and very closely related methods and results were developed by Bader, Fisher, Miller, and
Stover [10] in the context of hyperbolic manifolds and their totally geodesic submanifolds.
It is natural to wonder: can these methods and results be put into a common framework?
For some questions related to the bialgebraic geometry of strata of translation surfaces,
see the recent work of Klingler and Lerer [70].

Overview of this text

We have included a number of questions for further investigation, some quite precise and
others more open-ended. These questions are included throughout the text, at places where
they fit naturally with the narrative.

Translation surfaces. We start in Section 2 with the definition and some illustrative
examples of translation surfaces. Examples are selected from the dynamics of billiards
in polygons and classical algebraic geometry. Our exposition is necessarily brief, as there
are now many excellent treatments in the literature.

Moduli spaces. Strata parametrizing translation surfaces with a specified number and
multiplicity of zeros are introduced in Section 3. One of their key features is the presence
of period coordinates, described in Section 3.1. These coordinate systems endow strata
with a locally linear structure and can be seen as a moduli space counterpart to the local
flat geometry of a translation surface. An overview of known topological properties of
strata is included.
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We turn to the GL2.R/-action in Section 3.2 and illustrate its significance with some
classical applications to the ergodic theory of billiards. Strata of meromorphic translation
surfaces are described briefly in Section 3.3, complemented by a discussion of an example
of Bakker–Mullane [18] of a closed, linear submanifold of a meromorphic stratum which
is not algebraic. We end with an overview in Section 3.4 of algebro-geometric compacti-
fications of strata.

Orbit closures. We introduce linear manifolds in Section 4.1 and describe the mea-
sure and topological rigidity results of Eskin, Mirzakhani, and Mohammadi. The discus-
sion includes Example 4.1.10 of an orbit closure with self-intersection along a smaller-
dimensional one.

Background in Hodge theory is provided in Section 4.3, followed by a discussion
of Hodge-theoretic rigidity results in Section 4.4. These rigidity results provide analytic
control of measurable equivariant bundles and establish their real-analyticity and compat-
ibility with the Hodge structure. With these properties in hand, we describe in Section 4.5
a characterization of orbit closures in terms of real multiplication and torsion conditions
on factors of Jacobians. Some examples are included in Section 4.6.

Finiteness results. We introduce the typical–atypical dichotomy in Section 5.1 and use
this point of view to state in Section 5 optimal results on finiteness of atypical and abun-
dance of typical orbit closures. While the abundance results are by now well understood,
to prove finiteness we need an additional tool: the algebraic hull, introduced in Section 5.2.
After deducing, based on Hodge-theoretic rigidity, the necessary results on algebraic hulls
in Section 5.3, we establish the finiteness theorems in Section 5.4.

Classification. We end this survey with a brief overview of classification questions in
Section 6. Results based on Wright’s cylinder deformation theorem are included in Sec-
tion 6.1, while results that use arithmetic and algebro-geometric methods are presented in
Section 6.2. We conclude with a discussion of algorithmic questions related to translation
surfaces and their orbit closures in Section 6.3.

Further references. A number of recent developments are not included in this survey and
we include some pointers to the literature. The dynamics of the horocycle flow is surveyed
by Chaika–Weiss [33]. Moduli spaces of dilation surfaces, a generalization of translation
surfaces, are discussed by Apisa, Bainbridge, and Wang in [3]. For results on the dynamics
of the relative foliation, see the work of Calsamiglia, Deroin, and Francaviglia [29] and
Winsor [111].

The reader can choose from a number of excellent surveys devoted to closely related
topics: on the ergodic theory of translation surfaces and their moduli spaces, see the sur-
veys of Masur–Tabachnikov [81], Zorich [119], and Forni–Matheus [58]; for an exposition
of the work of Eskin–Mirzakhani–Mohammadi [47, 48] see the report of Quint [99]; for
Teichmüller curves, the surveys of Hubert–Schmidt [66] and McMullen [89]; for gen-
eral orbit closures, see Wright’s survey [115]; for an algebro-geometric point of view see
Möller’s report [97] and Chen’s lecture notes [34].
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2. Translation surfaces

There are many equivalent definitions of a translation surface, but we have to start some-
where and we will take it to mean: a pair .X;!/ consisting of a compact Riemann surface
and a holomorphic 1-form. In practice it is useful to extend the notion and allow mero-
morphic 1-forms, as well as more general stable Riemann surfaces, and introduce marked
points. We shall develop these notions in Section 3.3, but to start with, the reader unfamil-
iar with the subject can restrict to the compact, holomorphic case.

Outline of section. We introduce in Section 2.1 some standard constructions of transla-
tion surfaces, with a view towards examples of orbit closures in moduli spaces that we con-
sider later on. The reader will find a more thorough introduction, with more examples and
relations to various low-dimensional dynamical systems, in the surveys of Zorich [119]
and Masur–Tabachnikov [81]. A thorough treatment of the relations to quasiconformal
maps, Teichmüller theory, and applications to dynamics can be found in the survey of
Forni–Matheus [58].

Some elementary algebro-geometric constructions of translation surfaces are included
in Section 2.2. Throughout this survey, the two parallel points of view of “flat” geometry
and algebraic geometry will frequently interact.

2.1. Dynamics

2.1.1. Gluing polygons. The most immediate way to obtain a translation surface is to
start with a collection of polygons Pi � R2 and specify a gluing of all edges such that
the result is a compact surface, with two requirements: all glued edges are isometric via a
translation in the plane, and the interiors of polygons are on opposite sides of the identified
edges. One can relax the notion of polygon and allow, more generally, “abstract” surfaces
with polygonal boundary that are immersed in R2.

LetX WD .
`
Pi /=� be the resulting surface, withZ0�X the images of vertices of the

polygons. If we fix a basepoint x0 2 X nZ0, we obtain a map from the universal cover to
the plane BX nZ0! R2 Š C, which endows the universal cover, and hence X nZ0, with
the structure of a Riemann surface. It is also immediate to check that the holomorphic 1-
form dz on C descends toX nZ0. A key point is that by standard removable singularities
theorems in complex analysis, the complex-analytic structure extends to X and so does
the holomorphic 1-form, denoted !. Some of the points in Z0 can result in zeros of !,
namely those for which the total sum of angles of the polygons is in 2�N�2. Note that the
sum of angles around any point will be in 2�N, since the gluing is done by translations in
the plane.

A classical example is to start with a parallelogram and identify opposite sides. This
gives a torus, equipped with a complex structure and a nowhere vanishing holomorphic
1-form. Note that the sides of the parallelogram can be recovered, as points in C Š R2,
by integrating the 1-form over topological cycles on the torus.
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Here is an interesting variant of this construction that leads to a genus 2 surface. Take
two parallelograms in R2, not necessarily isometric, and make cuts (aka slits) in each
of them that are isometric. Glue the opposite edges of the parallelograms to obtain tori,
and glue the tori along the “opposite” sides of the slit to obtain a closed surface. The
holomorphic 1-form has two zeros, at the vertices of the slits. See Figure 2.1.2 for an
illustration.

z1

z2

z1

z2

Figure 2.1.2. Two tori glued along parallel and isometric slits.

2.1.3. Billiards. The above construction arises naturally in low-dimensional dynamics.
Start by considering a ball moving without friction on a billiard table in the shape of a
polygon P . When the angles of P are not all rational multiples of � , little is known about
this dynamical system. Even in the case of a triangle, it is expected but not known if a
periodic trajectory exists (avoiding the vertices). We thus restrict to the case of a polygon
with angles in Q� .

For more on irrational billiards, see the survey of Schwartz [102, §5] and references
therein.

2.1.4. Unfolding construction. It is now possible to reduce the dynamics to a straight
line flows on a compact surface, with finitely many singularities. Concretely, let ˆ be
the surface obtained by gluing P and its mirror image along corresponding sides, and
denote by Z � ˆ the vertices. Note that ˆ is homeomorphic to a sphere. The flat metric
on ˆ is induced by the Euclidean one on P , and we have a holonomy representation
�W�1.ˆ nZ/! SO2.R/, by parallel transport along paths. Since SO2.R/ is abelian, the
representation factors through the first homology H1.ˆ nZ/.

Let us also note that everything we said so far works even if the original P had irra-
tional angles. Furthermore, we can allow P to be only immersed, i.e. P can be an abstract
2-manifold with boundary, with marked points on the boundary, equipped with an immer-
sion (i.e. local diffeomorphism) P ! R2 such that pieces of the boundary outside the
marked points go to straight lines.

This construction, introduced in [59] and independently in [117], is usually presented
in more concrete terms by drawing successive reflections of P in its sides. The rational
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angles of P guarantee that only finitely many reflections are necessary, and this immedi-
ately relates to the preceding discussion in Section 2.1.1.

2.1.5. A finite cover. Returning to the holonomy representation �WH1.ˆnZ/!SO2.R/,
if the angles of P are rational multiples of � , then every generator maps to a rotation by
a rational angle. Therefore the image of � is a finite subgroup GP � SO2.R/ and we can
pass to a finiteGP -coverˆh ofˆ, with pointsZh �ˆh branching overZ �ˆ, on which
the holonomy representation is trivial. Geometrically, since ˆh is also tessellated by P
and its reflection, trivial holonomy is equivalent to the sum of angles around points in Zh

being an integral multiple of 2� .
To keep the notation more suggestive, we will denote by .XP ; !P / the Riemann sur-

face obtained by completing ˆh at the finitely many punctures, and equipping it with the
induced holomorphic 1-form.

An illustrative example was analyzed by Veech [108].

2.1.6 Example (Regular polygons). Fix n � 3 and consider the triangle with angles�
�
2
; �
n
; .n�2/�

2n

�
;

and we assume for simplicity that nD 2gC 1 is odd. The surfaceˆ is a sphere, with three
cone points p2; pn; p2n with cone angles

�; 2�
n
; .n�2/�

n
:

The holonomy cover ˆh ! ˆ has degree 2n, there are n preimages of p2 ramified to
order 2, there are 2 preimages of pn ramified to order n, and there is one preimage of p2n
ramified to order 2n. We see that the preimages of p2, pn in ˆh are not cone points
anymore, but the preimage of p2n is a cone point with cone angle .n � 2/.2�/. This
implies that the genus of ˆh is g, where n D 2g C 1, and the holomorphic 1-form on ˆh

has a single zero of order 2g � 2 at the preimage of p2n.
The geometric picture of the holonomy cover ˆh is obtained by gluing the regular

n-gon and its reflected copy, identifying parallel sides, see Figure 2.1.7.

2.1.8. Caution: Unfolding and “sameness”. The construction in Section 2.1.4, applied
to the regular n-gon P , will yield a compact surface which is larger than the one more
traditionally considered, i.e. the one obtained by gluing opposite sides of the n-gon when n
is even, or parallel sides of the polygon and its reflected copy when n is odd. The billiard
trajectories on a regular n-gon are most naturally described on the translation surface
.XP ; !P /.

The distinction arises when we ask what unfoldings of the polygon P in the plane are
“the same”. If we do not ask the marked sides to go to the marked sides under a translation,
then the unfolding construction leads to the smaller surface just described.

2.1.9. Saddle connections and closed trajectories. A translation surface .X;!/ is equip-
ped with a flat metric, with singular points at the zeros of !, where the cone angle
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Figure 2.1.7. The unfolding of the triangle with angles �2 ;
�
7 ;
5�
14 as in Example 2.1.6 and its holon-

omy cover obtained from the regular polygon.

is 2�.k C 1/ if ! has a zero of order k. Globally one can write the metric as
p
�1! ^ x!.

We can therefore speak of geodesics, which we will refer to as straight lines or geodesics.
Two types of geodesics appear frequently: the closed geodesic, and saddle connections

which by definition are geodesics that connect two singular points. In the case of transla-
tion surfaces obtained from billiards, closed geodesics are in bijection with closed billiard
trajectories that avoid vertices of the polygon, and saddle connections are in bijection with
trajectories that go between two vertices.

Observe that a closed geodesic comes in a 1-parameter family and sweeps out a
cylinder; we will consider such closed geodesics as equivalent. We will say more about
cylinders in Section 6.1, but for now let us note that a consequence of the measure classi-
fication results of Eskin, Mirzakhani, and Mohammadi is that on every translation surface,
the number of equivalence classes of closed geodesics of length at most T is � cT 2,
see [47, Thm. 1.8] for the precise statement. See also [53, Thm. B] for an analogous
counting result on K3 surfaces.

2.1.10. Dynamics of the billiard flow. For a fixed angle � we can consider the transfor-
mation T �t mapping a point x 2 X to one which is distance t away at angle � . Because
of the singularities, these transformations are defined away from a codimension 1 subset
of X , but nonetheless on a common set of full measure Lebesgue they are well defined
and form a group. One can verify that in the case of translation surfaces coming from
polygonal billiards with rational angles as in Section 2.1.3, this models the billiard flow
on the table.

Two basic questions about this flow are whether there are dense trajectories, and
whether the natural invariant measure is ergodic. One can ask (and answer) these ques-
tions in a stronger form: whether the system is minimal, i.e. every trajectory is dense,
and whether the system is uniquely ergodic, i.e. there is only one invariant probability
measure.
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It turns out that T �� is minimal for any � outside of a countable set: in fact, removing
all � ’s in which there is a saddle connection suffices, see [81, Thm. 1.8]. Unique ergodicity
is more delicate, and we will return to it in Theorem 3.2.8.

An example of failure of unique ergodicity, for an uncountable set of directions � , is
described in [81, §3.1]. The translation surface in question is built out of two tori, with an
appropriate choice of slits, as in Section 2.1.1.

2.2. Algebraic geometry

2.2.1. Algebraic curves and bialgebraic structures. Recall that a compact Riemann
surface X can also be viewed as an algebraic curve over C, and a holomorphic 1-form !

is in this case also called an (abelian) differential. We can view the extra datum of the
1-form as giving a “bialgebraic structure” on X , in the sense of [71, Def. 4.1]. Namely,
we have a holonomy representation �W �1.X/ ! C (which factors through H1) and an
equivariant “developing” map zX

Dev
��! C, where we view C as an affine algebraic curve.

We will see an echo of this in the moduli space of translation surfaces, see Section 3.1.
Algebraic curves, and integrals of differentials over them, have been studied from the

early days of dynamical systems. We include a classical illustration.

Figure 2.2.2. Quartic polynomial V.q/ and elliptic curves as level sets.

2.2.3 Example (Periods of elliptic curves). Consider a particle moving in a 1-dimensional
potential given by a degree 4 polynomial V.q/, see Figure 2.2.2. Its phase space consists
of points with coordinates .q; p/, with p denoting the momentum. The Hamiltonian is

H.q; p/ D 1
2
p2 C V.q/

and the phase curves are the level sets of H.q; p/. When these level sets are smooth, at
energy E they are the real points of the elliptic curve p2 D 2.E � V.q//.
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The period of motion is given by the integral

2

Z q1

q0

dqp
2.E � V.q//

;

where V.q0/ D V.q1/ D E and there are no further solutions to this equation in .q0; q1/.
Note that this is an integral of an abelian differential on the elliptic curve. For certain level
sets there are two intervals .q0; q1/ and .q00; q

0
1/ at the same energy, but located in different

wells of the potential, see the thicker line and level sets in Figure 2.2.2.
On the complex points of the elliptic curve, the two cycles of integration are homolo-

gous, therefore the integrals are the same. We reach a classically known conclusion: in a
quartic potential, the two periods of motion at the same energy agree.

This example also illustrates why hyperelliptic integrals and curves were extensively
studied early on: they describe the motion of particles in polynomial potentials.

2.2.4 Example (Regular polygons). We continue with Example 2.1.6, but now give an
algebro-geometric description. Let as before n D 2g C 1 be an odd natural number and
let .XP ; !P / denote the translation surface constructed in Example 2.1.6, obtained by
gluing a regular n-gon with its reflected copy along parallel sides. We will verify that the
pair .XP ; !P / is isomorphic to (the completion of):

y2 D xn � 1 with !P D
dx

y
:

In fact, the map XP WD ˆh ! ˆ Š P1 is also immediately described, it coincides with
.x; y/ 7! xn. Indeed, the hyperelliptic double cover XP ! P1 given by .x; y/ 7! x is
ramified over the n-th roots of unity, and1, each with ramification order 2, and the point
0 2 P1 has two preimages. Now the map x 7! xn takes n-th roots of unity to 1, and is
ramified of order n over 0;1.

From this we immediately deduce that XP ! P1 with .x; y/ 7! xn is of degree 2n
and ramified over 0, 1, 1 with respective sizes of preimages 2, n, 1 and ramification
orders n, 2, 2n. Geometrically, preimages of 0 correspond to the two centers of the two
copies of the regular polygon, preimages of 1 correspond to the n midpoints of the sides,
and preimages of1 correspond to preimages of the vertices of the regular n-gon (which
all get identified by the gluing).

3. Moduli spaces

It is a remarkable fact that to study the dynamics on an individual translation surface, it is
useful to understand the moduli space of all translation surfaces with prescribed combina-
torial data. In this section we define the appropriate moduli spaces and structures on them
that are of intrinsic interest and can also be used to study individual surfaces.
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Outline of section. Period coordinates are a key feature of the moduli space of trans-
lation surfaces, echoing the flat geometry of an individual surface. We describe them in
Section 3.1, followed by a description of the action of GL2.R/ in Section 3.2. This action
plays an essential role in all that follows. We include a description of the geometry of strata
of meromorphic differentials (i.e. translation surfaces of infinite area) in Section 3.3. These
turn out to play an essential role in the construction of compactifications of holomorphic
strata, described in Section 3.4.

3.1. Period coordinates

3.1.1. Setup. For this section, a translation surface will mean a pair .X; !/ consisting of
a compact Riemann surface X and a holomorphic 1-form !. Let � WD .k1; : : : ; kn/ denote
the multiplicities of zeros of !, with k1C � � � C kn D 2g � 2 where g is the genus ofX . It
turns out that a useful moduli space for pairs .X; !/ is obtained if we freeze the vector �.
We will denote by cardinality of the set of zeros by j�j WD n.

3.1.2. The Hodge bundle and its stratification. Let Mg denote the moduli space of
genus g Riemann surfaces and�Mg !Mg the Hodge bundle, whose fiber overX 2Mg

is the space of all holomorphic 1-forms on X . While �Mg is a rank g vector bundle, it is
stratified1 by the algebraic subsets �Mg.�/ of holomorphic 1-forms with zeros of multi-
plicities given by �. We will refer to each�Mg.�/ as a stratum of translation surfaces (its
connected components are described in Section 3.1.16) and proceed to equip it with nat-
ural complex-analytic local charts, which in particular imply that it is a smooth orbifold.
Before doing so, we need some topological preliminaries.

3.1.3. Relative homology. Let .S; Z/ be a pair consisting of a compact genus g sur-
face S with a finite set of points Z D ¹z1; : : : ; znº. The first integral homology of S is
denoted H1.S IZ/ and with the intersection product, it is isomorphic to Z2g with its stan-
dard symplectic form. Let alsoH1.S;ZIZ/ denote the group of cycles whose boundaries
are inZ, i.e. a class Œ
� 2H1.S;ZIZ/ is represented by a collection of paths 
 on S , with
integral weights, such that their boundaries satisfy @
 � Z, with equivalence induced by
2-cycles in S . We have the fundamental short exact sequence, induced by the long exact
sequence of the pair .S;Z/:

0! H1.S IZ/ ,! H1.S;ZIZ/� zH0.ZIZ/! 0; (3.1.4)

where zH0 denotes the reduced 0-th homology ofZ, i.e. any assignment of integral weights
to points in Z, of total weight 0.

3.1.5. Relative cohomology. We can dualize the short exact sequence in (3.1.4) and take
complex coefficients to obtain:

0! zH
0
.ZIC/ ,! H1.S;ZIC/

p
�� H1.S IC/! 0: (3.1.6)

1One should include the “trivial” stratum of zero 1-forms, isomorphic to Mg itself.
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This is the basic object that leads to local charts on the stratum �Mg.�/. Indeed, sup-
pose .X; !/ is a translation surface and Z � X is the set of zeros of !. Then integration
of ! along paths yields a cohomology class Œ!� 2 H1.X; ZIC/. One can think of the
cohomology class Œ!� as an intrinsic way to encode the possible polygonal divisions of
the translation surface: Œ!� gives the answer, as a complex number, of any side of any
polygon.

To describe the local structure of the moduli space of pairs .X;!/ we need the follow-
ing definition.

3.1.7 Definition (Marked deformations). For a translation surface .X0; !0/, a marked
deformation consists of:

• a complex manifold B with distinguished basepoint b0 2 B;

• a fibration in Riemann surfaces X ! B with a holomorphic 1-form ! on X; fiber
over b 2 B denoted Xb and the restriction of ! to it denoted !b;

• an identification of the pair .X0; !0/ Š .Xb0 ; !b0/;

• sections �1; : : : ; �nWB ! X with disjoint images such that the zeros of !b coincide
with Zb WD ¹�i .b/º.

A marked deformation .X;B/ is called universal if any other marked deformation .X0;B 0/
is obtained, after possibly shrinking B 0, from a unique classifying map B 0 ! B by pull-
back.

It is immediate that up to shrinking the base B , a universal marked deformation, if it
exists, is unique up to unique isomorphism. With these preliminaries, one can verify the
following result, established first by Veech [109, Thm. 7.15].

3.1.8 Theorem (Local structure of deformations). The following statements hold:

(1) For a translation surface .X;!/ with zero set of ! denoted Z, a universal marked
deformation exists and the base can be taken to be an open neighborhood UŒ!�
of Œ!� in H1.X;ZIC/.

(2) The classifying map of a family .X; B/ is given by b 7! Œ!b� using a local smooth
trivialization of the fibration and identification H1.Xb0 ; Zb0/

�
��! H1.XbIZb/.

(3) Furthermore, the classifying map from any sufficiently small neighborhood of
.X; !/ 2 �Mg.�/ to UŒ!� is a local biholomorphism.

In the last statement, a “sufficiently small neighborhood” is to be understood in the sense
of orbifolds/stacks.

3.1.9. The developing map. Fix now a basepoint s WD .X; !/ 2 �Mg.�/. We have
the fundamental group �1.�Mg.�/; s/ and the corresponding universal cover e�Mg.�/.
From the local description of the stratum in Theorem 3.1.83 we obtain a locally biholo-
morphic map

Dev�We�Mg.�/! H1.X;ZIC/: (3.1.10)
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We will refer to the map Dev as the developing map or alternatively as period coordinates.
It is equivariant for a representation

��W�1
�
�Mg.�/; s

�
! Mod.X;Z/; (3.1.11)

where Mod.X;Z/ denotes the mapping class group of diffeomorphisms of X preserving
the set Z. This mapping class group acts on cohomology via a linear representation

LWMod.X;Z/! Sp
�
H1.X;Z/

�
;

where
Sp
�
H1.X;Z/

�
Š Sp

�
H1.X/

�
Ë Hom

�
H1.X/; zH

0
.Z/

�
; (3.1.12)

where the last semidirect product structure comes from the short exact sequence in (3.1.6)
(with integer coefficients). Let us note, again, that in analogy with the case of curves
discussed in Section 2.2.1, strata are therefore endowed with a bialgebraic structure in the
sense of [71, Def. 4.1].

From the short exact sequence in (3.1.6), we obtain on the stratum a short exact
sequence of local systems that will be denoted as:

0!W0 ,! H1rel
p
�� H1 ! 0: (3.1.13)

The kernel of the map p is denotes by W0 since it is the weight 0 piece of a mixed Hodge
structure, see Definition 4.3.3 below.

3.1.14. Topology of the developing map. A series of natural questions arise about the
above structures. First, one can ask what is the image of the representation in the mapping
class group. This was answered by Calderon–Salter [28, Thm. A] who prove that the
image of �W �1.�Mg.�//! Mod.X; Z/ is surjective onto the mapping class subgroup
that preserves a “framing” (ignoring hyperelliptic strata, see Section 3.1.16 below).

Next, since the image of the developing map is an open set, one can ask for its char-
acterization. In the case of a maximal stratum, and at least after projecting to absolute
cohomology, this was answered by Haupt [63] who found a simple topological obstruction
for a cohomology class to be in the image, coming from torus covers, and showed that’s
the only obstruction. Kapovich [68] found an approach to this question based on Ratner’s
theorems, using that the image is open and invariant under a lattice in the corresponding
Lie group. This was further extended by Bainbridge, Johnson, Judge, and Park [16] as
well as Le Fils [75] to all strata.

3.1.15 Question (Haupt for orbit closures). Determine the image of the developing map
in relative cohomology H1.X;ZIC/ for all strata. Similarly, for any orbit closure M (see
Section 4 below) determine the image of the developing map restricted to M, inside the
vector space T.X;!/MC , for a basepoint .X; !/ 2M.
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3.1.16. Connected components. Given a configuration of zeros �, the question of what
are the connected components of �Mg.�/ was answered by Kontsevich and Zorich [72,
Thms. 1, 2]. The results can be summarized as follows (with g � 4/:

• �Mg.2g � 2/ and �M2kC1.2k; 2k/ each have three connected components: the
hyperelliptic one, and two more distinguished by even/odd spin structures.

• �M2k.2k � 1; 2k � 1/ has two connected components, a hyperelliptic and a non-
hyperelliptic one.

• When � is divisible by 2, i.e. ki D 2k0i ;8i , then there are two connected components
distinguished by spin structures.

• All other strata are connected.

In the remaining (low) genera, we have:

• g D 3: �M3.2; 2/ and �M3.4/ each have two components, the hyperelliptic and the
odd spin one. The remaining strata are connected.

• g D 2: there are two connected strata �M2.1; 1/ and �M2.2/.

We recall one definition of the spin invariant for a finite (possibly with multiplicity) set of
pointsD � X such that there exists a holomorphic 1-form onX with divisor of zeros 2D.
Then one says that D is even/odd according to dim H0.X IOX .D// mod 2; a classical
theorem implies that this discrete quantity is locally constant in holomorphic families,
hence defines an invariant of connected components. A topological definition can be found
in [72, §3.1].

3.1.17. On the topology of strata. Returning to strata themselves, one would like to
know more about their topology. It has been speculated that perhaps strata are K.�; 1/-
spaces, i.e. the universal cover is contractible. This was verified in genus 3 by Looijenga–
Mondello [78]. Chen in [35] considered the question of how far are strata from affine
algebraic varieties, more broadly in the setting of meromorphic differentials. Let us also
note that Zykoski in [120, Thm. 1.1] gives a finite simplicial complex which is homo-
topy equivalent to a stratum. The following observation might be useful in studying the
geometry of minimal strata, i.e. those with one zero:

3.1.18 Question (Algebraic symplectic geometry of strata). Suppose M is a connected
component of�Mg.2g � 2/, or more generally an orbit closure (see Section 4) with zero
torsion corank. The symplectic pairing on H1 induces a non-degenerate symplectic form
on M, which is moreover algebraic for the algebraic structure on M, and equivariant for
the C�-action.

Is it possible to embed M into a “symplectic singularity” M ,! Ms , in the sense
of [67, Def. 1.1] such that the scaling action is dilating in the sense of [67, Def. 1.7]?
If so, what does this tell us about the topology and geometry of minimal strata, and more
generally of orbit closures with zero torsion corank?
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3.2. The action of GL2.R/

3.2.1. Action on the complexification of a vector space. Suppose H is a real vector
space and HC WDH˝R C is its complexification. The group GL2.R/ acts naturally on R2;
using the isomorphism C Š R2 we also obtain an action on HC Š H˝R R2 as follows.
A vector ! 2 HC decomposes into a real and imaginary part ! D Re! C

p
�1 Im! and

the action is explicitly: �
a b

c d

�
�

�
Re!
Im!

�
D

�
aRe! C b Im!

c Re! C d Im!

�
: (3.2.2)

Note that this action is R-linear but not C-linear, unless the matrix belongs to C�, i.e. is
of the form

�
a b
�b a

�
with a2 C b2 ¤ 0. So the group action, while real-analytic, is not

biholomorphic and does not preserve holomorphic functions.

3.2.3. The action on a stratum. The above construction of a GL2.R/-action can be ext-
ended to a stratum of translation surfaces �Mg.�/. The period coordinates from (3.1.10)
are equivariant for the GL2.R/-action on both sides, but it is worth emphasizing that just
the existence of period coordinates does not guarantee that the action on the vector space
lifts to the action on a stratum. Period coordinates only imply the existence of vector fields
that satisfy the commutation relations of gl2.R/, not that they also integrate to an action
of the group.

Indeed, the action on a stratum is best seen in terms of the polygonal description of
a translation surface from Section 2.1.1. Specifically, suppose .X; !/ D .

`
Pi /= � is a

polygonal presentation and g 2 GL2.R/. Now g naturally acts on the plane R2 and we
define the new surface

g � .X; !/ WD
�a

gPi

�
= �

to be the gluing of the polygons gPi using the same combinatorial equivalence relation
�. Observe that crucially, if two segments in the plane are isometric via a translation, they
remain so after we apply to both of them an element of GL2.R/.

The above construction is highly transcendental from the point of view of algebraic
geometry, i.e. the algebraic curve and differential g.X; !/ cannot be easily expressed
in terms of .X; !/ using the standard tools of algebraic geometry. Instead, one has to
compute the periods of ! and manipulate them. In particular, let us note that for a fixed
g 2GL2.R/, the induced transformation of a stratum is not holomorphic if g is not in C�.

It is also possible to give an alternative description of the GL2.R/-action, by acting
directly on the real and imaginary parts of ! exactly as in equation (3.2.2). A pleasant
exercise is to verify that in local period coordinates, the vector field giving the action of
gt WD

�
et 0
0 e�t

�
is “maximally antiholomorphic”: any holomorphic function invariant by it

must be constant.
We will see nonetheless in Section 4.5 that a subtle interaction between algebraic

geometry, and arithmetic, does come into play in the geometry of the GL2.R/-action.
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3.2.4. Masur–Veech measure. The area of the translation surface .X; !/ can be com-
puted cohomologically as

p
�1
2
Œ!� [ Œx!�, so the image of the developing map lands in

the open subset of H1rel where the self-intersection
p
�1Œ!� [ Œx!� is strictly positive (after

mapping H1rel to the absolute cohomology H1). After rescaling by an element of R>0, we
can always ensure that a translation surface has area 1 and we will denote by �Mg.�/

1

the subset of surfaces thus normalized. Note that we have a natural diffeomorphism

�Mg.�/
1
�R>0

�
��! �Mg.�/:

In the short exact sequence of (3.1.13), the H1-piece has a symplectic form while the
W0-piece is (virtually) trivial, so there is a natural monodromy and SL2.R/-invariant vol-
ume on H1rel. We can also radially induce a measure on the unit area surfaces, by assigning
to A � �Mg.�/

1 the volume of A � .0; 1/ � �Mg.�/.
The resulting measure on the stratum is called the Masur–Veech measure, and it is a

fundamental result of Masur [79, §5] and Veech [107, Thm. 1], [106, Thm. 1.1], that the
measures are finite. With the normalizations implicit in the above construction, it becomes
an interesting question to explicitly compute it. For instance, the Masur–Veech measure
of �M1.0/ is �2=3 (see [119, p. 92]).

3.2.5. Subgroups of interest. Depending on the intended application, it is important to
analyze a subgroup of GL2.R/. Traditionally one restricts to SL2.R/, since it preserves
the Masur–Veech measure, and hence one can apply the tools of ergodic theory. The other
important subgroups are

P W

�
� �

0 �

�
AW

�
� 0

0 �

�
N W

�
1 �

0 1

�
and R� WD

�
cos.�/ � sin.�/
sin.�/ cos.�/

�
:

The action of gt WD
�
et 0
0 e�t

�
is called the Teichmüller geodesic flow, and plays a key role

in the entire story; see Theorem 3.2.8 below for an illustration. We will not discuss the
dynamics of the unipotent subgroup N in this survey, but see the work of Chaika, Smillie,
and Weiss [32] for some recent developments.

Let us also note that one can also restrict the action to the connected component
of the identity GLC2 .R/. The action of

�
1 0
0 �1

�
agrees with that of complex conjugation

on�Mg.�/, viewed as an algebraic variety over C. In particular, this induces a dichotomy
on orbit closures (see Section 4) according to whether they are preserved by complex con-
jugation, or not. If they are preserved by complex conjugation, and so can be descended
to varieties over R, it is meaningful to ask the following question.

3.2.6 Question (Real locus in orbit closures). Describe the real-algebraic locus of an orbit
closure, i.e. those translation surfaces .X; !/ which are isomorphic to

�
1 0
0 �1

�
.X; !/, or

equivalently isomorphic to . xX; x!/ where x� denotes complex conjugation.
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3.2.7. An application: Unique ergodicity. An illustration of the connection between
the dynamics on an individual translation surface .X; !/ and that on its moduli space is
provided by the following criterion due to Masur [80, Thm. 1.1].

3.2.8 Theorem (Recurrence implies unique ergodicity). If we suppose that the gt -orbit of
.X;!/ returns to a compact set K � �Mg.�/ infinitely often in the future, i.e. there exist
ti !C1 such that gti .X;!/ 2 K, then the horizontal foliation of ! is uniquely ergodic.

This statement can be viewed as a general principle applicable in many situations, and
a version of it in the setting of K3 surfaces is established in [55, Thm. 4.3.1]. Note that on
K3 surfaces, the unique invariant currents need not have full support, by [56, Theorem 1].
It also turns out that the assumption of recurrence to compact sets in Theorem 3.2.8 can be
weakened to sufficiently slow divergence. This has been developed by Cheung–Eskin [36,
Thm. 1.1] using techniques from flat geometry and extended by Treviño [105, Thms. 2–4]
to also cover infinite genus, finite-area translation surfaces, using techniques from Hodge
theory. Besides Masur’s original proof, other treatments can be found in [57, Thm. 0.1]
and [6, Thm. 1.1] which also establish estimates on the speed of convergence of ergodic
averages, as well as [58, Thm. 59], and [87, Thm. 1.1].

One of the early striking applications of this criterion was obtained by Kerckhoff,
Masur, and Smillie [69, Thm. 2].

3.2.9 Theorem (Recurrence for every surface). For every translation surface .X; !/ and
for Lebesgue-a.e. � 2 Œ0; 2��, the gt -orbit of R� .X; !/ is recurrent in the sense of The-
orem 3.2.8. In particular, the horizontal foliation of R� .X; !/ is uniquely ergodic, for
Lebesgue-a.e. � .

A crucial point of the above theorem is that it applies to every translation surface. In
particular, it applies to a translation surface obtained from a billiard table with rational
angles, and gives the following result.

3.2.10 Corollary (Unique ergodicity of rational billiards). Let P be a polygon in R2 with
angles in Q� . Then for Lebesgue-a.e. � , the billiard flow on the unit tangent bundle of P
in direction � is uniquely ergodic.

Note that for every � , there is a natural billiard flow-invariant Lebesgue class measure
supported on the appropriate subset of the unit tangent bundle.

For applications of this flavor, it has been desirable to obtain theorems that apply to
every translation surface .X; !/. We will describe the most general such results, due to
Eskin, Mirzakhani, and Mohammadi, in Section 4.

3.2.11. Irrational billiards. An observation of Katok and Zemljakov is that ergodic-
ity, as well as minimality, is a property that holds on a Gı -set in the parameter space of
polygons with given number of sides. Corollary 3.2.10 shows that ergodicity holds at the
rational-angled polygons, which are dense, hence a dense Gı -set of polygons are ergodic.
In particular, there are “many”, in the Baire category sense, irrational polygons which are
ergodic. The same holds for minimality, and was established much earlier in [117].
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3.3. Meromorphic strata

One may generalize the setup of a translation surface .X;!/ to the case when ! is allowed
to have poles. In this case the area of the surface is infinite and a number of significant
differences arise. The dynamics on the individual surface is, in a way, simpler: there is
a “convex core” C.X; !/ that has finite area and contains all the bounded linear trajec-
tories; all other linear trajectories escape to a pole. While the moduli spaces continue to
have period coordinates, a natural GL2.R/-action, and volume forms, the analogue of
Masur–Veech measure has infinite total mass. The GL2.R/-action can now have positive-
dimensional stabilizers, and closed submanifolds that are R-linear in period coordinates
need not be algebraic. We include below some illustrative examples.

3.3.1. Setup. Let � D .k1; : : : ; kn/ be a collection of integers and �Mg.�/ denote the
parameter space of pairs .X;!/ where X is a compact Riemann surface of genus g and !
is a meromorphic differential with zeros of order ki > 0, poles of order ki < 0, and marked
points corresponding to ki D 0; the relation

P
ki D 2g � 2must hold. For a meromorphic

differential !, we will denote by .!/<0 the divisor of poles, by .!/>0 the divisor of zeros,
and by .!/�0 the divisor of zeros and the marked points.

Period coordinates on �Mg.�/ are also available, and in this case they are valued in
the relative cohomology group

H1ı
�
X n .!/<0; .!/�0IC

�
;

where X n .!/<0 is the open Riemann surface with the poles of ! removed, and we are
taking the cohomology relative to the finite subset .!/�0. The subscript ı denotes the
codimension 1 subspace cut out by the condition that the sum of residues vanishes: it is
given by pairing the cohomology against the 1-cycle that circles each pole exactly once
clockwise. See also [13, Thm. 2.1] for the algebraic description of the same cohomology
group. Note that the total dimension, in the presence of poles, is 2gC j�j � 2, as opposed
to 2g C j�j � 1 in the holomorphic case.

3.3.2. Connected components. Boissy [25] classified the connected components. Sur-
prisingly, in genus 1 there can be an arbitrarily large number of connected components
as j�j grows, while for genus g � 2, there are at most three connected components, just
like in the case of holomorphic differentials treated by Kontsevich and Zorich [72], see
Section 3.1.16.

3.3.3. Geometry of meromorphic differentials. The results of [62, §2.3] show that any
.X; !/, where ! has at least one pole, has a canonical convex core C.X;!/ � X , defined
as the convex hull of the non-pole singularities. The complement of poles X n .!/<0
retracts to C.X; !/, and the boundary @C.X; !/ is a finite union of saddle connections.
Any saddle connection or flat cylinder is contained in C.X;!/. The structure is analogous
to the convex core of a geometrically finite hyperbolic surface (or manifold).
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3.3.4. A description of �M1.2 ; �2/. A more detailed study of the genus 1 case was
done by Tahar, and we refer to [104, §4] for proofs of the next results.

It is possible to exhibit any .X;!/ 2�M1.2;�2/ by gluing two half-planes in C, with
appropriate “wedges” removed or added. This naturally leads to a GL2.R/-invariant strat-
ification with three strata. Note that the topological structure of the convex core C.X; !/
does not change under the action of GL2.R/.

Two strata are open subsets of �M1.2;�2/ and homogeneous under the GL2.R/-
action. In one such stratum, the convex core consists of a cylinder, in the other it consists
of two non-collinear saddle connections. Finally, the real codimension 1 stratum consists
of translation surfaces with convex core consisting of two collinear saddle connections.
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Figure 3.3.5. The three strata in �M1.2;�2/, with pole p�1 at infinity. In the first stratum, the
convex core is a cylinder (shaded). In the second, it consists of two non-parallel saddle connections.
In the third, the two saddle connections are parallel.

Note that orbits in the real codimension 1 stratum have stabilizer in GL2.R/ conju-
gated to the subgroup

�
1 �
0 �

�
and the stratum is partitioned into a real 1-parameter family of

GL2.R/-orbits. The invariant of an orbit is the ratio of lengths of the two collinear saddle
connections, and the orbit itself is naturally identified with C�.

Let M1;1Œ2� denote the moduli space of genus 1 Riemann surfaces with one marked
point, and a choice of non-trivial point of order 2 (with respect to the marked point). This is
a degree 3 cover of M1;1, and a quotient by an involution of the space with a full marking
on Z=2-homology. It has two cusps and one orbifold point of order 2, at the “square”
torus. We have a forgetful map

�M1.2;�2/!M1;1Œ2�

that takes .X; !/ to the underlying Riemann surface of genus 1, with origin as the zero,
and the pole as a non-trivial point of order 2. Indeed, the difference between the zero and
pole of ! in the group structure is 2-torsion, since the divisor of zeros and poles of ! must
induce the trivial line bundle, because this line bundle has a non-trivial section (! itself)
and has degree 0.

With respect to the stratification of �M1.2;�2/ described above, we note that the
real codimension 1 stratum maps to the locus of Riemann surfaces with a real structure,
and for which the marked 2-torsion is also real; on M1;1Œ2� this consists of one hyperbolic
geodesics connecting one of the cusps with itself. This geodesic cuts M1;1Œ2� into two
components, one of which contains the orbifold point.
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3.3.6. A non-algebraic linear manifold. It was observed by Bakker and Mullane [18]
that strata of meromorphic differentials can contain R-linear, but non-algebraic manifolds,
in contrast to Theorem 4.5.10. Consider �M1.2;�2; 0; 0/, the stratum of meromorphic
1-forms on a genus 1 surface with a zero and a pole of order 2, and two marked points
(with all 4 points distinct). The natural forgetful map

�M1.2;�2; 0; 0/! �M1.2;�2/

is algebraic and induces an algebraic structure on its fibers. Let us fix one elliptic curve
with meromorphic differential .X0; !0/, for instance the one corresponding to z D w D 1
in Figure 3.3.5, and call p0; p�1 2 X0 the zero and the pole. All our constructions will be
equivariant for the C�-action by scaling. Then the fibers of the forgetful map are identified
with .X0 n ¹p0; p�1º/.2/, the set of distinct pairs of points on X0 avoiding p0; p�1. We
now proceed to describe the linear structure.

Besides the two periods z; w, we also have z1; z2 2 C as per Figure 3.3.7, subject to
the constraints that ensure all points are distinct. Note that say when p1 passes through
one slit, we have z1 7! z1C z or z1 7! z1Cw (depending on the slit) and similarly for p2.
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Figure 3.3.7. Left: a surface in �M1.2;�2; 0; 0/. Middle: The two marked points move, with one
of them crossing a branch cut. Right: One point crossed the branch cut, the marked period between
them changed.

We now set L to be preimage in �M1.2;�2; 0; 0/ of the locus given in period coor-
dinates by the linear equations z D w and w D z2. We can intersect L with the algebraic
locus where p1 is fixed (and Im z1 ¤ 0), and the other two periods are fixed to z D w D 1,
and find that it will intersect this complex 1-dimensional set in countably many points that
in period coordinates are equal to p1 C k with k 2 Z n ¹0º.

3.4. Compactifications

We will use in this section the term (smooth) “algebraic curve” as a substitute for “compact
Riemann surface”, and more generally the language of algebraic geometry as it makes the
discussion more streamlined.

3.4.1. Some context. The moduli space Mg of genus g algebraic curves carries a nat-
ural algebraic structure, i.e. it is covered by charts contained in some Cn and cut out by
algebraic equations. This can rarely be made explicit, especially for large g, but nonethe-
less puts strong finiteness conditions on the geometry of Mg . The space is not compact
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and a natural smooth compactification is available: the Deligne–Mumford compactifica-
tion [38] denoted xMg . Besides smoothness, its other essential property is that the universal
family of curves over Mg extends to xMg ; fibers over the boundary are stable, of arithmetic
genus g.

The universal family over xMg allows one to study the compactified moduli space in
the same way as the original space: by considering the geometry of the curves, instead of
looking for explicit equations of the moduli space.

Analogous constructions for the strata �Mg.�/ have been developed in [12, 14] and
this section provides a brief survey of some of this work.

3.4.2. Warm-up: Marked stable curves. By definition, a marked stable curve .X; Z/
consists of an algebraic curve X , with irreducible components smooth curves Xi so X DS
Xi , and with finitely many marked and labeled points Z � X that are distinct from the

nodes of X . The nodes of X D [Xi are the points of the components Xi where the map`
Xi ! X is not injective. Finally, the stability requirement is that for every irreducible

component we have

2 � genus.Xi / � 2C #.points on Xi / > 0;

where points refers to nodes and marked points.
The dual stable graph �X of a stable curve is defined to have vertices the set of irre-

ducible components, with a vertex denoted ŒXi � and labeled by the genus ofXi , and with
half-edges given by the nodes or marked points. The half-edges corresponding to opposite
nodes are glued to give a full edge, the half-edges of marked points are labeled by the
index of the corresponding marked point.

3.4.3. The Deligne–Mumford compactification. A more detailed discussion is in the
foundational work of Deligne and Mumford [38, Thm. 5.2]. We will describe set-theor-
etically the strata M� of the compactification xMg;n. Each possible dual stable graph �
gives a stratum, with a point on that stratum described as follows. Each vertex v of � ,
with label gv and valency deg v, gives a genus gv Riemann surface Xv with deg v marked
points. The marked points corresponding to nodes are glued accordingly to give the stable
curve X D

S
Xv with the remaining marked points.

The open stratum Mg;n corresponds to one vertex of genus g, with n half edges
coming out of it. The codimension of any stratum is the number of full edges of the
corresponding dual stable graph. Up to finite automorphism groups, we have

M� �

Y
Mgv ;degv:

For example, connected trivalent graphs with 3g � 3 edges, or equivalently 2g � 2 ver-
tices, parametrize the deepest points of xMg .

3.4.4. Incidence variety compactification. To proceed we define a stable differential !
on a stable curve X to be the datum of meromorphic differentials !i on each irreducible
component Xi , with poles only allowed at the nodes of Xi , such that the poles are simple
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and residues at opposite nodes add up to zero. The bundle of holomorphic differentials
over the moduli space Mg is denoted �Mg , and it extends over the Deligne–Mumford
compactification xMg as a rank g vector bundle denoted � xMg and parametrizing stable
differentials. It pulls back naturally to xMg;n and denoted � xMg;n.

For a given configuration of zeros � D .k1; : : : ; kn/ and stratum �Mg.�/, there is a
natural map assigning to a differential its divisor of zeros:

�Mg.�/! �Mg;n;

.X; !/ 7! .X; !; z1; : : : ; zn/; where .!/ D
X

kizi :

The incidence variety compactification� xMinc
g;n.�/ is defined to be the closure of the image

of this (injective) map. The main result of [12, Thm. 1.3] is a characterization of the stable
differentials in the compactification, to which we now proceed.

3.4.5 Definition (Twisted �-differentials). Let .X; z1; : : : ; zn/ be a stable curveX D[Xi
with n marked and labeled points. For � D .k1; : : : ; kn/, a twisted �-differential is:

(1) a meromorphic differential !i on Xi , with zeros and poles allowed only at the
nodes and marked points, and furthermore required to satisfy ordzj !i D kj ;

(2) at opposite nodes q1; q2 on components Xi1 ; Xi2 require the pole or vanishing
orders to satisfy:

ordq1 !i1 C ordq2 !i2 D �2:

If furthermore ordq1 !i1 D ordq2 !i2 D�1, then require also the residues to satisfy:

Resq1 !i1 C Resq2 !i2 D 0:

The extra datum on the dual graph �X is a partial order �, such that any two elements
are comparable but in general ŒXi � � ŒXj � and ŒXi � � ŒXj � does not imply ŒXi �D ŒXj �, in
other words the partial order is not strict. Such a partial order is equivalent to a real-valued
function on the vertices, which we will always assume takes values in Z�0 and the dif-
ferent levels are ordered by this function; for l 2 Z�0 we will denote by X>l and Xl the
subsets ofX whose irreducible components are at level strictly above l , and level l respec-
tively. Edges will be called horizontal and vertical according to how they go between
levels, and the enhancement to a partial order on a graph � will be denoted x� .

Given a twisted �-differential on a stable curve X , a partial order on �X is called
compatible if, for opposite nodes qj 2 Xij ; j D 1; 2 we have

ŒXi1 � � ŒXi2 � ” ordq1 !i1 � ordq2 !i2 :

Note that the last condition is equivalent to ordq1 !i1 � �1. Furthermore, we impose the
following Global Residue Condition: for every level l , and for every connected compo-
nent X 0 of X>l that does not have a prescribed pole, we haveX

node qi2X>l\Xl

Resq�i !Xi D 0:
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For a node q 2 Xi \ Xj we denote by q� the node that lives on the component at the
lower level. The condition of not having a prescribed pole is vacuous if all ki � 0, and
otherwise it means for no zi 2 X 0 we have ki < 0.

We can now state a characterization of points that belong to the incidence variety
compactification [12, Thm. 1.3].

3.4.6 Theorem (Characterization of limits). A marked stable curve .X; Z/ with stable
differential ! belongs to � xMinc

g;j�j
.�/ with jZj D j�j if and only if:

• there exists a level graph structure on the dual graph �X , such that the top vertices
of x�X corresponds to components where ! 6� 0;

• there exists a twisted �-differential � on X , compatible with x�X , such that on the top
components we have ! D �.

It turns out that the incidence compactification � xMinc
g;n.�/ is not smooth, even in the

orbifold sense. To address this, the authors of [14] have introduced a larger moduli space,
which has a lot of desirable properties. We outline the structures and results, referring to
the original text for the details.

3.4.7 Definition (Multiscale differential). A multiscale differential of type � on .X;Z/ 2
xMg;n is the datum of:

(1) an enhanced level structure on x�X ;

(2) a twisted �-differential ! on .X;Z/ compatible with the enhanced level structure;

(3) a prong-matching condition for every pair of opposite nodes on X .

We refer to [14, §2] for the precise definitions of these notions. The main results
are [14, Thms. 1.2–1.4].

3.4.8 Theorem (Moduli space of multiscale differentials). There exists a complex-analytic
orbifold „ xMg;n.�/ parametrizing a universal family of multiscale differentials, with the
following additional properties:

(1) The stratum �Mg;n.�/ is open and dense.

(2) The boundary is a simple normal crossing divisor.

(3) The space „ xMg;n.�/ admits a free C�-action whose quotient is compact.

3.4.9 Theorem (GL2.R/ action on bordification). There exists a real-oriented blowup
of „ xMg;n.�/ denoted „ yMg;n.�/, which is an orbifold with corners parametrizing a uni-
versal family of real multiscale differentials, with the following additional properties:

(1) The map „ yMg;n.�/ ! „ xMg;n.�/ is proper and the fibers are isomorphic to
.R=Z/N over a multiscale differential with N C 1 levels.

(2) The action of GL2.R/ on the open subset �Mg;n.�/ extends continuously to
„ yMg;n.�/.
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Let us note that while we have restricted our discussion to start with holomorphic
differentials �Mg.�/, the authors of [14] allow more general meromorphic strata as in
Section 3.3.

4. Orbit closures

Outline of section. In this section we describe a series of rigidity properties of orbit clo-
sures of the GL2.R/-action. These turn out to be orbifolds with interesting geometric
and arithmetic properties. Their measure-theoretic and topological properties are outlined
in Section 4.1. In Example 4.1.10 we illustrate a situation where the orbit closure has
self-intersections when immersed in the ambient stratum. After some preliminaries from
Hodge theory in Section 4.3, we describe in Section 4.4 complex-analytic rigidity fea-
tures of orbit closures. One application of these rigidity properties is to prove that orbit
closures have natural algebraic structures, and can in fact be characterized by arithmetic
properties of the Jacobian varieties of the underlying Riemann surfaces. This is explained
in Section 4.5. Further consequences of the Hodge-theoretic rigidity results are contained
in Section 5, which describes finiteness results for orbit closures. We end with an overview
of some examples of orbit closures in Section 4.6, including some linear manifolds which
are not orbit closures but are of independent interest.

4.1. Measure and topological rigidity

In this section we describe the measure-theoretic and topological rigidity results obtained
by Eskin, Mirzakhani, and Mohammadi [47, 48]. These results were motivated and inspi-
red by Ratner’s rigidity theorems for unipotent flows, which established Raghunathan’s
conjectures [100]. The unipotent flow on strata exhibits a more complicated behavior
compared to homogeneous spaces (see the constructions of Chaika–Smillie–Weiss [32]),
so the techniques are rather different and are based on the low entropy method of Linden-
strauss [40, 76], [41, §10], as well as the work of Benoist–Quint [22, 23].

4.1.1. Setup. Fix a stratum�Mg.�/ of translation surfaces and recall from Section 3.1.9
that on its universal cover we have period coordinates, equivalently a developing map
which is a local biholomorphism:

DevWe�Mg.�/! H1.X0; Z0IC/

for some reference translation surface .X0; !0/.

4.1.2 Definition (Linear immersed submanifold). A linear immersed submanifold of the
stratum �Mg.�/ is a manifold Ma together with a proper immersion �WMa ! �Mg.�/,
such that for any sufficiently small open set U �Ma, the following holds: take the image
�.U / � �Mg.�/ and lift it to the universal cover as e�.U / � e�Mg.�/, then the image
under Dev inside H1.X0; Z0IC/ is an open set inside a linear subspace. We will denote
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the image of the immersion � by M WD �.Ma/ � �Mg.�/ and frequently omit Ma and �
from the notation.

For a subfield k � C, if the local linear equations of the charts �.U / can be taken with
coefficients in k, we will say that M is k-linear. For convenience, we will say k-linear
submanifold instead of k-linear immersed submanifold.

We will typically be interested in linear submanifolds that are at least R-linear, so we
make that assumption from now on. Note that in this case, the submanifold is invariant
under the action of GL2.R/. A converse is provided by an observation of Kontsevich:
any complex submanifold of �Mg.�/ that is invariant under GL2.R/ must be R-linear
(see [96, Prop. 1.2] and assume irreducibility).

4.1.3. The basic exact sequence. When discussing linear submanifolds, we will refer
only to M � �Mg.�/ and omit from notation the “abstract” manifold Ma that maps
to M. However, most objects are naturally defined on Ma. Of these, the most important
ones are the local systems that describe the tangent space of M. Specifically, let TM

denote the tangent bundle of M, viewed as a vector bundle on Ma. Since charts of Ma

are locally cut out by linear equations, the bundle TM is a local subsystem of H1rel. Then
in analogy with the short exact sequence in (3.1.13), we have one on the tangent space
of M:

0!W0.TM/ ,! TM
p
�� H1.TM/! 0: (4.1.4)

Note that the local system W0 on the entire stratum has finite monodromy and can be
trivialized on a finite cover that labels the marked points. Therefore, the same is true of
W0TM, and in particular it carries a monodromy-invariant positive-definite inner product.

4.1.5. Cylinder and torsion corank. The two basic numerical invariants of an orbit clo-
sure M are its rank (or cylinder rank), introduced by Wright [114, Def. 1.11] and defined
to be 1

2
dim H1.TM/, as well as its torsion corank defined to be dim W0.TM/; we will

refer to dim W0= dim W0.TM/ as the torsion rank of M. We will see in Theorem 4.5.7
the relation between W0 and torsion, and the connection between cylinders and H1.TM/

in Section 6.1.
The cylinder rank is always an integer, as follows from the next basic result regarding

the tangent space TM that was proved by Avila, Eskin, and Möller [8, Thms. 1.4–1.5].

4.1.6 Theorem (TM is symplectic). For an R-linear manifold M admitting an SL2.R/-
invariant probability measure, the symplectic form obtained from the topological cup
product is non-degenerate on H1.TM/.

4.1.7. Volume normalizations. For a linear manifold M��Mg.�/, denote by M1�M

the subset of area 1 translation surfaces, so the natural map M1 �R>0!M is a bijection.
Note also that SL2.R/ preserves M1. The natural Lebesgue measures on M and M1 are
constructed in charts, in analogy with Masur–Veech measure from Section 3.2.4. A key
input is that TM is symplectic, in the sense of Theorem 4.1.6.
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We can now state the main results of Eskin, Mirzakhani, and Mohammadi. For con-
venience we will state them on the subset of area 1 surfaces, and in particular �Mg.�/

1

denotes the subset of the stratum of surfaces normalized in this way.

4.1.8 Theorem (Measure and topological rigidity). Let P � SL2.R/ denote the upper-
triangular matrices and fix a stratum �Mg.�/

1.

• (Measure rigidity [47, Thm. 1.4]) For any P -ergodic invariant probability measure �
on the stratum, there exists an R-linear immersed submanifold M such that � is the
Lebesgue measure on M1 described in Section 4.1.7. In particular, � is SL2.R/-
invariant.

• (Topological rigidity [48, Thm. 2.1]) For any .X;!/ in the stratum, there exists an R-
linear immersed submanifold M which is its P -orbit closure, i.e. M1 D P � .X; !/.
Furthermore, M1 admits a finite SL2.R/-invariant measure.

• (Equidistribution [48, Thm. 2.3]) The space of P -invariant ergodic probability mea-
sures on the stratum is sequentially compact for the weak-* topology.

• (Isolation [48, Thm. 2.3]) For any sequence of linear immersed submanifolds Mi

admitting a finite P -invariant measure�i , after passing to a subsequence still denoted
¹Mi ;�iº, there exists another linear immersed submanifold M, with finite measure �,
and i0 � 1 such that for i � i0 we have Mi �M and �i *� �.

4.1.9 Remark (On rigidity). We note the following two points:

(1) The equidistribution theorem has its name justified by the following reformula-
tion: any sequence of P -invariant ergodic probability measures converges weakly
along a subsequence to another such.

(2) The statements for the upper triangular group P imply the analogous ones for
SL2.R/. Part of the result is that any finite P -invariant measure is also SL2.R/-
invariant, since Lebesgue measure on an R-linear submanifold is SL2.R/-inv-
ariant. However, since P is amenable, one can more easily construct P -invariant
probability measures.

We end with a cautionary example that illustrates the necessity of allowing self-inter-
sections.

4.1.10 Example (Self-intersections of an orbit closure). Denote by M � �M3.2; 2/ the
locus of surfaces that are unramified .Z=2/-covers of surfaces in �M2.2/. Note that we
have an “abstract” finite cover Ma ! �M2.2/ and a map Ma !M � �M3.2; 2/. We
will next verify that inside �M3.2; 2/, the invariant subvariety M has self-intersections
along a locus R �M that we now describe in more detail.

Specifically, let �M1.0/ denote the translation surfaces of genus 1 with one marked
point. Set R to be a finite (unramified) cover of�M1.0/, consisting of translation surfaces
.X; !/ 2 �M3.2; 2/ with an action of the permutation group on 3 elements S3, such that
the cyclic subgroup of S3 fixes the zeros of ! and transpositions exchange the zeros. Note
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that R is contained in M, but that elements .X;!/ 2R map to some .X 0; !0/ 2 �M2.2/

in three distinct ways, one for each transposition in S3.
Concretely, the tangent space

T.X;!/�M3.2; 2/ D H1rel.X;Z!/

has an action of S3 and using this action splits as H1.X/˚ zH
0
.Z!/, where Z! � X are

the two zeros of !. We claim, and will verify shortly, that H1.X/ as an S3-representation
consists of the trivial representation with multiplicity two, and the unique 2-dimensional
representation also with multiplicity two. In fact, we have

H1.X/ D H1.X=S3/˚ TX ;

where X=S3 is the torus with a marked point, and TX D VX ˝MX , where VX is a rank 2,
weight 1 Hodge structure on which S3 acts trivially, and MX is a 2-dimensional vector
space on which S3 acts in its unique irreducible of dimension 2.

The three branches of M that pass through .X;!/ 2R are parametrized by the choice
of transposition � 2 S3 and have as their tangent spaces

T.X;!/;�M D H1.X=S3/˚
�
VX ˝ .M�

X /
�
D H1.X=�/;

where M�
X denotes the � -fixed line inside MX . Note that the first factor H1.X=S3/ is

simply the tangent space of R at .X; !/.
It remains to verify the assertion about the decomposition of H1.X/ into S3-repre-

sentations. This can be seen from the Chevalley–Weil formula (see e.g. [5]) or more
elementarily as follows. Triangulate X as X .0/

`
X .1/

`
X .2/ where the 0-dimensional

piece X .0/ consists of the two zeros. The action of S3 on X .1/ and X .2/ is free, so the
characters on the corresponding groups that compute the homology are x1

6
�reg and x2

6
�reg,

where xi D #X .i/ and �reg denotes the character of the regular representation (note that
6 D #S3 so that the ranks match). Finally, on the zero-dimensional group the character is
the sum of the trivial and sign representations 1C �sg . We know that after taking homol-
ogy, H0 and H2 are 1-dimensional and S3 acts trivially on them, so it follows that we must
subtract the corresponding pieces from the character on H1:

�H1.X/ D
x1

6
�reg �

�x2
6
�reg � 1

�
� �sg

D
x1 � x2

6
�reg C 1 � �sg

D �reg C 1 � �sg

D 2.1C ��/;

where we have used that x1 � x2 D 2 � genus.X/ D 6 since 2 � x1 C x2 is the Euler
characteristic of X , that for any finite group G the Peter–Weyl theorem yields

�reg D
X

irrep �

dim � � �� ;

and � denotes the unique irreducible of S3 of dimension 2.
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4.2. Aside: On the proof of measure rigidity

This section provides an overview of some of the ingredients appearing in the proof of the
measure rigidity result of Eskin–Mirzakhani stated in Theorem 4.1.8. Many substantial
technical challenges are omitted and throughout we assume familiarity with basic notions
in dynamics. Measurable cocycles under group actions are treated in Zimmer’s book [118],
entropy and leafwise measures in the lectures of Einsiedler–Lindenstrauss [41], and a
general reference on non-uniformly hyperbolic dynamics is in the book of Barreira–
Pesin [20].

An account of the proof with more details is provided by Quint [99] and the full
details are in the original text [47]. An exposition of some of the ideas in the context of
homogeneous dynamics is in the paper of Eskin–Lindenstrauss [44].

4.2.1. Setup. Suppose that � is2 an ergodic P -invariant measure on a stratum. We will
denote a point on the stratum by x, and abbreviate the fibers of cohomology by H.x/ WD
H1rel.Xx ; Zx IR/ assumed to be taken with real coefficients.

Recall thatPDAN whereA denotes the diagonal matrices andN the upper-triangular
unipotents, whose elements will be denoted gt and us respectively. Associated to � is the
Lyapunov spectrum and Oseledets decomposition for gt on H , namely

H.x/ D
M
�i

H�i .x/; 1 D �1 > �2 > � � � > ��1 D �1

for �-a.e. x. Recall that H˙1.x/ correspond to the real and imaginary parts of the 1-form
at x, and that the spectral gap inequality 1 > �2 is due to Forni [57, Thm. 0.1].

4.2.2. Stable/unstable manifolds. The tangent space at x 2 �Mg.�/ decomposes as

Tx�Mg.�/ D W
�.x/˚W C.x/;

where each of W ˙.x/ is naturally identified with H.x/. However, the induced cocycle
for the gt -action on the tangent space is isomorphic to W ˙.x/ D H.x/˝R.˙1/, where
R.�/ denotes the 1-dimensional cocycle where gt acts as e�t .

For a (measurable) subbundle L.x/ � H.x/ we will denote by L˙.x/ � W ˙.x/ the
corresponding subbundles in the stable/unstable direction. Note that any one of L;LC;L�

determines the others. In Proposition 4.2.8, we will define L� and associate to it LC.

4.2.3. Measurable connections. The Oseledets filtrationH��i .x/ is invariant under the
Gauss–Manin connection along the stable manifolds W�Œx� and hence induces a flat
connection on the associated graded cocycle. Using the (measurable!) Oseledets decom-
position, we can identify the associated graded cocycle with the original bundle and hence
obtain another connection P�.x; x0/ defined for x0 2 W�Œx� and which is only measur-
able. Analogously one defines a measurable connection PC along WC. These will be
essential in obtaining extra invariance of measures.

2In [47] this measure is called �.
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4.2.4. Conditional and leafwise measures. Denote by W˙Œx� the locally linear imm-
ersed submanifolds in the stratum associated to the subspaces W ˙.x/. Recall that to
define the leafwise measures �CŒx�, one first fixes a �-measurable partition BC which
is subordinated to the unstable foliation (i.e. at the level of atoms BCŒx� � WCŒx�) and
is expanded by the dynamics, i.e. gtBCŒx� � BCŒgtx� for t � 0. Then � admits con-
ditionals with respect to BC, and �CŒx� is assembled out of these conditionals and the
expanding dynamics. We will view �CŒx� as a measure on WCŒx� and denote by �C.x/
the corresponding measure on W C.x/ obtained after the identification

expCx WW
C.x/! WCŒx�; 0 7! x:

Note that if x0 2WCŒx� then we obtain by construction (namely, as .expCx0/
�1 ı expCx ) an

affine map

�.x; x0/WW C.x/! W C.x0/ and �.x; x0/��
C.x/ / �C.x0/; (4.2.5)

where / denotes equality of measures up to a scaling factor. This proportionality, rather
than equality, arises since in general �CŒx� and �CŒx0� on WCŒx� D WCŒx0� agree up to
a scaling factor only.

Note that invariance of � under gt implies equivariance of �C (again, up to scaling).

4.2.6. Unipotent subgroups. To establish that � is a nice measure, one key step is to
show that the family �C.x/ is itself of Lebesgue class on some subspace. This is accom-
plished by showing that it is invariant under a group of unipotent transformations.

The relevant transformations are inside

GC.x/ WD W C.x/ ÌQC.x/;

where QC.x/ � GL.H.x// is the group of unipotent transformations preserving the
Oseledets filtration H��.x/. Note that GC.x/ is a unipotent algebraic group and it natu-
rally acts by affine transformations on WC.x/, where the factor W C.x/ acts by transla-
tions. The induced Lie algebra cocycle gC.x/ has positive Lyapunov exponents under gt .

For a connected subgroup UC.x/ � GC.x/, we will denote by uC.x/ its Lie algebra
(which determines UC.x/) and by UCŒx� WD UC.x/ � x �WCŒx� its orbit in the unstable
manifold. If we set UCx .x/ to be the stabilizer of x inside UC.x/, then

UCŒx� Š UC.x/=UCx .x/:

We will only consider the case when UC.x/ is the largest subgroup of GC.x/ preserving
the subset UCŒx� and UCŒx� will carry a unique up to scale measure which is UC.x/-
invariant, which we will call its homogeneous measure.

4.2.7. Measurable family of subgroups. With assumptions and notation as above, we
will consider a measurable family of subgroupsUC.x/�GC.x/with the following prop-
erties:
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(1) The family of Lie algebras uC.x/ � gC.x/ is gt -equivariant.

(2) The subsets UCŒx� \BCŒx� form a �-measurable partition UC.

(3) The leafwise measure �UC Œx� is proportional to the homogeneous measure on
UCŒx�.

We will denote by �UC.x/ and �UC Œx� the corresponding leafwise measures on W C.x/
and WCŒx� respectively.

The orbit of the upper unipotent subgroup of SL2.R/ gives a line through every x and
we assume that UCŒx� always contains that line (equivalently, that UC.x/ contains the
real part of the coordinate at x). The mechanism that ensures homogeneity of �C.x/ is
contained in the next result.

4.2.8 Proposition (Extra invariance). Let L�.x/�W�.x/ denote the smallest affine sub-
space through x that contains the support of ��.x/, defined for �-a.e. x. Let LC.x/ �

W C.x/ be the corresponding subbundle in the unstable subspace, with LCŒx� � WCŒx�

the immersed affine subspace. If LCŒx� has dimension larger than UCŒx� for �-a.e. x,
then there exists a measurable family of subgroups UCnew © UC satisfying the properties
of Section 4.2.7 and of dimension strictly larger than UC.

4.2.9. Entropy balancing. Assuming for the moment Proposition 4.2.8, let us explain
how to deduce that the leafwise measures ��.x/ are of Lebesgue class, and a bit more
generally: there exists an SL2.R/-invariant subbundle L�H such that the leafwise mea-
sures ��.x/ are supported on L�.x/ and L�.x/-invariant. Note that the positive time
semigroup gt is conjugated inside SL2.R/ to the negative time one, so the corresponding
statement for �C is a consequence of SL2.R/-invariance. It also follows that � itself is
SL2.R/-invariant.

To deduce the desired claim, let L � H be the minimal measurable subbundle such
that ��.x/ is supported on L�.x/; this bundle is P -invariant. Proposition 4.2.8 implies
that �C.x/ is LC.x/-invariant.

As a consequence of techniques of Forni, for any P -invariant subbundle of H , its
Lyapunov spectrum ¹�iº counted with multiplicities satisfies

�1 C � � � C �n � 0:

Note that this property would be automatic if we knew, for instance, that the image of L

in absolute cohomology is a symplectic subspace.
Now the Ledrappier–Young formula for the entropy h.g1I�/ of the time-1 flow, com-

puted using the unstable foliation and using that conditionals are Lebesgue, gives

h.g1I�/ D

nX
iD1

.1C �i /:
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Applying the same argument, but now to the stable foliation, gives only an inequality since
we do not yet know that conditionals are Lebesgue:

h.g1I�/ �

nX
iD1

.1 � �i /:

The last two expressions, combined with
P
�i � 0, imply that equality must hold in

the last inequality. By the equality case of the Ledrappier–Young formula, it follows that
��.x/ is L�.x/-invariant.

Since L�.x/ contains the opposite unipotent, it follows that � and L are invariant by
it as well and hence SL2.R/-invariant.

4.2.10. Endgame. Suppose now that � is SL2.R/-invariant, and furthermore the unsta-
ble leafwise measures �C.x/ are supported on LC.x/ and L.x/-invariant for the corre-
sponding SL2.R/-invariant subbundle L�H . The locally affine structure of� is deduced
in [47, §14–16] using arguments similar to those in Section 4.2.15 below, but techni-
cally easier because of SL2.R/-invariance. We will not reiterate them here, but note for
comparison that Ratner’s theorems for SL2.R/-invariant measures are technically easier
compared to those for unipotent-invariant measures, see Einsiedler exposition [39].

4.2.11. Leafwise measures, again. Assume we are in the setting of Proposition 4.2.8.
We will give a simplified account of some of the constructions necessary to establish extra
invariance, omitting some key technical difficulties.

First, associated to the family UC one constructs a measurable partition Cij (whose
atoms containUCŒx�\BCŒx�) and with leafwise measures denoted fij .x/. The measures
fij .x/ are UC.x/-invariant by construction and eventually will be shown to have extra
invariance.

4.2.12. Simpler case: Start of induction. To illustrate some of the ideas, we will refer
throughout to the “start of induction” as the situation in Proposition 4.2.8 when UC.x/ D
N is just the unipotent subgroup. Note that then UC.x/ D W C;�1.x/ is the maximally
stretched direction.

The stable conditions measures ��.x/ are non-trivial by the entropy argument above.
If ��.x/ is contained in a 1-dimensional subspace of W �.x/, then the arguments below
ensure that it must be the opposite unipotent and the claim is established. Either way, the
measure fij .x/ is defined as a leafwise measure along .W C;�1 ˚W C;�2/.x/ modulo the
N -invariance (so it can be viewed onW C;�2.x/). We assume, for simplicity, that the max-
imal divergence (moduloN ) ofW C-related points that are generic for the measure occurs
along W C;�2 , otherwise we just replace �2 by the corresponding Lyapunov exponent �i .
In general, restricting to a further subspace Eij inside W C;�i might be necessary.

4.2.13. Extra invariance of conditionals. For every ı > 0 there exists a compact setK of
measure 1� ı such that all the ergodic theorems (for the relevant observables) involved in
the argument hold for points of K uniformly. Furthermore, the leafwise measures fij .x/
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vary continuously when x 2 K (in an appropriate topology, which we can assume for
simplicity comes from a metric). Then, it is shown that, for some constant C WD C.K/

and any " > 0, there exist (many) points zq 2 K satisfying

fij .zq/ / ��
�
fij .zq/

�
for some � 2 GC.q/ with

"

C
� distGC.x/=UC.x/

�
Œe�; �

�
� C";

where Œe� denotes the identity coset in GC.x/=UC.x/. In other words, the conditional
measure is invariant under a sequence of transformations that approach the identity, but
transversely to UC.

This last invariance is, in turn, accomplished by constructing zq0 2 WCŒzq� such that

fij .zq
0/ D PC.zq; zq0/�fij .zq/ with PC.zq; zq0/WW C.zq/! W C.zq0/

the identification obtained from the measurable connection PC (see Section 4.2.3). The
map � is then obtained by composing PC with the map �.q0; q/�1 from (4.2.5). Said more
intrinsically, the measure �CŒzq� on WCŒzq� is invariant (up to scaling) by the transforma-
tion �.

q q0

q1 q01

uq u0q0

q2
q02

q3 q03zq zq0

Figure 4.2.14. The Y -diagram.

4.2.15. Exponential drift. The points zq; zq0 with zq0 2 WCŒzq� are obtained as a limit of
a sequence of points q2; q02 2 K depending on a parameter ` tending to C1, and with
the desired properties true approximately, but more and more so as ` ! C1. For the
correct order of choices of parameters (in particular, note that q1 is chosen before q), see
for example [44, §6].

Choose q; q0 2 K with q0 2 W�Œq� and d.q; q0/ � 1, and set q1 WD g`q; q01 WD g`q
0

for an ` > 0 to be sent to C1. We then make the following constructions, with defining
properties of the parameters to be specified below:
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• Choose u 2 UC.q1/; u0 2 UC.q01/ of size in the range Œ 1
C1
; 1� for some constant C1

depending on K.

• For t2 > 0, set q2 WD gt2uq1 and q02 D gt2u
0q01.

• For t3 > 0, set q3 WD gt2q1 and q03 D gt3q
0
1.

Then zq; zq0 are obtained as accumulation points of q2; q02 as `!C1 subject to the require-
ments below. To present them, we will refer to a “simplest case” when UC D N is the
unipotent subgroup, and for measure-generic points x; x0 that are on the same unstable
manifold we will assume that their N -orbits diverge in the W C;�2 -direction. We also
make some comments on the general case.

4.2.16. The requirements on u. At the start of induction (see Section 4.2.12), the choice
of u; u0 is such that if we write

u0q01 � uq1 D v
C
C v� with v˙ 2 W ˙.uq1/

and we write the Lyapunov decomposition

vC D

nX
iD1

vCi with vCi 2 W
C;�i ;

then

vC1 D 0 and
kvC2 k

kvCk
�

1

C.K/

for some constant C.K/ depending on the compact set K. Explicitly, if

q01 D q1 C

�
0

v

�
; then usq01 D usq1 C

�
s � v

v

�
:

Note that kvk � e��` for some � > 0, while s is chosen to be of size O.1/. We expect
the Lyapunov decomposition of the component v 2 H.usq1/ to vary generically with s,
so the condition on kvC2 k=kv

Ck can be fulfilled. By an exponentially small adjustment
of u0 WD us0 we can then achieve the vanishing of the component vC1 (by a unique choice
of s0 with js � s0j . e��`) since we already have invariance in that direction.

In the general case, the displacement vector vC above belongs to the fiber E.uq1/ of
a linear cocycle E that admits an equivariant injection GC.q/=UC.q/ ,! E.q/ so it can
be used to track the relative divergence of UC-orbits.

4.2.17. The requirement on times. The time t2 is chosen so that kgt2v
Ck D ", where

at the start of induction vC measures the unstable separation of uq1; u0q01, while in the
general case it measures the unstable separation of the orbits UCŒuq1�; UCŒu0q01�. The
choice of u; u0 ensures that

q02 D q2 C v2 CO.e
�ı1`/;
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where v2 2 W C;�2.q2/ and kv2k � " at the start of induction, and in the general case v2
belongs to a certain subspace EŒij �;bdd along which divergence occurs for typical UC-
perturbations of stably-related points.

The time t3 is chosen so that (at the start of induction) the amount of expansion in
W C;�2 from uq1 to q2 D gt2uq1 is equal to that from q1 to q3 D gt3q1. In the general
case, an analogous requirement is imposed on a certain gt -invariant subspace EŒij �;bdd .

4.2.18. Comparison of measures. With these choices in place, and assuming they can
be made so that q�; q0� all belong to K, we can now compare leafwise measures. Denote
by AWE.q3/! E.q2/ the composition of cocycle maps gt2 ı u ı g�t3 and analogously
for A0WE.q03/ ! E.q02/. The choices of times are such that both maps are of bounded
norm, and furthermore when restricted toEŒij �;bdd they are intertwined by the measurable
connections PC; P�. Specifically, for q0C2 2 WCŒq2�, and with q0C2 ! q02 as `! C1,
we have

A0 ı P�.q3; q
0
3/ � P

C.q2; q
0C
2 / ı A:

Applying this identity to the measures fij .q3/;fij .q03/, with appropriate trivializations
of the bundles and using that d.q3;q03/! 0 and d.q0C2 ;q

0
2/! 0, as well as the equivariance

of measures under A;A0, we find that

fij .zq
0/ D PC.zq; zq02/�fij .zq/;

which was the desired conclusion.

4.2.19. Times are bilipschitz-related. Compared to other measure rigidity proofs, a key
aspect of this method is that the time windows t2; t3 under which the points can be
“stopped” and examined are prescribed within O.1/, since points diverge exponentially.
To ensure that at those times the points are in the good set K, it is crucial that t2; t3 and `
are related by certain biLipschitz bounds, see [47, §7]. These bounds depend only on the
Lyapunov spectrum of gt . In particular, by varying ` and using that the Birkhoff theorem
holds at set of times of density close to 1, it is possible (though challenging) to ensure that
all points in Figure 4.2.14 are in the good set K.

4.3. Hodge theory

This section provides the background in Hodge theory necessary to describe, and estab-
lish, the results in Section 4.4. The information contained in the cohomology groups H1

and H1rel is equivalent to that contained in their duals, the homology groups {H1 and {H1;rel.
For many constructions, the homology groups provide a more convenient geometric inter-
pretation, for instance the Jacobian (see Section 4.3.7) is most easily described using
homology. Speaking informally, one can think of the structures in cohomology as encod-
ing the tangent space data to an orbit closure inside a stratum, while structures in homol-
ogy describe the linear equations cutting out the orbit closure inside a stratum.
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4.3.1. Setup. Let k � R be a subring, for instance Z;Q, or a number field, and let H be
a free k-module of finite rank. We will denote by HR the extension of scalars from k to
any ring R containing k.

4.3.2 Definition (Pure Hodge structure, polarization). A weight n Hodge structure on H
is a decomposition of the complexification

HC D H
n;0
˚ � � � ˚Hp;q

˚ � � � ˚H 0;n; p C q D n

such that Hp;q D H q;p for all p; q with p C q D n.
The Hodge filtration is defined by F pH WD ˚i�pH i;j and is decreasing, i.e. F pH �

F pC1H . The Hodge decomposition can be reconstituted by Hp;q D F pH \ F qH . The
Weil operator is defined on HC first by Cx WD

p
�1

p�q
if x 2 Hp;q , and it descends

to H since C xx D Cx.
A polarization of the Hodge structure is a k-bilinear form I.�;�/ on H such that the

bilinear form Q.x; y/ WD I.x; Cy/ is symmetric and positive-definite on HR.

Note that since C 2 D .�1/n, it follows that I is .�1/n-symmetric.

4.3.3 Definition (Mixed Hodge structure). A mixed Hodge structure on H is the data of
an increasing filtration W�H on H , called the weight filtration, and a decreasing filtration
F �H on HC , called the Hodge filtration, such that for any n, the quotient

grWn H WD WnH=Wn�1H

with its induced Hodge filtration is a pure weight n Hodge structure.
For a ring R � C containing k, we will say that the mixed Hodge structure is R-split

if HR with its induced mixed Hodge structure is isomorphic to the direct sum given byL
n2Z grWn HR.

4.3.4 Example (Compact Riemann surfaces). Let X be a compact Riemann surface of
genus g. Then its integral cohomology H WD H 1.X IZ/ is a free Z-module of rank 2g
and admits a pure weight 1 polarized Hodge structure.

The complexification HC has the Hodge decomposition

HC D H
1;0
˚H 0;1

withH 1;0 spanned by cohomology classes of holomorphic 1-forms on X . Indeed, a holo-
morphic 1-form on X defines a cohomology class by integrating it along 1-cycles. The
space H 0;1 is defined as the complex-conjugate of H 0;1. The symplectic form given by
cup product I.x;y/ WD x[ y has a positivity property for a holomorphic 1-form!, namely
p
�1Œ!�[ Œx!� > 0. The reason is that cup product on 1-forms is given by integration onX

and in local coordinates on X , if ! D f .z/ dz, then
p
�1! ^ x! D 2jf .z/j2 dx ^ dy:
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Let us also note that it is possible to describe the entire Hodge filtration using complex-
analytic objects. The first term F 1H is just the space of holomorphic 1-forms, while
F 0H D HC can also be described as follows. Fix a point x 2 X and let Zx denote the
(infinite countable dimension) vector space of meromorphic 1-forms on X with a pole
allowed at x only. Since there’s at most one pole, and the sum of all residues must vanish,
such a meromorphic 1-form has vanishing residue at x. Let also Bx denote the vector
space of all meromorphic 1-forms on X that arise as differentials of meromorphic func-
tions on X , with poles allowed only at x. There is a natural map Zx ! HC , since a
meromorphic 1-form on X with vanishing residues also gives a cohomology class. The
kernel consists precisely of Bx , and the map can be verified to be surjective.

4.3.5 Example (Marked points on Riemann surfaces). Let now X be a compact Riemann
surface and S � X a finite set of points. Let us describe the mixed Hodge structure on
H1rel WD H1.X; S IZ/ with non-trivial pieces in weights 0 and 1. Using the short exact
sequence in (3.1.6) but with integral coefficients, we set W0H1rel WD

zH
0
.S/ and W1 to be

all of H1rel. The only non-trivial piece of the Hodge filtration is F 1H1rel and again this is
defined as the image of the holomorphic 1-forms on X , since these give not just absolute,
but also relative cohomology classes by integration.

Note that the extra data in the mixed Hodge structure is that of a lift of F 1H from
absolute to relative cohomology.

4.3.6. Linear algebra operations on Hodge structures. The standard operations on
vector spaces or free Z-modules, such as duality, tensor product, and Hom-spaces, are
defined in the natural way for Hodge structures. Perhaps the shortest way to define these
operations is by viewing a Hodge structure on a real vector space as a representation of the
abelian R-algebraic group S WD ResC

R Gm which is called the Deligne torus; its R-points
are identified with C�. We also extend the notion of a pure Hodge structure of weight n
to allow arbitrary integral indexes with p C q D n, and allow the weight n to be negative
as well.

Duals and tensor products of mixed Hodge structures are defined in the natural way.
Note that mixed Hodge structures form an abelian category, a non-trivial fact since for
example filtered vector spaces do not form one. For a (mixed) Hodge structure H , its
dual will be denoted by {H ; its weights are the negatives of those of the original. Let us
finally note that a mixed Hodge structure is always R-split, and we will see an example
below in (4.3.12). For an R-split mixed Hodge structure, we have a decompositionHC DL
Hp;q such that

WnH D
M

pCq�n

Hp;q and F pH D
M
i�p

Hp;q :

4.3.7. Jacobians. We now specialize to weight 1 and describe a geometric interpretation
of the above linear-algebraic data. Suppose that H carries a weight 1 Hodge structure
over Z, and we denote by HZ the corresponding Z-module of rank 2g. Denote by {H the
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dual Hodge structure, which has weight �1 and Hodge decomposition

{HC D {H
0;�1
˚ {H�1;0; {Hp;q

WD .H�p;�q/�:

The non-trivial piece of the Hodge filtration isF 0 {H D {H 0;�1, which can also be described
as

{H 0;�1
Š ¹�WH ! C W �jH1;0 � 0º:

The Jacobian associated to this Hodge structure is defined to be the compact complex
torus

Jac.H/ WD F 0 {H n {HC = {HZ Š Hom.H 1;0;C/
ı

Hom.HZ;Z/; (4.3.8)

which has complex dimension g. When H admits a polarization, the torus Jac.H/ can be
holomorphically embedded in a projective space and is an abelian variety.

This somewhat roundabout definition, via the dual Hodge structure, has the advantage
that it is more readily connected to geometry. Indeed, when H D H1.X/ for a Riemann
surfaceX and x0 2 X is a basepoint, we can holomorphically mapX to Jac.H/ by taking
a point x 2 X to the functional Z


.x0;x/

WH 1;0
! C;

where 
.x0; x/ is some path connecting x and x0. If we replace the path 
.x0; x/ by
another one, their difference is a closed cycle Œı� 2 H1.X IZ/ and hence we must quo-
tient by this ambiguity. Note that all the information of the geometry of the Jacobian is
contained in the embedding of the lattice H1.X IZ/ into Hom.H 1;0IC/.

4.3.9. Points on Jacobians as extensions. Suppose now that Hrel carries an integral
mixed Hodge structure of weights 0 and 1, with weight 1 quotient denoted H . Suppose
that the weight 0 part has rank r and the weight 1 part has rank 2g. We will show that such
mixed Hodge structures are in bijection with a collection of r points on the torus Jac.H/.
For convenience we will work with the dual mixed Hodge structure {Hrel, which suffices
since applying duality twice returns the initial structure. See Figure 4.3.11 for a depiction
of the arrangement and ranks of individual pieces of the Hodge decomposition.

We have the short exact sequence, where for brevity we set {P WD grW0 . {Hrel/:

0 {P � {Hrel  - {H  0 (4.3.10)

and where {H Š grW�1 {Hrel is the weight �1 Hodge structure dual to the weight 1 Hodge
structure H . Note also that in our situation {P Š .W0H/�.

We also have the non-trivial piece of the Hodge filtration F 0 {Hrel � {Hrel;C , which
induces on {H a weight �1 Hodge structure by F 0 {H WD {H \ F 0 {Hrel.

Let us check that {Hrel is R-split, in the sense of Definition 4.3.3. Set

{H
0;0
rel WD F

0 {Hrel \ F 0 {H rel;
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�1 0 1

Figure 4.3.11. Location of Hodge numbers and ranks. Crosses denote the support ofHrel and circles
that of {Hrel; they are exchanged by duality.

which is a rank r real subspace of {Hrel. We then have a natural splitting of the short exact
sequence in (4.3.10) over R by setting

�RW {PR
�
��! {H

0;0
rel : (4.3.12)

While this map is not guaranteed to be defined over the corresponding Z-modules, we can
pick an arbitrary

�ZW {PZ ,! {Hrel;Z (4.3.13)

such that composing with the projection back to {P yields the identity map. Since �R has
the same property, we find that their difference must land in {HR:

� WD �Z � �RW {PZ ! {HR:

Now the map �Z was not canonical, but only well defined by the addition of an arbitrary
element in Hom. {PZ; {HZ/, so we have a well-defined class

Œ�� 2 Hom. {PZ; {HR= {HZ/:

Note that the target abelian group is a compact torus of real dimension 2g, and it can be
alternatively described using the isomorphism

{HR Š {HC=F
0 {H

and we see that it is by definition isomorphic to the Jacobian of the original Hodge struc-
ture H .

To summarize, we have obtained (see also [31, §3]):

4.3.14 Proposition (Extensions classified by points). Let H be a pure weight 1 Hodge
structure over Z, and let P be a free Z-module viewed as a trivial weight 0 Hodge struc-
ture. Then we have an isomorphism

Ext1MHS.H;P / Š HomZ

�
{P ; Jac.H/

�
;

where Ext1MHS denotes the (group of) extensions in the category of mixed Hodge structures
over Z, and {P WD Hom.P;Z/ is the dual Z-module.

If we select a basis of {P , say with cardinality r , the right-hand side above can be
identified with a choice of r points on Jac.H/.
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4.3.15. Torsion and Q-splittings. It is natural to ask what happens if the image of {P
above lands in the torsion subgroup of Jac.H/. By following the above constructions, one
can verify that this is equivalent to the existence of a map �Q analogous to �Z in (4.3.13),
but all groups with scalars extended to Q, such that �Q after tensoring with R becomes an
isomorphism between {PR and {H 0;0

rel . An explicit example, in the case of elliptic curves, is
worked out in [50, Ex. 3.8].

4.3.16. Endomorphisms. Given a complex torus, say obtained as a Jacobian

Jac.H/ D {HC=.F
0 {H C {HZ/;

an endomorphism is a holomorphic map T from Jac.H/ to itself that is also a group
homomorphism. Such a holomorphic map can be lifted to the universal cover of Jac.H/,
which is naturally identified with the complex vector space {HC=F

0 {H . It will preserve the
image of the lattice {HZ, and conversely any linear map of the complex vector space, that
also preserves the lattice, will lead to an endomorphism.

The simplest endomorphisms are the ones that any abelian group has, namely for
any n 2 Z, we have x 7! n � x. If we have a Z-splitting compatible with the Hodge
structures H D H1 ˚ H2, then we can act by pairs of integers .n1; n2/ individually.
For example, .0; 1/ will correspond to projecting to the second factor. More generally,
if there is a Q-splitting, then a subring of Z˚ Z will act by endomorphisms. One refers
to the Hodge structures in the splitting as factors of the original, and similarly for their
corresponding Jacobians.

We will work exclusively with polarized Hodge structures, so the complex tori are
also abelian varieties. The endomorphism rings of Jac.H/ will be denoted by EndZ.H/

and EndQ.H/, respectively, depending on whether we take integral of rational coeffi-
cients. Since the polarization is given by a symplectic form denoted I.x; y/ on HZ,
we will call an endomorphism T symmetric if I.T x; y/ D I.x; Ty/, and will typically
restrict to the subalgebra of symmetric endomorphisms. The general endomorphism alge-
bra EndQ.Jac.H// is a semisimple Q-algebra, see [24, §5.3.7–8], and [24, Ch. 5] for
more on endomorphism rings of abelian varieties.

4.3.17. Real multiplication. We now specialize to the case of interest in the analysis
of linear immersed submanifolds that arise as GL2.R/-orbit closures. Specifically, we
assume that we have a totally real number field k, of degree d over Q, embedded in the
rational endomorphism algebra of a polarized Hodge structure of weight 1 on the free Z-
moduleH . By passing to a rational factor ofH (see [24, §5.3.7]), we can and will assume
that k D EndQ.Jac.H//.

We can thus view HQ as a vector space over k, say of rank r , so dimQ HQ D r � d .
Then the real vector space HR D HQ ˝Q R splits as

HR D H�1 ˚ � � � ˚H�d ;

where ¹�j º are the distinct embeddings �j W k ,! R. Indeed, recall that we have an isomor-
phism of R-algebras k ˝Q R Š ˚�j R, i.e. after extension of scalars to R, k becomes
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isomorphic as an algebra to a product of d copies of R. The subspace H�j � HR can be
characterized by the property that the action of k on it is via its embedding �j , namely

v 2 H�j ” 8a 2 k; a � v D �k.a/v;

where a Pv denotes the action of the element a on the vector v.
A vector v 2H 1;0

�j will be called an eigenform for real multiplication. When necessary,
we will also emphasize that it is an eigenform for the particular embedding �j .

An interesting example of real multiplication is described in Section 4.6.13.

4.3.18. Real multiplication and orders. Keeping the assumptions and notations as ab-
ove, we now consider the integral constraints on real multiplication. The algebra

O WD EndZ.Jac.H//

is a subring of k, with a unit, of Z-rank equal to d , so it is (by definition) an order in k.
The simplest order is the ring of integers Ok � k, and any order is contained in Ok . In the
analogy between number fields and algebraic curves, the ring of integers corresponds to a
smooth model of the curve, while an order corresponds to a singular model.

The structure of an O-module onHZ can be more complicated to describe, but once O

is fixed, there are only finitely many possibilities up to isomorphism.

4.3.19. The Hodge metrics. Returning to Example 4.3.4, the first cohomology of a com-
pact Riemann surface X admits a polarized weight 1 Hodge structure:

H1.X IC/ D H 1;0.X/˚H 0;1.X/:

The polarization, coming from cup product in cohomology or equivalently integration of
differential forms, induces natural positive-definite inner products on the real and complex
cohomology, that we will refer to as the “Hodge metrics”.

In the relative case, as in Example 4.3.5, for a finite set of points Z � X , the coho-
mology group H1rel.X;Z/ admits a mixed Hodge structure in the sense of Definition 4.3.3.
It is R-split, see (4.3.12), so over R we have a natural isomorphism

H1rel.X;ZIR/ Š H1.X IR/˚ zH0.ZIR/:

We can equip the first summand with its Hodge metric, and the second one with almost any
natural metric, for instance descending the metric from H0.ZIR/ for which every point
is of norm 1 and orthogonal to the others. We will continue to refer to this construction as
the Hodge metric on H1rel.

4.3.20. Variations of Hodge structure, weight 1. Let us now describe what happens
when we allow the Riemann surface X to vary holomorphically, say over a complex man-
ifold B . The cohomology groups H1.X IC/ form a vector bundle denoted H 1 equipped
with a flat connection called the Gauss–Manin connection and denoted rGM. A local flat
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frame can be given by fixing a basis of the integral cohomology H1.X IZ/ at one base-
point, and moving in to nearby fibers continuously. This characterizes rGM uniquely.

The subbundle H1;0 with fibers H 1;0.X/ � H1.X IC/ varies holomorphically, but
it is typically not flat. Note that the complex-conjugate fibers H 0;1.X/ vary anti-holo-
morphically, but the quotient H1.X IC/=H 1;0.X/ does have a holomorphic structure and
is naturally in bijection with H 0;1.X/; the corresponding bundle is denoted

H0;1
WD H 1=H1;0:

Differentiating H1;0 by the Gauss–Manin connection, and taking the quotient by
H1;0, yields a holomorphic, fiberwise linear, map of bundles called the second funda-
mental form:

� WH1;0
! H0;1

˝�1B ;

where �1B is the holomorphic cotangent bundle of the base B .

4.3.21. Variations of Hodge structure, higher weight. The above discussion general-
izes to Hodge structures of higher weight. The Gauss–Manin connection is defined in the
same manner on the bundle H , and the holomorphic subbundles are given by the Hodge
filtration F pH � H , so the Hodge bundles are

Hp;q
WD F pH=F p�1H

and are typically neither subbundles nor quotients of H . The second fundamental form
generalized to the maps

�pWH
p;q
! Hp�1;qC1

˝�1B

using the essential Griffiths transversality property thatrGM.F pH/�F p�1H . A crucial
calculation (see e.g. [60, Ch. II, Prop. 4], [49, Prop. 4.12]) expresses the curvature of the
Hodge bundles with the Hodge metric in terms of the second fundamental forms:

�Hp;q D ��p ^ �p C �pC1 ^ �
�
pC1; (4.3.22)

where � denotes the adjoint for the metric given by the intersection pairing; this metric
agrees, up to sign, with the Hodge metric on Hp;q .

A useful consequence of the above curvature formula is that it implies the curvature
of the “rightmost” bundle H0;n is non-positive. Bundles with non-positive curvature tend
not to have global sections, because the norm of a section is a plurisubharmonic function.
In particular, it satisfies the maximum principle so must be constant when the base B is
compact.

4.4. Hodge-theoretic rigidity

4.4.1. Setup. We now return to the setting of the GL2.R/-action on a stratum �Mg.�/,
fix an orbit closure M with SL2.R/-invariant probability measure � on M1. Our goal
is to describe some of the results of [49] that relate dynamics with the Hodge theory of
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the Riemann surfaces parametrized by M. In fact, some of the results are proved without
knowledge of the orbit closure M and make use only of the invariant probability mea-
sure �.

4.4.2. The Kontsevich–Zorich cocycle. The cohomology groups H1.X IC/, H1rel.X IC/
give local systems over �Mg.�/, that will be denoted H 1 and H 1

rel, respectively. The
action of SL2.R/ on �Mg.�/ induces a parallel transport map, say if g 2 SL2.R/ and
.X; !/ is a translation surface with g � .X; !/ D .X 0; !0/, then we have a map

H1.X IC/! H1.X 0IC/:

Note that SL2.R/ is not simply-connected, but there is a natural trivialization for the
action of the maximal compact SO2.R/, since k.X; !/ Š .X; �k!/, where k 2 SO2.R/
and �k 2C is the corresponding unit norm complex number. So the action is well defined,
and the local systems descend to the quotient

�Mg.�/
1=SO2.R/ Š �Mg.�/=C

�:

This space no longer has an action of SL2.R/, but instead is foliated by the quotient orbits,
which are isomorphic to the hyperbolic plane H Š SL2.R/= SO2.R/. We will refer to
these hyperbolic planes as Teichmüller discs.

The Hodge structures on H1.X IC/ and H1rel.X IC/ also descend to the quotient space,
and restricted to each leaf H yield a variation of (mixed) Hodge structures.

4.4.3. Invariant subbundles. We will be interested in subbundles of H 1, or those ob-
tained from H 1 by standard operations of linear algebra (duals, tensor products, quo-
tients). For one such local system E, and an SL2.R/-invariant ergodic probability mea-
sure �, a measurable SL2.R/-invariant subbundle is the data of a measurable family of
subspaces S 0.x/ � E.x/, defined for �-a.e. x 2�Mg.�/, such that gS 0.x/D S 0.gx/ for
any g 2 SL2.R/.

4.4.4 Theorem (Hodge compatibility, pure case). Let � be an SL2.R/-invariant proba-
bility measure on�Mg.�/, and let S be a measurable SL2.R/-invariant subbundle of the
local system E obtained from H 1 by standard linear algebra operations. Then, denoting
by C.x/ the Weil operator of the Hodge structure on E.x/ (see Definition 4.3.2), the mea-
surable subbundle with fibers C.x/S.x/ is also SL2.R/-invariant. As a consequence, the
Hodge-orthogonal S? of S is also an SL2.R/-invariant subbundle, and the fibers S.x/
and S?.x/ admit Hodge decompositions, compatibly with that on E.x/.

This result is a restatement of [49, Thm. 1.1], which additionally describes a semisim-
ple decomposition of E, compatible with the underlying Hodge structures, from which
any SL2.R/-invariant subbundle can be obtained.

4.4.5. Proof outline. The first step in the proof is to obtain from an invariant subbundle
S � E an invariant section of some other subbundle TE constructed by linear-algebraic
operations from E. For instance, this could be the coordinates of the subbundle in an
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exterior power representation, so we would take ƒkS 2 ƒkE DW TE where k D rk S, or a
projector onto S inside End.E/.

The proof then proceeds to show that an SL2.R/-invariant section � of a bundle
equipped with a polarized Hodge structure must be invariant by the Weil operator. Equiv-
alently, each .p; q/-component �p;q of the section must also be SL2.R/-invariant. In
Hodge theory, statements of this flavor go under the name “Theorem of the Fixed Part”,
see [49, Thm. 6.3].

The proof of this last statement proceeds by induction, starting with the “rightmost”
component �0;n. The formula for the curvature of the Hodge bundle as calculated in equa-
tion (4.3.22) shows that log k�0;nk is subharmonic when restricted to each Teichmüller
disc. The geometric interpretation of subharmonicity is that on a finite area disc, the value
at the center is bounded above by the average over the disc. In general, there are plenty of
subharmonic functions on a single copy of H, but using the finite invariant measure � and
an appropriate version of the ergodic theorem, one can show that the value at the center
of a.e. disc is bounded by the average of the function for the measure �, thus concluding
that log k�0;nk is constant. A local calculation in differential geometry implies that �0;n

is flat, and then the argument is repeated by starting with the flat section � � �0;n and its
rightmost Hodge component �1;n�1.

We have omitted some technical points in the above outline and refer to [50, §5] for
the details.

4.4.6. The mixed case. We now return to the basic exact sequence of (3.1.13) and recall
that H1rel and H1 are the local systems of relative and absolute cohomology. Fix a measur-
able SL2.R/-invariant subbundle Srel � H1rel with projection to H1 denoted S WD p.Srel/,
and with kernel denotedW0S. Recall that by Theorem 4.4.4, the subbundle S carries�-a.e.
an induced pure weight 1 Hodge structure from H1.

4.4.7 Theorem (Hodge compatibility, mixed case). With notation as above, assume the
bundle S admits no SL2.R/-invariant section. Then the subbundle Srel carries a mixed
Hodge structure, induced compatibly from H1rel. Namely, setting S1;0rel WD Srel;C \ .F

1H1rel/,
we have on a set of full �-measure that

Srel;C Š W0S
M�

S1;0rel ˚ S1;0rel

�
and the last two terms map to Sc compatibly with its pure weight 1 Hodge structure.

A version of this result was proved in [50, Thm. 4.2], but for a special class of invariant
subbundles S coming from the tangent space TM of an orbit closure. In fact, the more
general statement above holds, although I do not know how to construct other SL2.R/-
invariant subbundles.

4.4.8. Proof outline. To establish Theorem 4.4.7, we quotient first all the bundles byW0S
and so can assume that W0S D ¹0º, i.e. p is an isomorphism between Srel and S. Let

�SWS! Srel � H1rel
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be the inverse map. Since S carries a pure weight 1 Hodge structure, and we saw in
Example 4.3.5 that mixed Hodge structures of weight 1 are R-split (see Section 4.3.9
and (4.3.12)), we also have an R-splitting

�RWS! p�1.S/ � H1rel:

The difference � WD �S � �R is a map from S to H1rel which, when composed with p, yields
the zero map, so we can view it as a map

�WS!W0:

On a finite cover of �Mg.�/ where the marked points are trivialized, the piece W0 can
be assumed trivial, i.e. isomorphic to some Rk with a trivial weight 0 Hodge structure.
Each coordinate of the map � can then be verified to be holomorphic on a Teichmüller
disc, after identifying SR Š SC=S1;0 DW �0;1. We can again use the negative curvature
property of �0;1 and find that log k�k is subharmonic, and prove that it must be SL2.R/-
invariant as in the proof of Theorem 4.4.4 outlined in Section 4.4.5. By assumption, the
section vanishes and so Srel carries a compatible mixed Hodge structure.

We have again omitted several technical points in the above outline. The most impor-
tant adjustment is that to complete the argument, one must introduce a modified Hodge
norm on H1, see [50, §4.4] and [48, §7.2].

4.4.9 Remark (On splittings). We make the following two remarks:

(1) For simplicity, we have stated both Theorem 4.4.4 and Theorem 4.4.7 under the
assumption that the subbundles in question are real. Analogous results hold also
for complex subbundles, with the appropriate notion of complex Hodge structure.

(2) The assumption that S has no invariant sections can fail only in the case of the
Forni subspace of H1, by definition the SL2.R/-invariant piece on which parallel
transport is by isometries for the Hodge metric. See [8, §1] for more about the
Forni subspace.

The Hodge-theoretic rigidity properties established in Theorems 4.4.4 and 4.4.7 are
also used to strongly constrain measurable GL2.R/-invariant bundles. We return to these
questions in Section 5.3, where these tools turn out to be useful in establishing finiteness
results for orbit closures.

4.5. Algebraicity: Real multiplication and torsion

We can now collect concrete consequences for orbit closures from the abstract results
regarding bundles and their compatibility with Hodge structures. The main results are
Theorem 4.5.2, which shows that a factor of the Jacobian has real multiplication, and
Theorem 4.5.7, which shows that certain combinations of the zeros (or marked points)
have to be torsion on the corresponding factor of the Jacobian. Together, these results
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are used to establish that orbit closures are (quasi-projective) algebraic subvarieties of a
stratum.

Let us note that in the case of Teichmüller curves, which are the lowest-dimensional
orbit closures and automatically algebraic, the real multiplication and torsion results were
first obtained by Möller [94, 95]. The proofs below are based on different principles and
are used to characterize algebro-geometrically the orbit closures.

4.5.1. Setup. We now proceed to apply Theorem 4.4.4 and Theorem 4.4.7 on the com-
patibility of the SL2.R/-invariant bundles with the Hodge structure to the particular case
of the tangent bundles TM and p.TM/ of an orbit closure M. As before, we fix M and
its invariant probability measure �.

Let k � R be the smallest field over which M is k-linear in the sense of Defini-
tion 4.1.2; it is a number field by [113, Thm. 1.1]. In the case of absolute cohomology, we
obtain (see [49, Thm. 1.6]).

4.5.2 Theorem (Real multiplication). Every .X; !/ 2 M has a factor of the Jacobian
that admits real multiplication by k, with ! as an eigenform. In particular, k is a totally
real number field. Furthermore, the factors with real multiplication vary holomorphically
over M.

In the case of Teichmüller curves (see Section 4.6.3), this result was first established
by Möller [95, Thm. 2.7].

4.5.3. Proof outline. The real multiplication result is a direct consequence of Theo-
rem 4.4.4 applied to the local system H1.TM/ WD p.TM/ and its Galois conjugates,
see (4.1.4) for its definition. First, since H1.TM/ is a local system defined over the num-
ber field k, we can act on it by the Galois group of Q by viewing it inside the local system
with all algebraic entries H1.TM/ � H1

xQ
. We obtain a finite collection of local systems

that we will denote H1� that are indexed by embeddings �W k ! C, with one distinguished
embedding �0W k ! R corresponding to H1.TM/.

Now Theorem 4.4.4 implies that each H1� underlies a weight 1 variation of Hodge struc-
tures, and that they are all pairwise Hodge-orthogonal. By definition, see Section 4.3.17,
this yields the real multiplication result.

4.5.4. Twisted torsion. To state the result in the relative case, we need some notation.
Let JM!M denote the bundle of factors of the Jacobian that admit real multiplication
by Theorem 4.5.2, and let O � k be the largest order which acts on every fiber. Consider
also the local system H1

M
WD ˚�H1� , and taking its preimage under p we have a short exact

sequence of local systems underlying a variation of mixed Hodge structure:

0!W0 ! H1M;rel ! H1M ! 0

analogous to (4.1.4). Note that in weight 1 we have H1.TM/ � H1
M

with equality if and
only if k equals Q. Similarly, in weight 0 we have W0.TM/ � W0 with equality if and
only if the torsion corank of M is equal to the number of marked points.
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Recall that {W0 WD Hom.W0;Z/ is the dual local system. Now

W0.TM/ DW0;k \ TM

is a local system defined after extension of scalars to k, and dualizing we will consider
W0.TM/?

k
, which consists of those functionals that vanish on W0.TM/. To shorten nota-

tion, we will set
ƒ WDW0.TM/?k \

{W0;O

to be the intersection with the O-lattice.
Note that dimk W0.TM/?

k
D n� t where n is the number of marked points and t is the

torsion corank of M (see Section 4.1.5). Geometrically, denoting by Z � X the marked
points, since W0 D zH0.Z/ is the reduced cohomology, it follows that {W0 D zH0.Z/ is
the reduced homology, i.e. it consists of Z-linear combinations of marked points, with
coefficients adding up to 0. Then ƒ is a free Z-module of rank .n � t / � degQ k and a
projective module over O of rank .n � t /; it consists of O-linear combinations of marked
points with coefficients adding up to 0.

4.5.5. Twisted Abel–Jacobi map. The usual Abel–Jacobi map assigns to any Z-linear
combination of points Œı� on a Riemann surface X a point on the abelian variety Jac.X/
by choosing a 1-chain Œ
� with @Œ
� D Œı� and mapping Œı� to the functional of integration
along 
 , i.e. Z




2 Hom
�
H1;0.X/IC

�
:

For the finite set Z � X of marked points we thus have the map

AJ W zH0.ZIZ/! Jac.X/:

We can project to the factor JM.X/ admitting real multiplication by the order O, then
extend scalars to O, and extend the Abel–Jacobi map equivariantly for the O-action:

AJO W zH0.ZIO/! JM.X/: (4.5.6)

We will refer to it as the twisted Abel–Jacobi map. Using it, we can now state the key
result constraining the mixed Hodge structure on H1rel.X;Z/ (see [50, Thm. 1.3]).

4.5.7 Theorem (Twisted torsion). For every .X; !/ 2 M, the restriction of the twisted
Abel–Jacobi map to the submodule ƒ:

AJO Wƒ! JM.X/

lands in the torsion subgroup of the abelian variety. In particular, a finite index subgroup
of ƒ maps to the origin.

In the case of Teichmüller curves (see Section 4.6.3), this result was first established by
Möller [94, Thm. 3.3].
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4.5.8. Proof outline. The above result is a consequence of Theorem 4.4.7, applied to the
tangent bundle TM � H1rel and to its Galois conjugates TM�. Indeed, the theorem implies
that the sequence

0!W0;k=W0.TM/! p�1
�
H1.TM/

�
=W0.TM/

p
�! H1.TM/! 0

is a k-split variation of mixed Hodge structures. A splitting of local systems over k is
provided by TM=W0.TM/, and the content of Theorem 4.4.7 is that this splitting is
compatible with the mixed Hodge structures.

The same argument applies to the Galois conjugates of TM, with analogous short
exact sequences. Following through the analogue of Proposition 4.3.14, but in the presence
of real multiplication on the Jacobian yields Theorem 4.5.7.

4.5.9. Putting the pure and mixed together. Recall that by Theorem 4.1.8, the orbit
closure M is a complex manifold, locally in period coordinates described by k-linear
equations. We now proceed to explain the various algebraic restrictions placed by the real
multiplication and torsion results. The reader can refer to the diagram (5.1.12) for some of
the spaces that appear in the discussion below (with the difference that the diagram uses
instead of O; � ; ƒ0 the scalars r; d; t ).

Theorem 4.5.2 implies that there exists an order O � k, and a splitting � on H1Q with
appropriate O-module structure on one of the factors, with the following property. Denote
by EAO;� � Ag the subvariety of the moduli space of dimension g principally polarized
abelian varieties with a splitting � and real multiplication by O of prescribed type. Then
under the Torelli map �Mg.�/! Ag , the image of M is contained in EAO;� .

Now let Ag;n ! Ag be the universal family of n-tuples of marked points (not neces-
sarily distinct, but labeled) on the abelian variety, and denote its restriction to EAO;� by
EAO;�;n. Pass to a finite cover of �Mg.�/ on which the marked points are also labeled,
and let �MO;� � �Mg.�/ be the algebraic subset that’s the preimage of EAO;� under
the Torelli map. Then the twisted torsion Theorem 4.5.7 implies that there exists a sub-
module ƒ0 � zH0.ZIO/ (recall that this local system is globally trivialized on the finite
cover), such that under the augmented Torelli map �MO;� ! EAO;�;n, M is contained
in the algebraic locus where ƒ0 maps to the origin of the abelian variety. Denote the cor-
responding algebraic loci by EAO;�;ƒ0 � Ag;n and its preimage �MO;�;ƒ0 , so the two
main results imply that M � �MO;�;ƒ0 .

Finally, we need to impose the eigenform condition so we set�Ag;n!Ag;n to be the
bundle of holomorphic 1-forms on the parametrized abelian varieties. Over EAO;�;ƒ0 , we
have the further algebraic sublocus where the corresponding 1-form is an eigenform of real
multiplication, denoted E�AO;�;ƒ0 . Let EM � �Mg.�/ be the preimage of �AO;�;ƒ0

in the stratum.
So Theorem 4.5.2 and Theorem 4.5.7 together imply that M � EM. A local calcula-

tion with period coordinates shows that M must coincide with an irreducible component
of EM, so we conclude (see [50, Thm. 1.1]).
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4.5.10 Theorem (Algebraicity). An orbit closure M is an algebraic subvariety of the
stratum�Mg.�/, defined over xQ. Its algebraic Galois conjugates are also orbit closures.

4.5.11 Remark (On algebraicity). We make the following remarks:

(1) The analysis in Section 4.5.9 shows that if M exists, then it agrees with the alge-
braic locus described by real multiplication and twisted torsion. In general, one
can make a choice of order O, splitting � , and lattice ƒ0, but the locus EM

obtained in this manner will typically have lower dimension than required for it to
be GL2.R/-invariant. We will return to the calculation of the expected dimension
of EM in Section 5.1 and compare it with that of M. Orbit closures for which
these dimensions agree will be called typical, and otherwise atypical.

(2) A theorem of Möller [93, Thm. 5.4] shows that the action of the Galois group
of Q is already faithful on orbit closures of square-tiled (aka origami) translation
surfaces. See Section 4.6.4 for a discussion of this class of examples.

We end with a few questions regarding the above constructions.

4.5.12 Question (Galois structure of the field of linear definition). Let k be the field of
affine definition of an orbit closure M. For the following questions, one can consider
more generally k-linear immersed submanifold in a stratum of (possibly meromorphic)
differentials, possibly of order higher than 1.

Can there be examples of M with k which is not cyclotomic, or contained in a cyclo-
tomic, extension of Q? Can there be examples when k is not Galois over Q?

Note that there is an abundance of examples with k a quadratic extension of Q, discov-
ered by Calta [30] and McMullen [83]. These arise by a construction that generalizes to
(relatively) typical examples, as described in Theorem 5.1.7 below. Arbitrary cyclotomic
fields occur in the Veech [108] and Bouw–Möller examples [27], see Section 4.6.9 below.

4.6. Examples

The list of examples below is far from exhaustive, we have selected only some (of many)
representative examples and refer the reader to the original papers for more details.

4.6.1. Setup. Let us first remark that a standard technique in ergodic theory, the Hopf
argument, implies that the action of the diagonal subgroup gt � GL2.R/ is ergodic on
any connected component of a stratum. Therefore, a “generic” orbit closure of GL2.R/ is
dense.

For most classification questions, one is only interested in primitive orbit closures,
i.e. ones that are not obtained from an orbit closure in lower genus by taking a (possibly
ramified) covering construction of the underlying translation surfaces. This also indicates
one of the difficulties of classification: any argument has to be able to distinguish the many
different imprimitive orbit closures in a stratum. Even the simplest imprimitive ones, the
torus covers (see Section 4.6.4 below) can pose substantial classification challenges.
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4.6.2 Remark (On primitivity). It is a theorem of Möller [94, Thm. 2.6] that for every
translation surface .X;!/ there exists a translation cover .X; !/

�
�!.X 0; !0/ (so ��!0D!)

such that the genus of X 0 is minimal, and furthermore if this genus is not 1, then the cover
is unique and will be called canonical. Under the same assumption, the canonical cover of
translation surfaces is GL2.R/-equivariant and induces a finite map of orbit closures.

4.6.3. Teichmüller curves: Generalities. The first examples of non-trivial orbit closures
were discovered by Veech [108] and described below in Section 4.6.8. The corresponding
class of orbit closures are called Teichmüller curves, while the underlying translation
surfaces are called Veech surfaces.

Teichmüller curves have cylinder rank 1, torsion corank 0, but can have a field of
affine definition k larger than Q. The degree of k is an essential invariant of the Teich-
müller curve: if it is equal to the genus, the curve is called algebraically primitive.

4.6.4. Square-tiled surfaces. Consider a translation surface .X; !/ such that its period
point has rational coordinates, i.e. Œ!� 2 H1.X; ZIQŒ

p
�1�/ � H1.X; ZIC/. By appro-

priately choosing N 2 N, we can and will assume that the period coordinates are in
1
N

ZŒ
p
�1�. Choosing one reference point p0 2 Z, we therefore have a well-defined map

X ! C
ı �

ZC
p
�1Z

�
;

p 7! N �

Z p

p0

!;

which is a covering of the square torus with degree N 2Œ!� \ Œx!�. The points in Z map to
torsion points on this torus.

The orbit GLC2 .R/ � .X; !/ is a Teichmüller curve, with field of affine definition Q.
Indeed, the stabilizer of .X; !/ is a finite index subgroup of SL2.Z/, in fact any finite
index subgroup of the congruence subgroup �.2/, containing ˙1, arises in this way by a
theorem of Ellenberg–McReynolds [42, Thm. 1.2].

Appropriate sequences of such Teichmüller curves equidistribute in any stratum, by
Theorem 4.1.8. An illustration is provided in Figure 4.6.5.

Figure 4.6.5. Left: A square-tiled surface with 3 squares. Right: A square-tiled surface with many
squares. The two surfaces are nearby in moduli space, but have substantially different orbit closures.
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Let us finally note that square-tiled surfaces are typical in the sense of Section 5.1 and
also imprimitive, since they are obtained from a covering construction on an orbit closure
in smaller genus, namely the stratum of genus 0 surfaces with 1 marked point �M1.0/.

4.6.6. Torus covers. A bit more generally, suppose that the period point Œ!� when pro-
jected to absolute cohomology H1.X IC/ has coordinates in Q.

p
�1/. The same con-

struction as before gives a map of the translation surface .X; !/ to a torus, but now
some of the points in Z might not map to torsion points on the torus, call those points
Z0 � Z. The orbit closure of .X; !/ will consist of translation surfaces covering a torus,
and such that the ramifications under Z0 move freely on the torus. This orbit closure,
denoted HjZj;jZ0j.�

0/ has cylinder rank 1, torsion corank jZ0j, and torsion rank jZ n Z0j,
and �0 encodes the ramification profile.

4.6.7. Hurwitz spaces and isoperiodic foliation. Let us note that the orbit closure de-
scribed above has a natural map to the moduli space of tori �M1.0/. The fibers of this
map are no longer orbit closures, and in fact locally their tangent space is a subbundle of
W0H1rel Š

zH0.Z/. This subbundle induces on a stratum a foliation, called the isoperiodic,
or relative, or just rel, foliation. So fibers of HjZj;jZ0j.�0/ ! �M1.0/ give examples of
algebraic subvarieties of the stratum, which are furthermore affine-linear in period coordi-
nates (extending Definition 4.1.2 to allow for affine equations). Note that these fibers are
not GL2.R/-invariant.

4.6.8. The orbit closure of the regular n-gon. A rich class of examples of translation
surfaces whose orbit closures are Teichmüller curves was discovered by Veech [108]. To
illustrate it, we continue with the example of the regular n-gon from Example 2.1.6 and
Example 2.2.4, with n D 2gC 1 odd. We will see that the action of GL2.R/ on XP has a
large stabilizer, namely the preimage inside SL2.R/ of the lattice�.2; n;1/ � PSL2.R/
generated by reflections in the sides of an ideal hyperbolic triangle with angles �=2;�=n;0
(where an angle of 0 means the point is on the ideal boundary). We can again be quite
explicit and describe both the lattice, and the corresponding family of algebraic curves in
the moduli space.

It is clear that the rotation by an angle of 2�=n, denoted R 2 GL2.R/, fixes the trans-
lation surfaceXP . Indeed, in the polygonal representation, we can chop the reflected copy
of the regular n-gon into n triangles and attach them to the sides of the original copy (to
make it look like a cartoon of the sun). Then the asserted rotation visibly preserves the
polygon and the gluing.

The second stabilizer that we can exhibit is a unipotent one. Note thatXP decomposes
into g D .n � 1/=2 horizontal cylinders, each cylinder glued out of two trapezoids. The
heights hk and widths wk of these cylinders are readily computed, for instance by placing
the origin at the center of the regular n-gon and using the n-th root of unity � WD e2�

p
�1=n:

hk D jRe.�k � �kC1/j D
1

2
j�k C ��k � �kC1 � ��k�1j

D
1

2
j��1=2 � �1=2jj�kC1=2 � ��k�1=2j



S. Filip 114

and for the widths:

wk D 2jIm.�k C �kC1/j D j�k � ��k C �kC1 � ��k�1j

D j��1=2 C �1=2jj�kC1=2 � ��k�1=2j:

We thus see that the ratio is independent of the cylinder:

wk

hk
D
2 cos.�=n/
sin.�=n/

D 2 cot.�=n/

and so the transformation T WD
�
1 2 cot.�=n/
0 1

�
also preserves the surface. This is a cylin-

der twist, see Section 6.1.6. Note that the group generated by R; T � PSL2.R/ has an
“accidental” relation .RT /2 D 1 2 PSL2.R/, hence leads to the asserted triangle group
�.2; 5;1/.

It is also possible to explicitly describe the family of algebraic curves that constitute
the orbit closure of the regular n-gon, see [77, Prop. 5.8]. First, consider the family of
hyperelliptic curves

y2 D

nY
kD1

�
x � .�k C t��k/

�
over P1:

Equip each member of the family with the 1-form dx
y

, to obtain a family of translation
surfaces. The dihedral group action on P1 via t 7! 1=t and t 7! �t lifts to the family,
and the quotient is precisely the Teichmüller curve in Mg giving the orbit closure of the
regular n-gon.

4.6.9. Bouw–Möller examples. Generalizing Veech’s construction, Bouw and Möller
(see [27]) discovered a two-parameter family of Teichmüller curves BMm;n, with Veech
groups �m;n commensurable to triangle reflection groups �.m; n;1/. Interestingly, the
inspiration for their construction and proof had its origin in the geometry of variations
of Hodge structure. Polygonal models generating some of the Teichmüller curves were
found in [27] (for m D 4; 5) and in general by Hooper [64].

4.6.10. Intersecting Hilbert modular surfaces. A general construction of McMullen,
pioneered in [83], shows that an orbit closure M with cylinder rank 2, arbitrary torsion
corank, and with field of linear definition Q, contains an infinite family of suborbit clo-
sures MD �M of cylinder rank 1 and torsion corank same as that of M, and with field of
linear definition Q.

p
D/. Namely, MD is obtained by intersecting M with the eigenform

locus over a Hilbert modular surface, under an appropriate period map to an automorphic
vector bundle over a moduli space of abelian surfaces. Examples of M are furnished by
the strata in genus 2, as well as the Prym examples discussed in Section 4.6.11 below.

We will return to this class of examples when discussing the typical-atypical dichot-
omy in Section 5.1. Incidentally, note that various topological invariants of MD can be
computed since it is obtained as an intersection of varieties, with intersection of the
expected dimension (as opposed to larger).
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4.6.11. Prym loci. Moving on to higher rank orbit closures, McMullen identified in [84],
in genus g D 2; 3; 4 Prym loci Pg � �Mg.2g � 2/ that are of cylinder rank 2 and with
linear field of definition Q. By construction, every .X; !/ 2 Pg is the canonical double
cover of a quadratic differential .X0; q!/ with genus.X0/ D g � 2. From the Riemann–
Hurwitz formula, we find that there are 2.5� g/ ramification points onX0, and Pg covers
a stratum of quadratic differentials

Pg ! QMg�2.�1
9�2g ; 2g � 3/:

Note that the case g D 2 yields an entire stratum, which simply means that the stratum
�M2.2/ consists of hyperelliptic translation surfaces that cover a quadratic differential
with some poles on P1. Applying the construction described in Section 4.6.10 leads to infi-
nite families of “Weierstrass” Teichmüller curves Wg;D � �Mg.2g � 2/ for g D 2; 3; 4.

4.6.12. Gothic and related loci. Some further examples of primitive orbit closures Ga �

�Mg.�/, for quadruples of integers a D .a1; a2; a3; a4/ parametrizing rational-angled
quadrilaterals, or covers of P1, were recently discovered in [46], with genus going up
to 6. These are atypical in the sense of Definition 5.1.3 and some of them provide further
examples of infinite families of Teichmüller curves.

4.6.13. Twisted torsion. Kumar and Mukamel found in [73, Thm. 3] an example of an
orbit closure KM, with field of linear definition Q.

p
5/, where the “twisted torsion”

predicted by Theorem 4.5.7 is realized with coefficients in the field, in other words the
weight 0 bundle W0TKM is defined over Q.

p
5/ and not Q. This is an atypical example

in the sense of Definition 5.1.3.
The orbit closure KM is in �M2.1; 1; 0/, in other words the stratum of genus 2

surfaces with a differential with two zeros and one marked point. It has cylinder rank 1
and torsion corank 1, so it has dimension 3, but it also has torsion rank 1, i.e. there is one
non-trivial torsion condition. Concretely, KM parametrizes pairs .X; !; z1; z2; p/ with
the following properties:

• The zeros of ! are z1; z2 2 X .

• The Jacobian Jac.X/ has real multiplication by ZŒ
� with 
2 � 
 � 1D 0, with endo-
morphism T
 W Jac.X/! Jac.X/.

• The 1-form ! is an eigenform for real multiplication: T �
 ! D
1C
p
5

2
!.

• We have the relation between degree 0 divisors on the Jacobian

.p � z1/ D T
 � .z2 � z1/:

Note that under the above conditions, we automatically have also the relation

.p � z2/ D T
 0 � .z1 � z2/;

where 
 0 D 1 � 
 .
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It is also possible to give a pleasant flat-geometric description of this relation, see
Figure 4.6.14 and [73, §7]. The translation surfaces in this orbit closure are obtained by
gluing along a slit a torus with a golden-ratio rescaling of it, such that the relation above
between the points z1; z2; p holds on the surface.

z1

z2

z1

z2

p

Figure 4.6.14. Two proportional slit tori, with a marked point.

4.6.15. m-differentials. There is another class of interesting linear submanifolds in the
sense of Definition 4.1.2, whose field of linear definition is not real, and hence which do
not arise as orbit closures. We refer to [13] for more details.

Fix m 2 N and consider strata of m-differentials, namely the bundle over Mg of sec-
tions of the m-th tensor power of the canonical bundle !˝mX . This bundle has degree
m.2g � 2/, and for any � D .m1; : : : ; mn/ with

P
mi D m.2g � 2/ we can consider

a stratum �mMg.�/ of such differentials. Locally on a Riemann surface X with m-
differential �, we can write it as �.z/ D f .z/ dz˝m, and there is a canonical m-fold
cover

X�
�
�! X such that ��� D !˝m

for a holomorphic 1-form ! on X�. It follows that we have an embedding

�mMg.�/ ,! �Mg�.��/

for an appropriate genus g� and configuration of zeros ��. One can then verify that the
image is a linear submanifold in period coordinates, with field of linear definition the
cyclotomic field Q. m

p
1/. Therefore, as soon as m � 3, these are not GL2.R/-invariant

subvarieties.

5. Finiteness results

Outline of section. In this section we establish sharp finiteness results for orbit closures.
The key dichotomy, in analogy with problems of unlikely intersections, is between typical
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and atypical orbit closures. We will see that typical ones are dense and equidistribute
towards an ambient orbit closure, while the atypical ones are always finite in number.

The finiteness and abundance statements, as well as definitions of typical and atypi-
cal, are contained in Section 5.1. To establish finiteness, and to reformulate (a)typicality,
a crucial tool is the algebraic hull of a cocycle, introduced in Section 5.2. Rigidity prop-
erties of algebraic hulls are established in Section 5.3, using the Hodge-theoretic rigidity
properties from Section 4.4. The finiteness results are then proved in Section 5.4.

5.1. Typical vs. atypical

5.1.1. Setup. We continue in this section with the notation of Section 4. Suppose M �

�Mg.�/ is an orbit closure in a stratum of genus g Riemann surfaces with j�j marked
points, and set n D j�j � 1 for convenience of notation. We will define an invariant ı.M/

valued in non-negative integers that measures how atypical the orbit closure is.
We will denote by r WD rk M the cylinder rank, and by t the torsion corank of M

(see Section 4.1.5). Let also d denote the degree of M, i.e. the degree of the number field
defining the linear equations of M, see Theorem 4.5.2. The next inequalities follow from
the definitions, and the fact that the numbers in question are ranks of local systems with
corresponding inclusions:

1 � r � d � g; 0 � t � n:

5.1.2. Equations cutting out M in a stratum. Denote by c1.M/ the codimension of
the appropriate moduli space of mixed Hodge structures admitting real multiplication, as
well as torsion and eigenform properties as those of M, inside the moduli space of all
such mixed Hodge structures with a marked 1-form. This sub-moduli space is described
by Theorem 4.5.2 and Theorem 4.5.7, and depends only on fixed topological invariants
of M. Denote also by c2.M/ the codimension of M inside its ambient stratum �Mg.�/.
We then set ı.M/ WD c1.M/ � c2.M/, and an elementary analysis shows that ı.M/ � 0.
This invariant can be computed by an elementary if tedious calculation, and we do so
below in a simplified situation, see equation (5.1.14) for the final answer.

5.1.3 Definition (Typical and atypical orbit closure). Call M typical inside �Mg.�/ if
ı.M/ D 0, and atypical otherwise.

If N is another orbit closure and M � N , call M typical inside N if ıN .M/D0,
where ıN refers to the invariant calculated in equation (5.1.14) by plugging in the corre-
sponding ranks of N .

We can now state the main result of this section, obtained in [43].

5.1.4 Theorem (Finiteness of atypical). In any stratum �Mg.�/, there are only finitely
many maximal atypical orbit closures. More generally, in any orbit closure N there are
only finitely many atypical relative to N orbit closures.
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In the statement, “maximal” means with respect to inclusion. The method of proof,
which will be described in the following sections, is dynamical and goes by contradiction.
It is therefore natural to ask the following question.

5.1.5 Question (Effective finiteness). Can one make the bound on the number of atypical
orbit closures effective?

More generally, can one effectively bound their numerical invariants (rank, torsion
corank) and arithmetic invariants (discriminant of order of number field, index of lattice)?

See Section 6.2.2 for an approach using finiteness results on mixed Shimura varieties
which could potentially make the results effective.

The Finiteness Theorem 5.1.4 is complemented by an elementary calculation, which
we will do at the end of this section:

5.1.6 Proposition (Typical in a stratum). Suppose M ¨ �Mg.�/ is typical in a stratum
of genus g surfaces with n zeros. Then we have the following possibilities for the triple
.r; d; t/ of rank, degree, and torsion corank of M:

• (Torus cover .r; d/ D .1; 1/, and t is arbitrary) M parametrizes ramified covers of
elliptic curves; some ramification points move freely on the elliptic curve, others are
fixed over torsion points.

• (Hilbert modular surface .r; d/ D .1; 2/ with g D 2, and t D n D 1) M parametrizes
genus 2 surfaces with 1-form ! an eigenform of real multiplication on the Jacobian.

• (Weierstrass curve .r; d/D .1; 2/ with g D 2, and t D nD 0) M parametrizes genus 2
surfaces whose 1-form ! with a double zero is also an eigenform of real multiplication
on the Jacobian.

The first possibility occurs in any stratum�Mg.�/, the second in the stratum�M2.1; 1/,
and the third in �M2.2/.

The Weierstrass curve examples were first discovered by Calta [30] and McMullen [83],
and the Hilbert modular surfaces, as well as further “relatively typical” examples (see
Section 5.1.16) of Weierstrass curves were developed by McMullen [84].

As a complement, we can also establish that typical orbit closures arise in large num-
bers. For the statement, we will group together the last two cases of Proposition 5.1.6 and
call them “real quadratics”:

5.1.7 Theorem (Abundance of typical). Suppose M is an orbit closure, with field of affine
definition Q, of cylinder rank g and torsion corank n. Then in the following cases, and
only in them, we have typical suborbit closures:

• (Torus covers) Orbit closures with field of affine definition Q, of cylinder rank 1, and
arbitrary torsion corank t 2 Œ0; n� are dense in M.

• (Real quadratics) If g D 2 and n is arbitrary, then orbit closures defined over a real
quadratic field k, of cylinder rank 1 and torsion corank n, are dense in M as k ranges
over all real quadratic fields.
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In the last case already for a fixed real quadratic field k the suborbit closures will be
dense and involve the infinitely many orders in k.

We postpone the proof of this result to Section 5.4.8, when we will have a more
direct and less cumbersome way to describe atypical suborbit closures provided by Theo-
rem 5.4.5, in terms of algebraic hulls.

5.1.8. The target moduli space. We now explain the formal calculation of the invariant
ı.M/. For simplicity of exposition, we assume that the complement to the factor of the
Jacobian with real multiplication is “Hodge-generic” in the corresponding moduli space,
or equivalently that the monodromy on that piece is the full symplectic group.

Denote by Ag the moduli space of g-dimensional of (principally polarized) abelian
varieties, and let Ag;n ! Ag denote the fibration whose fiber over A 2 Ag is SymŒn� A,
the unordered n-tuples of points in A. Then Ag;n parametrizes mixed Hodge structures
as described in Proposition 4.3.14. Let also �Ag;n ! Ag;n denote the rank g vector
bundle of differentials on the corresponding abelian varieties (the vector bundle �Ag;n

is pulled back from Ag ). We have the following elementary dimension and codimension
calculations, where codimension refers to the dimension of fibers of the corresponding
morphism, or equivalently actual codimension, by embedding the smaller space into the
larger by a tautological zero section:

dim Ag D
g.g C 1/

2
codimAg;n

Ag D g � n codim�Ag;n
Ag;n D g (5.1.9)

so in particular, the dimension of �Ag;n is the sum of the three displayed numbers.
We have a natural tautological map

�M.�/! �Ag;n

mapping .X; !/ to the associated mixed Hodge structure and differential ! on the Jaco-
bian, and our next goal is to calculate the dimension of the locus in which, in view of the
Algebraicity Theorem 4.5.10, the image of the orbit closure M should lie.

5.1.10. Expected sub-moduli space. Let E�Ar;t;d � �Ag;n be defined as the (alge-
braic) locus of points that have “the same structures as on M”, which we now make more
precise. Let EAr;d � Ag be the locus of abelian varieties that have real multiplication on
a factor, with the same data (order in number field, lattice structure) as points in M. Then

dim EAr;d D d �
r.r C 1/

2
C
.g � dr/.g � dr C 1/

2

where the first term accounts for d pieces of the Hodge structure with real multiplication,
and the second term accounts for the freedom to choose the remaining factor of the abelian
variety.

Next, let EAr;d;t �Ag;n be the bundle over EAr;d consisting of n-tuples of points that
satisfy the same torsion conditions as those on M. The dimension of the fibers EAr;d;t !

EAr;d is
t � g C .n � t / � .g � rd/;
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where the first factor term accounts for the t points that move freely on the entire abelian
variety, and the second factor accounts for the remaining points that in an .rd/-dimension-
al factor must be locked in a torsion position, but otherwise move freely in the remaining
factor.

Finally, we set E�Ar;d;t � �Ag;n to be the bundle of 1-forms over EAr;d;t that live
in a distinguished subbundle of the factor admitting real multiplication, so the dimension
of the fibers of E�Ar;d;t ! EAr;d;t is r .

An elementary (and only mildly tedious) calculation with the above numbers then
gives the codimension:

codim�Ag;n
E�Ar;d;t D rd.g � r/ � r

2
�
d.d � 1/

2

C .n � t /rd C .g � r/: (5.1.11)

The diagram of spaces and maps between them is illustrated in (5.1.12).

M

EAr;d EAr;d;t E�Ar;d;t

�Mg.�/

Ag Ag;n �Ag;n

Torelli

Torelli

(5.1.12)

5.1.13. Degree of atypicality. The codimension of M inside �Mg.�/ is computed, in a
more elementary fashion, to be 2.g � r/C .n� t /, and we define the degree of atypicality
of M inside �Mg.�/ to be the difference in codimension:

ı.M/ WD codim�Ag;n
E�Ar;d;t � codim�Mg .�/ M

D
rd
2

h
.g � rd/C .g � r/

i
� .g � r/C

C .rd � 1/.n � t / (5.1.14)

The final expression has the terms arranged so as to emphasize the contribution coming
from the weight 1 and the weight 0 parts of the cohomology. The terms in each of the last
two rows are non-negative, by the elementary inequalities in Section 5.1.1.

When N is an orbit closure with linear field of definition larger than Q, the preceding
calculations need to be modified in order to define typicality relative to N . We will not
expand on this, since a simpler description of relative atypicality can be given in terms of
algebraic hulls. The statement of Theorem 5.4.5 can be taken as the definition of atypical,
in terms of the algebraic hull.
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Let us note that covering constructions would lead to atypical invariant subvarieties in
the corresponding stratum. This is compatible with the Finiteness Theorem 5.1.4 below,
since one can perform only finitely many covering constructions to land in a fixed stratum.

It is now an elementary calculation to determine the typical subvarieties of a stratum:

5.1.15. Proof of Proposition 5.1.6. From the expression for ı.M/ in equation (5.1.14),
it is clear that setting it equal to zero implies rd 2 ¹1; 2º. So we have the possibilities for
.r; d/ as .1; 1/; .1; 2/ and .2; 1/. The case r D d D 1 puts no restriction on the torsion
and corresponds to torus covers. When rd D 2, we must also have g � rd D 0 so g D 2.
Then we must also have t D n. The case r D 2; d D 1 and t D n implies that M is the
corresponding stratum �M2.�/ with � D .1; 1/ or .2/, and the cases r D 1; d D 2 lead
to the final two possibilities on the list.

5.1.16. Relative typicality. As suggested by Definition 5.1.3, once an orbit closure N

has been found in some stratum, it is meaningful to ask for typical subvarieties inside of it.
For instance, it is proved in [43, Thm. 1.7] that if N has rank 2 and defined over Q (with
torsion corank n), then we automatically have a large supply of invariant subvarieties
with .r; d/ D .1; 2/ and t D n analogously to the last two cases of Proposition 5.1.6.
Such examples were first found by McMullen and there are also more recent ones, see
Section 4.6.12.

The formulation of the Finiteness Theorem 5.1.4 using the typical–atypical dichotomy
is inspired by the work of Baldi, Klingler, and Ullmo [19], who prove a similar kind of
result for the Hodge locus of a variation of Hodge structure. The “equidistribution of
algebraic hulls” method that is behind the proof, explained in Theorem 5.4.2 below, was
also used by Bader, Fisher, Miller, and Stover to prove that (real or complex) hyperbolic
manifolds are arithmetic if they contain infinitely many totally geodesic submanifolds [10,
Thm. 1.1].

5.2. Algebraic hulls

This section contains some general constructions that play a key role in the statements,
and proofs, of the general finiteness results in Section 5.4. Many of the proofs are based
on the tension between ergodic actions of general groups with complicated orbit structure,
and actions of algebraic groups on algebraic varieties, which have much simpler orbit
structure.

5.2.1. Setup. In what follows, we will abbreviate “affine algebraic group defined over R”
to simply “algebraic group”. Much of what we say works in greater generality, for instance
by replacing R with other local fields. Much of what we need, and more, is contained
in [118, §3].

Two results are fundamental for our purposes. The first one allows us to translate many
questions about affine algebraic groups to their linear representations.
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5.2.2 Theorem (Chevalley Stabilizer Theorem). Let G be an affine algebraic group over
a field k, and let H�G be a k-subgroup. Then there exists a linear representation �WG!
GL.V/ over k and a vector v 2 V.k/ such that H is the stabilizer of v in G.

The second result implies a useful property of quotients by algebraic group actions.
Namely, it is immediate to check that if a groupG acts on a Hausdorff topological spaceX
with locally closed orbits, then the quotient X=G with its induced topology satisfies the
T0-separation axiom: for any two points, there exists an open set that contains one, but not
the other. Such actions are called tame in [118].

5.2.3 Theorem (Locally closed orbits). Let G be an affine algebraic group acting alge-
braically on a variety X, all defined over k.

• (Folklore) For every x 2 X.k/, the orbit G � x is a locally closed subset of X in the
Zariski topology.

• (Borel–Serre) If k is a local field (with its “analytic” topology) and x 2 X.k/ is a
point, the orbit G.k/ � x is locally closed in X.k/ with its analytic topology.

• (Margulis/Zimmer) If k is a local field and � is a Radon probability measure on X.k/,
then its orbit under G.k/ in the space of finite Radon measures M.X.k// is locally
closed in the weak-* topology.

For the last assertion, see [118, Thm. 3.2.6]; note that the case of general X can be
reduced to the one of proper projective X by reducing to affine charts, then taking pro-
jective closures, and then removing the piece of the measure supported on xX n X. We
let C0.X.k// denote the space of continuous functions vanishing at1 on X.k/ (the last
condition is only relevant if X is not proper) equipped with the sup norm, and M.X.k//
is the space of finite mass Radon measures on X.k/, which is the Banach space dual of
C0.X.k// and has, in particular, a weak-* topology.

5.2.4. Group actions. Suppose now that a group G acts on a space X . The group G
could be discrete, or a Lie group, while the space X could be a manifold, a topological
or measure space. We fix a regularity ˛ 2 ¹0�; 0;1; !; : : :º i.e. measurable, continuous,
smooth, real-analytic, etc. and assume that all objects below have at least this regularity.
In the case of measurable actions, a quasi-invariant measure � is also assumed.

We also assume an appropriate form of ergodicity: a scalar-valued C ˛ function on X
invariant under G must be constant. If the action is continuous, the existence of one dense
orbit suffices, and in the case of measurable actions ergodicity is in the usual sense of
measure theory.

5.2.5 Definition (Cocycles). A cocycle for the action of G on X is a C ˛ vector bundle
E!X with a C ˛-lift of the action ofG fromX toE, by fiberwise linear transformations.
Maps of cocycles, and subcocycles, are defined in the natural way.

For ease of notation, we will typically omit mentioning the group G when referring to
a cocycle over X . The fiber of E over a point x 2 X will be denoted E.x/.
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5.2.6. Linear algebra constructions on cocycles. Starting from oneG-cocycleE!X ,
we can apply successively the standard operations of linear algebra: duality, ˝, tak-
ing quotients or subcocycles. Let TE denote the category of all G-cocycles over X that
can be obtained in this way, with morphisms given by maps of G-cocycles over X .
Then TE carries the natural structure of a “rigid tensor category” in the sense of [37,
Def. 1.7] and furthermore by ergodicity, it satisfies the assumption End.1/ D R of [37,
Thm. 2.11], where 1 denotes the trivial 1-dimensional cocycle3. Therefore there is a nat-
ural R-algebraic group4 associated to a “fiber functor” on TE . Such fiber functors exist,
and it will be in fact convenient to define the group directly, as suggested by Chevalley’s
Theorem 5.2.2. Note that in particular, we find that TE is a neutral Tannakian category,
in the sense of [37, Def. 2.19]. It is also useful to keep in mind that although categories
of vector bundles are typically not abelian, under the ergodicity assumption the rank of
morphisms (and hence of kernels and cokernels) is constant on a “large” invariant set (full
measure, or dense open, according to the regularity).

Recall that we can think of the cocycles in TE as obtained by taking a linear-algebraic
construction LE on E and considering G-invariant subcocycles L0 � LE. For every
fiber E.x/, the group GL.E.x// naturally acts on the fiber LE.x/.

5.2.7 Definition (Algebraic hull). The algebraic hull of the cocycle E ! X is the fam-
ily of subgroups H.x/ � GL.E.x// defined as the intersection of stabilizers of L0.x/ �
LE.x/, ranging over all linear-algebraic constructions LE on E and G-invariant subco-
cycles L0 � LE.

Let us stress again that all cocycles are assumed to have the fixed regularity ˛. For
example, in the measurable setting, the groups H.x/ are defined on a set of full measure
only, in a continuous setting on a dense open, and in both settings the set is dynamics-
invariant. Note also that by the Noetherian property of algebraic groups, finitely many
linear-algebraic constructions and subcocycles suffice to define the algebraic hull.

5.2.8 Proposition (Elementary properties of algebraic hulls). Suppose G acts on X and
E ! X is a G-cocycle, all with regularity ˛. Let H.x/ � GL.E.x// denote the ˛-
algebraic hull.

(1) If ˛0 is a lower regularity than ˛ and H 0.x/ is the corresponding ˛0-algebraic
hull, then H 0.x/ � H.x/ for a.e. x 2 X .

(2) If ˛ is continuous or better, and Y �X is a closedG-invariant subset with a dense
orbit and admitting a notion of ˛-regularity, then the ˛-algebraic hull of EjY is
contained in H.y/ for every y 2 Y .

3Incidentally, this essential assumption was missing from an earlier treatment [101] of Tannakian cat-
egories.

4In general, only a pro-algebraic group, but our Tannakian category has a tensor generator, namely E
itself, so automorphisms of fiber functors are affine algebraic groups.
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We will need part (2) in the situation when ˛ is given by a collection of locally poly-
nomial functions on the spaces in question.

Proof. Part (1) is immediate since if L � T are a cocycle and subcocycle of regularity ˛,
then they are also of regularity ˛0, so the conditions cutting out the ˛-algebraic hull also
apply to the ˛0-algebraic hull.

Part (2) also follows immediately for the same reasons, since continuous cocycles and
subcocycles can be restricted to a closed subset.

5.3. Rigidity of algebraic hulls over orbit closures

5.3.1. Setup. We now specialize to the case of the action of GL2.R/ on an orbit clo-
sure M. When convenient or necessary, we will restrict to the action of SL2.R/ on the
unit area subset M1 �M, so that the group action preserves a finite measure. For ques-
tions related to the algebraic hull, the two situations are equivalent.

We start with the statement of the main result of this section, and explain the termi-
nology in the coming paragraphs. The theorem below strongly constrains the behavior of
algebraic hulls in this setting and is established in [49, Thms. 1.3–1.5] in the pure case,
and [43, App. A] in the mixed case.

5.3.2 Theorem (Rigidity of algebraic hulls). Let M be an orbit closure of the GL2.R/-
action.

(1) The measurable and polynomial in period coordinates algebraic hulls coincide.
Equivalently, any measurable GL2.R/-invariant subbundle of H1rel (or its tensor
powers) over M can be described in local period coordinates with polynomial
functions.

(2) The algebraic hull of H1 or H1rel is compatible with the Hodge structure, i.e. any
GL2.R/-invariant subbundle of H1 or H1rel (or their tensor powers) carries point-
wise an induced (mixed) Hodge structure, compatible with that on the ambient
bundle.

5.3.3 Remark (On Hodge structures and algebraic hulls). We make the following two
remarks:

(1) Part (1) implies that the algebraic hulls in the highest and lowest possible reg-
ularities agree, so after its proof we will speak of “the” algebraic hull, without
specifying the regularity. However, for proofs it is necessary to establish (ii) first,
for measurable invariant subbundles.

(2) Part (2) in the case of the cocycle H1 can be equivalently reformulated to say that
the Deligne torus giving at each x 2 M the Hodge structure is contained in the
algebraic hull.

5.3.4. Allowed polynomials and the area function. We now describe the “polynomial
functions” that appear in the statement of Theorem 5.3.2. Fix a basis of relative integral
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cohomology ai ; bi , i D 1; : : : ; g and cj , j D 1; : : : ; n, with corresponding complex coor-
dinates zk , kD 1; : : : ; 2gC n and zk D xk C

p
�1yk . Assume the standard normalization

for the symplectic pairing ai [ bj D ıij and let the period coordinate of the holomorphic
1-form be

! D

gX
iD1

ziai C zgCibi C

nX
jD1

z2gCj cj :

Then the area function A.x; y/ is defined to be:

A.x; y/ D
gX
iD1

xiygCi � yixgCi ; (5.3.5)

which is (up to a real scalar) equal to
p
�1Œ!� [ Œx!�.

From now on, “polynomial functions in period coordinates” will refer to rational func-
tions of the form P.x; y/=A.x; y/k , where P.x; y/ is a homogeneous polynomial in the
variables xi ; yi and k 2 Z�0. Such functions have a natural degree of homogeneity, and
to be invariant by scalings (which is a subgroup of GL2.R/), the degree of homogeneity
should be 0.

5.3.6. Invariant subbundles. The assertion that a bundle S�H is “polynomial in period
coordinates” will mean that in a local flat trivialization of H (or H1rel), the Plücker coordi-
nates of ƒkS (with k D rk S) can be chosen to be polynomial in the sense above.

The simplest example of an SL2.R/-invariant subbundle over M is one that is also
flat, i.e. invariant under parallel transport on all of M (rather, one should work on the
abstract finite cover Ma, see Definition 4.1.2, but we will continue to omit this from
the discussion). Useful examples are the tangent bundle TM � H1rel and its projection
p.TM/ � H1. Here is a more interesting, and equally important, one:

5.3.7 Example (Tautological plane). At each pD .X;!/2M, we have the tautological 2-
dimensional subspace T.p/ WD span.Re!; Im!/�H1.p/ and analogously for Trel � H1rel.
This is visibly a GL2.R/-invariant subbundle, but it is not flat. Let us see how it can be
described by polynomial functions (for ease of notation, we restrict to H1).

In local period coordinates, we have the tautological section !.p/ 2 H1C given by

!.p/ D

gX
iD1

ziai C ziCgbi D xC
p
�1y:

Then its Plücker coordinate of the tautological 2-plane can be taken to be
p
�1! ^ x!=A.x; y/;

which is visibly a polynomial function as defined earlier.
Equally natural is to take the operator �T of projecting H1 onto T along the symplec-

tically (and Hodge) orthogonal decomposition H1 D T˚ T?. Then on a vector v 2 H1,
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as a function of .x; y/ in period coordinates, the projector is

�T.x; y/.v/ D
A.v; y/
A.x; y/

gX
iD1

.xiai C xiCgbi /C
A.x; v/
A.x; y/

gX
iD1

.yiai C yiCgbi /;

where we recall that zi D xi C
p
�1yi . Indeed, note that �T.x; y/.x/ D x and similarly

for y, and it annihilates any vector symplectically orthogonal to either of x; y.
Note that the Plücker coordinate is only defined up to an arbitrary scaling, while the

projector is naturally normalized.

5.3.8. Proof of Hodge compatibility in Theorem 5.3.2. The assertion that invariant
subbundles have compatible Hodge structures is, in the case of H1, a restatement of
Theorem 4.4.4. Note that this last result applies to tensor constructions on H1, whereas
Theorem 4.4.4 only addresses H1rel. In general the algebraic hull of H1rel is a subgroup of
the semidirect product Sp.H1/ Ë Hom.H1;W0/, and as such it has a naturally defined
unipotent radical, which is a subgroup of Hom.H1;W0/.

It is immediate to check that the only difference between the algebraic hulls on H1

and H1rel is in the unipotent radical. Note that Hom.H1;W0/ has the structure of an abelian
unipotent group (as automorphisms of H1rel) and so any GL2.R/-invariant subspace could
be the unipotent radical of the algebraic hull. This is controlled by the GL2.R/-invariant
decomposition of H1 D ˚H1i . The property that the unipotent radical intersects the piece
Hom.H1i ;W0/ in Hom.H1i ;W0;i / is equivalent to the existence of a GL2.R/-invariant
subbundle isomorphic to H1i inside the bundle p�1.H1i /=W0;i . By Theorem 4.4.7 this
subbundle must be compatible with the Hodge structure, as asserted. We refer to [43,
Lemma A.2] for more details.

5.3.9. Measurable implies polynomial for invariant bundles. We now sketch the steps
in the proof of the rigidity part in Theorem 5.3.2. The proof uses a number of dynamical
ideas. We outline the steps and then explain what each means, and how it is accomplished;
for more details see [49, §7].

Suppose then that E � H is a GL2.R/-invariant subcocycle over an orbit closure M

(where H could be H1 or some tensor power construction on it). We know that its Hodge
orthogonal F WD E? is also GL2.R/-invariant, and will use in the proof that the Hodge
metric is real-analytic in period coordinates.

Step 1. On a.e. local stable leaf, show that E varies real-analytically; same for the unstable.

Step 2. On a.e. local stable leaf, show that E varies polynomially; same for the unstable.

Step 3. Conclude that E varies polynomially on M.

The diagonal subgroup gt WD
�
et 0
0 e�t

�
acts in period coordinates by expanding the x-

coordinate and contracting the y-coordinate. A local stable leaf is, in period coordinates,
an open subset of the x D const piece, so under gt two points in the same stable leaf
approach each other exponentially fast.
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5.3.10. Proof of Step 1. Real-analyticity of the bundles is proved with the help of the
Lyapunov filtration H��i , which consists of vectors that grow at rate at most et�i under gt
(for more on Lyapunov exponents, see [52]). It is proved by induction on the index of the
Lyapunov exponent, starting from the smallest, that E��i varies real-analytically on the
stable leaf; when reaching the last piece E one concludes step 1. This follows from two
ingredients: the Lyapunov filtration on H��i is real-analytic, in fact flat along the stable
leaves, and the decomposition H��i D E��i ˚ F��i , which is orthogonal for the real-
analytic Hodge metric. Now each new exponent falls either into E or into F, and can be
described as the orthogonal complement for a real-analytic metric of a bundle known to
be real-analytic, inside a flat bundle. A special situation arises when �i occurs in both E
and F, and this is treated using the Ledrappier invariance principle [74].

5.3.11. Proof of Step 2. To go from real-analyticity to polynomiality, one makes use of
the gt -action again. This time, Taylor-expanding the real-analytic functions in question,
combined with the exponential contraction of the flow, shows that only terms up to a
certain order (bounded in terms of the Lyapunov exponents of H) can occur.

5.3.12. Proof of Step 3. The final step combines the polynomiality property on individ-
ual stable and unstable manifolds. It is based on an elementary lemma proving that if a
measurable function f .x; y/ is polynomial for a.e. x and a.e. y, then it is in fact a polyno-
mial.

5.3.13. Computation of the algebraic hull. The rigidity properties established in Theo-
rem 5.3.2 can be used to determine the algebraic hull over the orbit closure M. To describe
it, let Gmon be the R-Zariski closure of the monodromy group on H1, and similarly Gmon

rel
for H1rel. Note that just like the algebraic hull, this can be viewed as a family of groups,
one for each point of M (viewing that point as the basepoint for the fundamental group).

Let now GT and GT
rel be the subgroups of Gmon

� stabilizing the tautological plane T
(see Example 5.3.7), viewed either in H1 or H1rel. Then we have (see [43, Thm. 1.1]) the
following result.

5.3.14 Theorem (Algebraic hull and monodromy). The algebraic hull for the GL2.R/-
action on H1 is GT, and similarly GT

rel on H1rel.

This result is complemented by the next one, which is established beforehand and in
fact necessary for the proof (see [51, Cor. 1.7] for the pure case and [43, Prop. 4.7] for the
mixed case).

5.3.15 Theorem (Monodromy on tangent space). Over the orbit closure M, the mon-
odromy on H1.TM/ is R-Zariski dense in the symplectic group Sp.H1.TM//. On TM,
the monodromy is R-Zariski dense in Sp.H1.TM// Ë Hom.H1.M/;W0.TM//.

The bundles H1.TM/ and W0.TM/ are defined in terms of the tangent space TM by
the short exact sequence in (4.1.4).
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5.3.16. Proof sketch of Theorem 5.3.14. It is clear that the algebraic hull is contained
in the monodromy group Gmon, and since the tautological plane is also GL2.R/-invariant,
the algebraic hull is contained in GT

� . It remains to prove the converse.
In local period coordinates on M, the space of GL2.R/-orbits is an open subset of

Grı.2I TMR/, the Grassmannian of real 2-dimensional planes in TMR, with ı denoting
that we require the projection to H1.TM/ to be non-degenerate for the symplectic pairing.
This Grassmannian is equivalently a homogeneous space for the algebraic group

H WD Sp.H1.TM// Ë Hom.W0.TM/;H1.TM//;

with stabilizer of a point the subgroup HT stabilizing a (tautological) 2-plane.
By Theorem 5.3.2 we know that GL2.R/-invariant bundles are described, in local

period coordinates, by polynomial functions. Combined with the above local description
of the space of GL2.R/-orbits, we obtain on open patches in H=HT, algebraic bundles.
Analytically continuing the construction along loops in M, we obtain bundles that are
equivariant for the monodromy � , and since the bundles are algebraic, they must be equiv-
ariant for the R-Zariski closure x�Zar DW Gmon.

Now by Theorem 5.3.15, the group Gmon surjects onto H. From the characterization of
algebraic H-equivariant bundles on H=HT as HT-representations, Theorem 5.3.14 follows.

We can now combine Theorem 5.3.14 with Theorem 5.3.15 to evaluate the algebraic
hull on TM.

5.3.17 Corollary (Algebraic hull on tangent space). Over an orbit closure M, the alge-
braic hull on the weight 1 part of its tangent space H1.TM/ is the stabilizer of the
tautological plane inside Sp.H1.TM//. On the full tangent space, it is the stabilizer of
the tautological plane inside Sp.H1.TM// Ë Hom.H1.TM/;W0.TM//.

Concretely, if the orbit closure has cylinder rank r , degree d , and torsion corank t , then on
the weight 1 part the algebraic hull is SL2.R/ � Sp2.rd�1/.R/, while on the absolute part
it has additionally a unipotent radical isomorphic to Rt�2rd . Note also that this theorem
applies, in particular, to the strata �Mg.�/ and will be useful for the finiteness results of
Section 5.4.

We have not discussed Lyapunov exponents in this survey, but let us note that once
the algebraic hull has been identified, and established to be rigid, it is natural to ask the
following.

5.3.18 Question (Simple Lyapunov spectrum). Is the Lyapunov spectrum as simple as
possible, given the algebraic hull? Concretely, each semisimple factor of the algebraic
hull has a split Cartan subalgebra, and the Lyapunov vector is an element of its dual. Then
the Lyapunov vector should not lie on any of the walls of the Weyl chamber.
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The characterization of zero Lyapunov exponents is obtained in [51]. For this more
general question, it is likely that the methods introduced by Bader–Furman [11, §5] will
be useful.

5.4. Finiteness

5.4.1. Setup. We are now ready to prove the finiteness of atypical orbit closures stated in
Theorem 5.1.4. With the tools and notions we have developed, it is in fact easier to prove a
slightly stronger result. Recall that by Theorem 4.1.8, whenever Mi and �i is a sequence
of orbit closures with their natural probability measures, there exists another orbit clo-
sure M and with measure �, and a subsequence of the original still denoted Mi ; �i , such
that Mi �M and �i *� �.

5.4.2 Theorem (Equidistribution of algebraic hull). Let M; � be an orbit closure with
corresponding measure �, and let Mi �M be a sequence of orbit closures with corre-
sponding measures satisfying �i *� �. Let A be the algebraic hull of M and Ai of Mi

on H1rel. Then Ai � A and there exists i0 � 0 such that for i � i0, we have that Ai and A
differ at most by a compact factor and finite index.

5.4.3 Remark (On compact factors and finite index). We make the following remarks:

(1) On the case of H1, the algebraic hulls are semisimple by Theorem 4.4.4 and The-
orem 5.3.14. The assertion that Ai and A agree up to finite index and compact
factors can then be stated at the level of Lie algebras: they have the same non-
compact factors in the Lie algebra decomposition. Note in particular that both
might have compact factors, but the inclusion might be strict.

(2) We will restrict the discussion below to the case of H1, the case of H1rel being
analogous, and the algebraic hulls acquiring a unipotent radical. The assertion of
the theorem then includes the property that for sufficiently large i , the groups Ai
and A will have the same unipotent radical.

(3) In Theorem 5.4.2 we use the words “the same” to assert a pointwise statement, for
every point in the orbit closure, for which the algebraic hull is well defined, and
the groups Ai .x/ and A.x/ are viewed inside GL.H1.x//.

5.4.4. Proof outline of Theorem 5.4.2. The containment Ai � A follows from Mi �M

and Theorem 5.3.2 (combined with Proposition 5.2.8), since the measurable and continu-
ous algebraic hulls coincide.

For any semisimple R-algebraic group G, we set GCı � G to be the smallest normal
algebraic subgroup such that G=GCı is compact. Equivalently, it is the Zariski closure of
the exponential of the non-compact part of the Lie algebra of G. The property of GCı that
we will use is that if G.R/ preserves a measure on some projective space P.VR/ for a
G-irreducible representation VR, then GCı acts trivially on VR (see [118, Cor. 3.2]).

For the two semisimple groups Ai � A to be “the same up to compact factors”, it
suffices to show that ACıi D ACı. To do so, we will construct an A-representation V such
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that, on the one hand Ai can be defined as the stabilizer of a line Li � V , and on the other
hand for any V 0 � V which is A-irreducible, A preserves a measure on P .V 0/. This last
property implies ACı acts trivially on V and yields the conclusion.

We already know that ACıi � ACı, and suppose by contradiction that along some sub-
sequence the containment is strict. An argument with algebraic groups (see [43, §5.1,
p. 297]) shows that there exists one representation V and cocycle V (independent of i )
such that there exists a family of lines Li � V and subcocycles Li � V, such that Ai is
defined as the stabilizer of Li . For any A-invariant decomposition V D V0 ˚ V00, with V0

being A-irreducible, we can assume that Li is not contained in V00, otherwise we can pass
to a subsequence and work with V00 in what follows, and still obtain a contradiction.

Denote by L0i � V0 the projection of Li to V0. The measure �i on Mi admits a unique
lift z�i on P .V0/ with the property that it projects to �i , and the fiberwise measures are
ı-masses on P .L0i /. Note that the measures z�i are SL2.R/-invariant for the lifted action
to P .V0/, since the bundles Li are.

Since the fibers of P .V0/! M are compact, we can take a weak-* limit of the z�i ,
denoted z�, and since�i *� �we also have that z� projects to�. Invariance under SL2.R/
is preserved.

We now claim that A preserves the disintegrations z�.x/ on the fibers (with x 2M),
and this will conclude the proof. Let S.x/ � PGL.V0.x// be the group stabilizing the
measure z�.x/; these form a measurable family of subgroups, and are algebraic by [118,
Thm. 3.2.4]. The family of subgroups is also SL2.R/-equivariant, and in fact �-a.e. x; y
the groups S.x/; S.y/ can be conjugated by an isomorphism of the fibers. Indeed, we
have a measurable map M!M 1.P .V 0//=PGL.V 0/ from M to the space of probability
measures on the projective space P .V 0/, modulo linear transformations. The space of
such orbits is T0 by Theorem 5.2.3, so �-a.e. the image lies in one orbit. It follows again
by Chevalley’s theorem that there is some representation W of PGL.V 0/, and associated
cocycle W, with 1-dimensional line bundle K�W, such that S.x/ is the stabilizer of K.x/.
The family of lines K is SL2.R/-invariant, hence stabilized by the algebraic hull A by its
definition, so we conclude that A � S.

We can finally conclude the asserted finiteness results, in a slightly stronger form.
Recall that the algebraic hull of an orbit closure is a pointwise defined family of algebraic
groups, all conjugate to each other.

5.4.5 Theorem (Finiteness). The following assertions hold:

(1) An orbit closure M is typical inside a stratum if and only if its algebraic hull
coincides with that of the stratum, and atypical otherwise.

(2) Every stratum has finitely many atypical orbit closures which contain all other
atypical orbit closures.

(3) Analogously, an orbit closure M contained in another one N is typical inside it
if the algebraic hull of M coincides with that of N up to compact factors, and
atypical otherwise.
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(4) Every orbit closure N contains finitely many atypical orbit closures which contain
all other atypical orbit closures (all relative to N ).

Proof. Given an orbit closure N , let us see first why orbit closures inside it with strictly
smaller (up to compact factors) algebraic hull must be contained in a finite set of smaller
orbit closures. Indeed, if there was such an infinite sequence Mi � N , up to passing to a
subsequence there is N 0 containing all of them, with Mi equidistributed in N 0 (by Theo-
rem 4.1.8). Because of equidistribution we must have N 0 � N , and by the assumption on
the algebraic hulls and Theorem 5.4.2 we must have N 0 ¨ N .

It remains to establish (3) (which clearly implies (1)), i.e. compare the definition of
atypical in terms of codimensions and in terms of algebraic hulls. We will first treat the
splitting of H1 and eigenform conditions together, and then the torsion part. Note that the
contribution to the codimension “defect” from the absolute cohomology and the weight 0
part are both non-negative, so for a typical suborbit closure, it will suffice to equate both
contributions to 0. All dimensions computed below are over C.

For any orbit closure N let AN � Ag denote the subvariety parametrizing abelian
varieties with the same splitting as on N . This is determined by the Zariski closure of mon-
odromy over N , denoted MN , and a lattice inside its real points. Let also �AN ! AN

denote the bundle of eigenforms of the same type as on N , it has fiber dimension equal
to the rank rN of N . Let also�Au

N
! �AN denote the bundle parametrizing the mixed

Hodge structures of the same type as on N . Again, this is determined by the monodromy
over N , and if we denote by Mu

N
�MN the unipotent radical, then the dimension of the

fibers is 1
2

dim Mu
N

. Indeed, the unipotent radical is a direct sum of pieces of the form
Hom.H1˛;W0;˛0/, where H1˛ is some (symplectic) factor of H1 and W0;˛0 is some factor
of W0. But the corresponding parameter space consists of points on the abelian variety
(by Proposition 4.3.14) corresponding to H1˛ , which has complex dimension 1

2
dim H1˛ .

Now the dimension of N is 2rN C tN , where tN is the dimension of W0.TN /. It
follows that the (formally computed) codimension of N in �Au

N
is

dim AN C rN C
1

2
dim Mu

N � .2rN C tN / D .dim AN � rN /C
�1
2

dim Mu
N � tN

�
:

To connect the calculation to the algebraic hull AN , we recall that we have AN � MN .
We can define the associated symmetric space for the algebraic hull eAH N which is the
quotient of AN .R/ modulo its maximal compact. We now note that

dim AN D dim eAH N C .rN � 1/;

since the only difference in the symmetric spaces (once we pass to the universal cover
of AN ) is that a Siegel space factor of rank rN splits as a product of a rank 1 and a rank
.rN � 1/ Siegel spaces, and the dimension of a Siegel space of rank r is 1

2
r.r C 1/.

Analogously, let Au
N
�Mu

N
denote the unipotent radical of the algebraic hull. Then

dim AuN D dim Mu
N � 2tN ;
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corresponding to the requirement that Au
N

must act trivially on the rank 2 tautological
bundle in the tangent space directions, which have dimension tN .

Putting the last two calculations together, it follows that we can rewrite the above
formal codimension as �

dim eAH N � 1
�
C
1

2
dim AuN :

If M � N is a suborbit closure, we have by Theorem 5.3.2 that AM � AN and similarly
for unipotent radicals Au

M
� Au

N
. But M is typical inside N if and only if its formal

codimension equals that of N , which by the above calculation implies Au
M
D Au

N
, and

dim eAH M D dim eAH N :

However, the semisimple parts are nested, and to have equality of dimension in the corre-
sponding symmetric spaces, the groups must agree up to compact factors.

5.4.6. Monodromy and Lyapunov spectrum of square-tiled surfaces. Although the
main application of the Algebraic Hull Equidistribution Theorem 5.4.2 is to finiteness
questions, it turns out that it gives interesting information about the monodromy and
Lyapunov spectrum of orbit closures. A natural class of examples to which the result
applies is square-tiled surfaces in a stratum which generate a sequence of Teichmüller
curves Ti �Mg.�/ that also equidistribute inside the stratum. On the one hand, the alge-
braic hull of a stratum on H1 is SL2.R/� Sp2g�2.R/, by Corollary 5.3.17. For sufficiently
large i , the algebraic hull of Ti is the same (since there are no compact factors). This
implies, by the relation between algebraic hulls and monodromy from Theorem 5.3.14,
that the monodromy of H1 over Ti has Zariski closure equal to SL2.R/ � Sp2g�2.R/. We
conclude:

5.4.7 Theorem (Monodromy of square-tiled surfaces). For all square-tiled surfaces in a
stratum �Mg.�/ outside of a finite set of proper atypical suborbit closures, the Zariski
closure of monodromy over the corresponding Teichmüller curve is SL2.R/� Sp2g�2.R/.
In particular, the Lyapunov spectrum of the geodesic flow is simple.

Proof. The first assertion was explained above. It remains to justify the claim on Lyapunov
exponents. By the Eskin–Matheus coding-free simplicity criterion [45, Thm. 1.1], it fol-
lows that on the factor that’s not the tangent space of the Teichmüller curve, the spectrum
is simple. Since on the SL2-factor the exponents are 1;�1, by Forni’s spectral gap prop-
erty 1 > �2, see [57, Thm. 0.1], the claim follows.

This then gives an extension to all strata of some results of Matheus, Möller, and
Yoccoz [82, §1.2] on the simplicity of the Lyapunov spectrum. Let us also note that the
finitely many exceptions are necessary, as illustrated by the examples in [54, Thm. 1.1].

Note also that an alternative route to the above result is via [26, Thm. 2.8] of Bonatti–
Eskin–Wilkinson, which shows that in the setting of the SL2.R/-action on strata, the
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Lyapunov spectrum is “continuous”: if a sequence of ergodic SL2.R/-invariant mea-
sures �i equidistributes to another such measure �, then the Lyapunov exponents of �i
converge to those of �. Combined with the simplicity of the Lyapunov spectrum on strata
established by Avila–Viana [9, Thm. 1.1], the result follows.

5.4.8. Proof of abundance of typical, Theorem 5.1.7. We now tie on loose end and
characterize the orbit closures that can possibly admit an infinite family of typical suborbit
closures, and show that they in fact do contain them.

To characterize orbit closures that could admit an infinite family of typical suborbit
closures, we will use Theorem 5.4.5. Suppose M is such an orbit closure, with suborbit
closures Mi equidistributing to it; we can assume by Theorem 5.4.2 that they have the
same algebraic hulls, up to compact factors. Let H1

M
be the projection to absolute coho-

mology of the tangent bundle of M, say of rank 2g. Using Corollary 5.3.17, the algebraic
hull of M on it is SL2.R/ � Sp2g�2.R/, and using it again we find that either Mi has
cylinder rank 1, or H1

Mi
D H1

M
. In the second case, if we assume that g > 1, then we find

that the unipotent part of the algebraic hull of M strictly contains that for Mi , unless they
also have the same torsion corank, which means they are equal.

In the first case, if Mi has linear field of definition Q as well, then it parametrizes torus
covers and this gives the first possibility in Theorem 5.1.7. Otherwise, the field of linear
definition must necessarily be quadratic, so that 2g � 2 D 2 and so g D 2, leading to the
second case. Note that in this last case, the agreement of unipotent parts of the algebraic
hull forces the torsion coranks of M and Mi to agree.

It remains to prove abundance, i.e. density of typical orbit closures in the above two
cases. For torus covers, this is clear since points in M with necessary rationality conditions
are dense. For the degree 2 case, see [43, §6.2].

6. Classification of orbit closures

Outline of section. The question of classifying orbit closures can be understood in many
ways and in this section we describe some of them, as well as progress so far. Meth-
ods based on the cylinder deformation theory of Wright are discussed in Section 6.1. The
algebro-geometric and arithmetic points of view are taken up in Section 6.2, where we dis-
cuss the connection to problems of unlikely intersections, as well as an algebro-geometric
point of view on the cylinder deformation theorem. We end with a discussion of algorith-
mic questions, both practical and theoretical, in Section 6.3.

6.1. Topological methods

We outline some recent progress on the classification of orbit closures, using as an essen-
tial tool the Cylinder Deformation Theorem [114, Thm. 1.1] of Wright. After describing
this result and some of its consequences in the initial paragraphs, we include a few (of
many) classification theorems obtained using these methods.
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6.1.1. The basic exact sequences, in homology. We will continue to denote by Z � X
the zeros of !. The geometric version of the basic exact sequence from (6.1.2) and its dual
will provide a natural setting for the arguments below:

0 zH0.Z/ H1.X nZ/ H1.X/ 0;

0 Hred
0 .Z/ H1.X;Z/ H1.X/ 0:

(6.1.2)

The second row is naturally identified, via the pairing between homology and cohomology,
with the dual of the tangent space to the stratum �Mg.�/. So it encodes the cotangent
bundle. The Poincaré duality pairing between the first row and the second then identifies
naturally the first row with the tangent bundle of the stratum.

6.1.3. Relative deformations. Note that while in the second row, the group Hred
0 .Z/

denotes formal linear combinations of points in Z with coefficients adding up to zero
(the “reduced” cohomology), in the first row zH0.Z/ denotes the group of all formal lin-
ear combinations of points in Z, modulo the element which takes each point in Z with
coefficient 1.

The deformations of .X;!/ corresponding to a point z 2 Z, and its class Œz� 2 zH0.Z/,
are called relative deformations. Specifically, Œz� denotes the homology class in H1.X nZ/
going once clockwise around z and moving in�Mg.�/ by t Œz� amounts to adding to each
relative period Œ
� the quantity t .Œz� \ Œ
�/.

6.1.4 Definition (Horizontal cylinder). A horizontal cylinder of a translation surface given
by .X; !/ is a connected open subset C � X , saturated by closed leaves of the foliation
induced by ker Im!, and maximal with this property. Any closed leaf will be called a core
curve of C .

Note that any core curve has an appropriate neighborhood foliated by core curves, and
we take the maximal connected neighborhood with this property. The boundary @C D
xC n C consists of finitely many zeros of ! connected by horizontal saddle connections.
Note that the boundary might be connected as a subset of X but it has two natural maps
from a core curve, obtained by “pushing” up or down the core curve. A core curve also
has a natural orientation, specified by requiring ! to have positive integral over positively
oriented subsets of the core curve.

6.1.5. Geometry of a cylinder. The homology class Œ
C � of any core curve 
C is inde-
pendent of choices. We will denote by Œ
C � its homology class in H1.X n Z/, so it will
give tangent vectors, and by Œ
�C � its homology class in H1.X;Z/, so it will give cotangent
vectors.

The circumference, or width, of a cylinder C is defined to beZ
Œ
�C �

!;
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i.e. the length of any of the core curves, and will be denoted wC . To define the height
of C , denoted hC , let ˛ � xC be any oriented path connecting two zeros on the boundary,
and such that Œ˛� \ Œ
�C � D 1. Then we set

hC WD Im
Z
˛

!;

and with our orientation convention on 
C this gives hC > 0. Note that the imaginary part
of the integral is independent of the homotopy class of ˛, since changing the homotopy
class amounts to adding the width (a real number) to the integral.

6.1.6. Cylinder deformations. To every horizontal cylinderC � .X;!/we associate the
tangent vector vC 2 T.X;!/�Mg.�/ equal to hC Œ
�C � 2H1.X nZIR/. The deformation of
.X;!/ along vC will be denoted uCt .X;!/, and corresponds to cutting out C , applying the
horocycle flow ut only to C , and then gluing it back in. By a cutting and pasting, it can
be directly verified that this transformation is periodic, with period wC

hC
. The frequency,

i.e. the inverse period, is called the modulus of the cylinder and denoted mC WD hC
wC

. A
cylinder deformation is illustrated in Figure 6.1.7.

Figure 6.1.7. Left: A cylinder on the double heptagon surface. Right: A cylinder deformation
applied only to the cylinder.

6.1.8 Definition (Horizontally periodic surface). We will say that .X; !/ is horizontally
periodic if it is covered by (the closures of) horizontal cylinders.

A fundamental result of Smillie–Weiss [103, Thm. 5] describes the minimal sets for
the horocycle flow in terms of horizontally periodic surfaces. A key ingredient in the proof
is a recurrence result for the horocycle flow obtained previously by Minsky–Weiss [90,
§1]. We now proceed to describe these orbit closures.

6.1.9. Tori of horizontally periodic surfaces. Suppose that .X; !/ is covered by cylin-
ders C1; : : : ; Ck and is therefore horizontally periodic. Each of them determines a vec-
tor vCi in the tangent space at .X; !/, and their sum is the vector giving the horocycle
flow. Let L � H1.X n Z/ denote the span of these vectors. Note that the vectors are lin-
early independent, since the core curves are, since for each core curve there is a saddle
connection intersecting only it. Note also that L is isotropic for the intersection pairing
when projected to absolute homology.
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We can apply independently any of the flows uCit to .X; !/, each with its own period,
and hence obtain a k-dimensional torus in �Mg.�/. The torus is naturally isomorphic toY�

RvCi =Z
vCi
mCi

�
;

and we shall call it the “full torus” supporting .X;!/. Now the orbit ut .X;!/ will stay in
this torus, and its orbit closure will equal the subtorus cut out by the following equations:

If
kX
iD1

aimCi D 0 with ai 2 Z; then require
kX
iD1

ai
vCi
mi
D 0:

Note that we view
vCi
mi
DwCi Œ
Ci � as the generators of the lattice under which the flows uCit

are periodic. Note also that the orbit closure of the flow in the direction of the vector
.1; : : : ; 1/ on

Q
.R=Z 1

mi
/ is equivalent, under a diagonal linear transformation, to the

orbit closure of .m1; : : : ; mn/ on
Q
.R=Z/.

For future reference, observe that if m1; : : : ; ml are Q-linearly independent from
mlC1; : : : ;mk (meaning that their Q-linear spans intersect only at ¹0º), then the orbit clo-
sure of .m1; : : : ; mk/ on .R=Z/k is equal to the product of orbit closures of .m1; : : : ; ml ;
0; : : : ; 0/ and .0; : : : ; 0;mlC1; : : : ; mk/.

6.1.10. M-parallelism. Suppose now that the horizontally periodic surface .X; !/ is
contained in an orbit closure M. We have already described the horocycle orbit closure in
Section 6.1.9, but it can be the case that M intersects the full torus in a larger set.

6.1.11 Definition (M-parallel cylinders and saddle connections). Suppose that Œ˛��; Œˇ��2
H1.X;ZIZ/ denote the classes of a core curve of a horizontal cylinder, or of a horizontal
saddle connection, on .X;!/. Call the cylinders or saddle connections ˛ and ˇ M-parallel
if their images in T �MR are proportional by a (possibly real) scalar.

Note that we have a natural map H1.X; ZIR/! T �MR, i.e. every relative homol-
ogy class gives a cotangent vector. In fact, because of the local triviality of the bundles
involved, any relative homology class gives a well-defined function on a stratum, and by
restriction on M, whose differential is precisely the cotangent vector just described. The
property of M-parallelism is then equivalent to (local on M) proportionality of the two
functions.

6.1.12 Remark (On M-parallelism). We collect some elementary remarks:

(1) Being M-parallel is an equivalence relation, and the definition includes the possi-
bility that a cylinder could be M-parallel to a saddle connection.

(2) The property of M-parallelism depends on the cohomology class in H1.X;Z/ of
a core curve of a cylinder, while the conclusion of Theorem 6.1.13 below refers to
the class in H1.X nZ/.

(3) The smaller an orbit closure M, the more likely are two horizontal cylinders to be
M-parallel. For instance, if M has cylinder rank 1, then all horizontal cylinders
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on .X; !/ must be M-parallel since their span is an isotropic subspace. It will
follow from Theorem 6.1.13 that in fact if there is at least one horizontal cylinder,
then .X; !/ must be horizontally periodic.

We can now state Wright’s result [114, Thms. 1.1 and 5.1].

6.1.13 Theorem (Cylinder deformation theorem). Denote by C1; : : : ; Ck the horizontal
cylinders on .X;!/2M, and let C1; : : : ;Cl denote their partition into equivalence classes
of M-parallel cylinders. Define the vector vCi WD

P
C2Ci

vCi in the tangent space at
.X; !/ to the stratum.

(1) Suppose that .X; !/ is horizontally periodic. Then T.X;!/M contains all the vec-
tors vCi .

(2) The same holds more generally, even if .X; !/ is not horizontally periodic.

Note that while the second assertion is visibly stronger than the first, the proof requires the
weaker statement first. We also have an immediate consequence, which does not assume
a priori knowledge of the ambient orbit closure:

6.1.14 Corollary (Getting tangent vectors). Let C1; : : : ;Ck be all the horizontal cylinders
of .X; !/. Then vC1 C � � � C vCk is in the tangent space to any orbit closure M contain-
ing .X; !/.

If .X; !/ is horizontally periodic then this is simply the tangent vector to the horocycle
orbit, but otherwise one obtains a vector which is not tangent to the local GL2.R/-orbit
of .X; !/.

Before sketching the proof of Theorem 6.1.13, we need some further preliminaries.

6.1.15. Real deformations. Recall that the local period coordinates are valued in the
complex vector space H1.X n ZIC/ which has a decomposition into real and imaginary
parts. The orbit closure M is determined by a real subspace TMR � H1.X nZIR/, and
the orbit closure itself is locally described by the complexification. The local product
structure into real and imaginary coordinates coincides with the unstable/stable foliation
for the Teichmüller geodesic flow.

We define a real deformation of .X; !/ to be one which stays entirely in the real
direction, in other words only the real parts of periods are changed, and not the imaginary
parts. For example, the matrices �

et 0

0 1

�
;

�
1 t

0 1

�
;

as well as the vectors vCi , give real deformations.

6.1.16. Real deformations and horizontal cylinders. Observe that a sufficiently small
real deformation does not destroy a horizontal cylinder C , since its core curve 
C contin-
ues to have a real period and furthermore the height remains unchanged. A horizontally
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periodic surface continues to be horizontally periodic under sufficiently small real defor-
mations.

The modulus mC D hC
wC

can change only through the quantity wC D
R
Œ
C �

!. There-
fore, if C1; C2 are M-parallel, then the ratio mC1=mC2 stays unchanged under real defor-
mations staying in M, essentially by the definition of M-parallelism. Conversely, ifC1;C2
are not M-parallel, then by an arbitrarily small real deformation one can make their mod-
uli Q-linearly independent. A bit more generally, one can accomplish the same for any
collection of cylinders which are not pairwise M-parallel, see [114, Lemma 4.9]

Proof of Theorem 6.1.13. Let us sketch the basic ideas in the proof. Start with a horizon-
tally periodic surface .X;!/, with cylinders C1; : : : ;Ck , and suppose C D ¹C1; : : : ;Clº is
an equivalence class of M-parallel ones. By the discussion on Section 6.1.16, a sufficiently
small real deformation of .X; !/, staying within M, can arrange the moduli of cylinders
in C to be Q-linearly independent from the rest. By the discussion in Section 6.1.9, the
ut -orbit closure of .X; !/ in its associated full torus in the stratum has vC as tangent
vector, and therefore so does M.

For a general surface .X; !/ which has some cylinders C1; : : : ; Ck , but is not hori-
zontally periodic, the theorem of Smillie–Weiss ensures that there exists a horizontally
periodic .X 0; !0/ 2M and a sequence of times ti !C1 such that uti .X;!/! .X 0; !0/.
By taking ti sufficiently large, we can assume that uti .X; !/ is within a sufficiently small
period coordinate chart at .X 0;!0/ such that the intersection of M with the chart is a linear
space passing through .X 0; !0/ and uti .X; !/.

Note that the horizontal cylinders on .X; !/ and uti .X; !/ are naturally in bijection.
Denote by C 01; : : : ; C

0
k0

the horizontal cylinders on .X 0; !0/. Any local path in M con-
necting .X 0; !0/ to uti .X;!/ must necessarily involve some imaginary directions as well,
since one surface is horizontally periodic but the other one is not. We can arrange the
path to be first purely imaginary, then purely real, and therefore obtain a natural corre-
spondence between the cylinders on .X; !/ and a proper subset of those at .X 0; !0/. We
claim that this correspondence respects the M-parallelism equivalence relation, and so the
assertion about the tangent vector at .X; !/ follows from that at .X 0; !0/.

If two cylinders on .X 0; !0/ are M-parallel, under any small deformation of .X 0; !0/
(either real or complex) they will either stay horizontal together, or cease to be horizontal
together. Since the condition defining M-parallelism is locally invariant under flat parallel
transport, the needed assertion follows.

6.1.17. Some further consequences. Suppose that C1; : : : ; Cl are cylinders on .X; !/,
that are furthermore an M-parallel equivalence class C for an orbit closure M contain-
ing .X; !/. Let hi ; wi be their respective heights and widths, and denote the moduli by
mi D hi=wi , and core curves 
i . We have the following properties:

(1) Any ratio of moduli mi=mj is in Q.

(2) Any ratio of widths wi=wj is in the field of linear definition kM of M.

(3) The set of ratios 1;w2=w1; w3=w1; : : : ; wl=w1 generate the field kM.
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The first assertion follows from the fact that the orbit closure of uC
t is 1-dimensional,

when considered on a full torus associated to a horizontally periodic horocycle flow limit
.X 0; !0/ of .X; !/.

The second assertion follows from the identity wiJ
�j K D wj J
�i K, where J
K denotes
the projection of Œ
� to T �MR. This identity is verified at .X; !/ since we know the
projected cohomology classes are proportional, and the constant of proportionality can be
evaluated by pairing against the holomorphic 1-form !. It follows that wi Œ
�j ��wj Œ


�
i � is

a (local) equation for M. Rewriting the equation as Œ
�j � �
wj
wi
Œ
�i � and using that Œ
�i �; Œ


�
j �

can be made part of a Q-basis of homology, the assertion follows.
For the last assertion, we note that the vector

1

h1
vC D Œ
1�C

h2

h1
Œ
2�C � � � C

hl

h1
Œ
l �

is in the tangent space TMR by Theorem 6.1.13 and belongs to homology with coef-
ficients in Q.w2=w1; : : : ; wl=w1/ since hi=h1 D .mi=m1/ � .wi=w1/ and the ratios of
moduli are rational. Now the monodromy of �1.M/ acts with integer coefficients and
irreducibly on the absolute cohomology part TM by [113, Thm. 5.1] so the orbit of the
above vector spans TM. It follows that kM � Q.¹wi=w1ºliD1/.

6.1.18. Applications to orbit closure classification. The above results, and their further
extensions in [114], indicate an approach to classifying orbit closures. We indicate some
techniques and papers that use them, and the reader can find a wealth of additional refer-
ences in these works.

Start from a horizontally periodic surface .X;!/. We would like to find its orbit closure
and at the start, we only have the GL2.R/-directions. There are cylinders in other direc-
tions on .X;!/, and one can always arrange this other direction to be vertical by applying
an element of GL2.R/. If the surface is not vertically periodic, then Corollary 6.1.14 gives
a new tangent vector to the orbit closure. One can then deform the surface in this direction
and see if the moduli of cylinders change, or new cylinders in other directions emerge.
If on the other hand the surface .X; !/ is completely periodic, i.e. if there is a cylinder
in one direction then it is covered by cylinders in that direction, indicate that the orbit
closure is of cylinder rank 1. Again one can try to search and play with the cylinders and
their moduli, and determine also the torsion corank of the orbit closure. This outline has
been carried out effectively in many cases in low genus, see for instance [7] for one of the
first implementations of this approach.

One can refine this approach by adding an inductive technique: degenerate the trans-
lation surface .X; !/ and reduce to lower genus. In order to do so, it is useful to have
a compactification of strata and the orbit closures in them. For the methods based on
the cylinder deformation theorem, one such useful compactification was introduced by
Mirzakhani and Wright [91] and subsequently used to establish the following classifica-
tion result.
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6.1.19 Theorem (Orbit closures of full cylinder rank, [92]). If the cylinder rank of an orbit
closure M equals the genus of the ambient connected component of a stratum �Mg.�/,
then either M is that connected component, or it is a sublocus of hyperelliptic translation
surfaces.

Apisa [2] showed that in hyperelliptic strata, orbit closures of dimension 4 or more are
necessarily branched covers of lower-dimensional hyperelliptic strata. One of the latest
refinements of these techniques is due to Apisa–Wright [4], who show that if the cylinder
rank of M is at least g

2
C 1, then M is either a connected component of a stratum, or it is

a locus of covers of a stratum of quadratic differentials.

6.2. Algebro-geometric and arithmetic methods

In this section we give an overview of some of the results towards classification of orbit
closures that are based on methods from algebraic geometry and arithmetic.

For the first few paragraphs, we will freely use the language of Shimura varieties to
give a flavor of the relation between finiteness questions for orbit closures, and finiteness
questions considered in that context.

6.2.1. Unlikely intersections. It follows from the results explained in Section 5.1 that
the problem of classifying orbit closures reduces to understanding the atypical ones. This
terminology is suggested by a broad circle of arithmetic and geometric problems that go
under the umbrella term “unlikely intersections”. An introduction to this class of problems
is provided by Zannier’s lectures [116], see also [1] for some related techniques.

In these questions, one has an ambient algebraic variety A, a fixed subvariety� � A,
and a family of “special” subvarieties �i indexed by some arithmetic or combinatorial
data, but usually a countable set without moduli. To simplify the discussion, assume
that A is the smallest special subvariety containing�, otherwise replace A be the “special
hull” H�, the smallest special subvariety containing�. Additionally, suppose the inequal-
ity dim�C dim �i < dim A for all �i considered, and so by dimensional considerations
one expects the intersection to be empty. The typical type of conclusion one would like
to draw is that if � intersects non-trivially infinitely many of the �i , then this must be
accounted for by some special subvariety C� ��. Usually, the pattern of intersections of
special subvarieties is “known”, i.e. described by some arithmetic or combinatorial data.

6.2.2. Zilber–Pink-type problems. One can extend the above discussion to the case
when we do expect intersections for dimension reasons, and the exceptional intersections
are those that have dimension larger than expected. A detailed exposition can be found in
Ullmo’s article [61, Ch. 1].

With notation as above, for a special subvariety �i , call an irreducible component V

of the intersection �i \ � atypical if dim V > dim� � codimA �i . Then a Zilber-type
conjecture is that all atypical intersections are contained in a proper subvariety of �.
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6.2.3. Application to orbit closures. As explained in Section 5.1, from Theorem 4.5.10
it follows that atypical orbit closures can be characterized as atypical intersections of the
image of the stratum �Mg.�/ in an automorphic vector bundle over a mixed Shimura
variety.

In fact, the case of positive-dimensional unlikely intersections on pure Shimura vari-
eties has been established by Baldi, Klingler, and Ullmo [19, Thm. 2.1] (in fact, the authors
establish a more general statement). Extending their result to mixed Shimura varieties,
and including automorphic vector bundles, would imply the finiteness results in Theo-
rem 5.1.4. It is also possible that these proofs could be made effective and hence answer
Question 5.1.5.

6.2.4. Implementations of the unlikely intersections approach. We now proceed to
describe works which have effectively used the above “unlikely intersections” approach
to obtain classification results. Let us note that these methods have so far been comple-
mentary to those described in Section 6.1, both in technique but also in which flavors of
orbit closures are covered. The methods described below are most powerful for analyzing
Teichmüller curves, the lowest-dimensional orbit closures, whereas methods based on flat
geometry are especially effective for analyzing large-dimensional orbit closures.

6.2.5. The decagon. In the stratum �M2.1; 1/ a Teichmüller curve which is not gen-
erated by a square-tiled surface (i.e. which is primitive) is atypical. McMullen proved
in [85, Thm. 1.1] that the only such orbit closure is the one generated by the regular
decagon. The extra constraint which makes such a Teichmüller curve atypical comes from
the torsion condition, see Theorem 4.5.7, which in the case of Teichmüller curves is due
to Möller [94, Thm. 3.3].

To classify the primitive Teichmüller curves in�M2.1; 1/, the first observation is that
such a curve is non-compact and necessarily has cusps. Taking the limit in the Deligne–
Mumford compactification, one obtains a stable differential .X; !/ with X 2M0;4. The
real multiplication property on Jac.X/ Š G2

m, the eigenform condition on !, and the
torsion property all have their analogues in this context. They translate to the existence
of ˛; ˇ 2 Q such that sin.�˛/

sin.�ˇ/ 2 Q.
p
D/ for some D > 0. The finitely many possibilities

are then classified in [85, Thm. 1.5]. Of these, all but the one corresponding to the regular
decagon are excluded by a further test coming from ratios of moduli of cylinders.

An analogous result was recently established by Winsor [112, Thm. 1.1], showing that
the regular 14-gon generates the unique algebraically primitive (i.e. with cubic field of
linear definition) Teichmüller curve in �M3.2; 2/. It is natural to ask.

6.2.6 Question (Uniqueness for regular n-gons). Do the regular n-gons generate the
unique primitive and atypical Teichmüller curves in their respective strata?

More generally, are the Bouw–Möller examples the unique primitive and atypical
Teichmüller curves in their respective strata?

6.2.7. Cusps of Teichmüller curves. Pursuing the strategy initiated by McMullen in [85],
it is natural to investigate which stable curves occur in the boundary of the locus of curves
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which admit real multiplication on the Jacobian, perhaps on a factor. This has been studied
by Bainbridge–Möeller in [17], who give a characterization in genus 3 in Thm. 1.1, and
§5 of loc. cit. contains necessary conditions in higher genus. These techniques combined
with methods from the theory of unlikely intersections are used in [15, Thm. 1.1] to give
an effective finiteness statement for algebraically primitive Teichmüller curves, for most
strata in genus 3.

6.2.8. Degree of atypicality. Since atypical orbit closures M have a degree of atypical-
ity ı.M/ defined in equation (5.1.14), it might be meaningful to organize the classification
of atypical subvarieties by their degree of atypicality. Note that the formula for the degree
of atypicality frequently simplifies:

ı.M/ D .r � 1/Œ.g � r/C .n � t /� if M is linearly defined over Q:

At the opposite extreme, for algebraically primitive Teichmüller curves we have

ı.T / D .g � 1/
hg
2
C n � 1

i
:

6.2.9 Question (Classification of very atypical). Let us say that a primitive orbit clo-
sure M is very atypical if ı.M/ is larger than the dimension of the ambient stratum. Can
one classify all the very atypical orbit closures?

Note that the Veech–Bouw–Möller family of examples is very atypical.

6.2.10. The cylinder package. We end the discussion of algebro-geometric methods
with another look at the Cylinder Deformation Theorem 6.1.13, following Benirschke,
Dozier, and Grushevsky [21].

First, let us note that one gets simultaneously several pieces of information on the orbit
closure M containing .X; !/ with horizontal cylinders Ci in an M-equivalence class C ,
with core curves 
Ci :

(1) A tangent vector vC 2 T.X;!/M with

vC D

X
Ci2C

hi Œ
Ci � 2 H1.X nZIR/:

(2) Equations for M of the form

wj Œ

�
Ci
� � wi Œ


�
Cj
� 2 H1.X;ZIR/:

(3) Monodromy transformations for loops on M:

TC

�
Œ˛�
�
D Œ˛�C

X�
Œ˛� \ Œ
Ci �

�
� ni � Œ
Ci � for Œ˛� 2 H1.X;ZIZ/;

where ni 2N are determined from taking the smallest t0 > 0 such that uC
t0
.X;!/D .X;!/

and we thus have the relation between heights and widths of cylinders: thi D niwi . Recall
that the ratios of moduli of M-parallel cylinders are in Q, see Section 6.1.17.

We will refer to the above list of properties as a “cylinder package”.
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6.2.11. Cylinder package in meromorphic strata. We now consider a stratum of mero-
morphic differentials�Mg.�/, as in Section 3.3. Assume that M��Mg.�/ is algebraic,
and also R-linear in period coordinates in the sense of Definition 4.1.2; note that [21] work
more generally with C-linear manifolds.

Cylinders in this context will refer to cylinders of bounded height, and M-parallelism
is defined analogously. Then [21, Thm. 1.6, 1.9] imply that the “cylinder package” in the
sense of Section 6.2.10 holds on M as well.

Let us note, moreover, that [21, Thm. 1.4] gives a more precise structure theorem for
the linear equations for M near a boundary stratum in the compactification „x!Mk.�/.

6.3. Algorithmic aspects

We end by formulating questions regarding algorithms that can be used to analyze individ-
ual translation surfaces, as well as their orbit closures. Some questions are of theoretical
nature – one would like to know that algorithms exist and they terminate, and others are
practical – one would like to have openly available computer programs that implement
these algorithms. Some work towards this has been done by Hooper, Delecroix, Rüth,
Lelièvre, Chapoton, Eskin, see [65], as well as McMullen, Mukamel, and many others.
We refer also to [110, App. B] for a discussion of some of the above software, as well as
related algorithmic questions.

For the questions formulated below, it is meaningful to separate the discussion for
typical and atypical orbit closures. The case of typical orbit closures is likely to be algo-
rithmically more approachable.

6.3.1. Cylinders: Complexity, enumeration. Suppose .X; !/ is a translation surface,
with period coordinates in a number field k � R. Then for any cylinder C on the surface,
the height, width, modulus, and slope are elements of the field k, and we will refer to them
as the numerical invariants of C .

6.3.2 Question (Complexity and enumeration). Define a notion of complexity H.C/ of
the cylinder C . Bound the number-theoretic complexity of the numerical invariants of C ,
i.e. give bounds on the Weil height in terms of the complexity H.C/.

Devise an algorithm that enumerates the cylinders on .X; !/. Establish an upper
bound, perhaps polynomial, on the time needed to describe all cylinders of bounded com-
plexity.

In the case of surfaces .X;!/ whose orbit closure is a Teichmüller curve whose linear
field of definition is real quadratic, the above questions have been answered by McMullen
in [88].

Let us note that the case of .X; !/ that has period coordinates in Q, i.e. is a ramified
torus cover, can also be handled algorithmically. Therefore, in view of the classification
of typical orbit closures in Proposition 5.1.6, it would be particularly interesting to answer
the following question.
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6.3.3 Question (Cylinders and Hilbert modular surfaces). Classify cylinders on transla-
tion surfaces .X; !/ 2 �M2.1; 1/ that generate a Hilbert modular surface.

This would settle Question 6.3.2 for all typical orbit closures.
The Cylinder Deformation Theorem 6.1.13, combined with an efficient enumeration

of cylinders on a surface answering Question 6.3.2, would open the way to rigorously
analyze orbit closures in a computer-aided way:

6.3.4 Question (Orbit closure enumeration). Given � D .k1; : : : ; kn/, give a terminating
algorithm that enumerates all atypical orbit closures in the stratum �Mg.�/.

By the Finiteness Theorem 5.1.4, there are only finitely many atypical orbit closures.
In particular, the atypical locus is a finite union of connected algebraic varieties, so at least
theoretically computable. The question should be compared to an analogous Diophantine
one: give a terminating algorithm that starting from a genus g � 2 smooth algebraic curve
over a number field enumerates all its rational points, which are known to be finite a priori.

A related question is to compute orbit closures starting from given initial data.

6.3.5 Question (Computation of orbit closure). Given a translation surface .X; !/ with
period coordinates in a totally real number field, or more generally an intersection P of a
plane defined over a totally real number field with a period coordinate chart, compute the
closure of this set under GL2.R/.

For the previous two questions, some algorithms have already been implemented,
see [65] using earlier code of Alex Eskin. It would be of interest to prove termination,
and establish upper bounds for the running times, of these algorithms.

6.3.6. Veech surfaces. Recall that .X; !/ is called a Veech surface if its orbit closure
is a Teichmüller curve. We will call a Teichmüller curve M absolutely atypical if there
is no orbit closure M0 (perhaps a stratum) that contains M and such that M is typical
relative to M0. Note that square-tiled surfaces can lead to atypical Teichmüller curves, if
the monodromy on the complement to the tangent space is smaller than the full symplectic
group. The other currently known examples, which are also primitive, are provided by the
Bouw–Möller family, as well as three exceptional cases obtained from the unfolding of
the triangles .3; 4; 5/; .2; 3; 4/; .3; 5; 7/, where an .a; b; c/ triangle refers to one whose
angles are proportional to the listed numbers.

6.3.7 Question (Absolutely atypical Teichmüller curves). Are there any other absolutely
atypical primitive Teichmüller curves in any genus at all?

Acknowledgments. I am grateful to the participants of the Lake Como conference (Oct-
ober 2022), and especially to Ben Bakker, Bruno Klingler, David Fisher, Gregorio Baldi,
Leonardo Lerer, Sergei Starchenko, and Uri Bader, for stimulating exchanges on the top-
ics treated in this survey. I am also grateful to Giovanni Forni, Carlos Matheus, and Curt
McMullen for comments that improved the presentation and for pointers to the literature.



Translation surfaces: Dynamics and Hodge theory 145

I thank the referee for a careful and thorough reading of the text and numerous sugges-
tions.

Funding. This research was partially conducted during the period the author served as
a Clay Research Fellow. This material is based upon work supported by the National
Science Foundation under Grants No. DMS-2005470, DMS-1638352.

References

[1] Y. André, P. Corvaja, and U. Zannier, The Betti map associated to a section of an abelian
scheme. Invent. Math. 222 (2020), no. 1, 161–202 Zbl 1460.11083 MR 4145789

[2] P. Apisa, GL2R orbit closures in hyperelliptic components of strata. Duke Math. J. 167
(2018), no. 4, 679–742 Zbl 1436.32053 MR 3769676

[3] P. Apisa, M. Bainbridge, and J. Wang, Moduli spaces of complex affine and dilation surfaces.
J. Reine Angew. Math. 796 (2023), 229–243 Zbl 1521.14055 MR 4554473

[4] P. Apisa and A. Wright, High rank invariant subvarieties. Ann. of Math. (2) 198 (2023), no. 2,
657–726 Zbl 07734889 MR 4635302

[5] D. Arapura, Residues of connections and the Chevalley–Weil formula for curves. Enseign.
Math. 68 (2022), no. 3-4, 291–306 Zbl 07584659 MR 4452424

[6] J. S. Athreya and G. Forni, Deviation of ergodic averages for rational polygonal billiards.
Duke Math. J. 144 (2008), no. 2, 285–319 Zbl 1153.37001 MR 2437681

[7] D. Aulicino, D.-M. Nguyen, and A. Wright, Classification of higher rank orbit closures in
H odd.4/. J. Eur. Math. Soc. (JEMS) 18 (2016), no. 8, 1855–1872 Zbl 1369.37044
MR 3518480

[8] A. Avila, A. Eskin, and M. Möller, Symplectic and isometric SL.2;R/-invariant subbundles
of the Hodge bundle. J. Reine Angew. Math. 732 (2017), 1–20 Zbl 1387.14093
MR 3717086

[9] A. Avila and M. Viana, Simplicity of Lyapunov spectra: proof of the Zorich–Kontsevich
conjecture. Acta Math. 198 (2007), no. 1, 1–56 Zbl 1143.37001 MR 2316268

[10] U. Bader, D. Fisher, N. Miller, and M. Stover, Arithmeticity, superrigidity, and totally
geodesic submanifolds. Ann. of Math. (2) 193 (2021), no. 3, 837–861 Zbl 07353243
MR 4250391

[11] U. Bader and A. Furman, Boundaries, rigidity of representations, and Lyapunov exponents.
In Proceedings of the International Congress of Mathematicians—Seoul 2014. Vol. III, pp.
71–96, Kyung Moon Sa, Seoul, 2014 Zbl 1378.37004 MR 3729019

[12] M. Bainbridge, D. Chen, Q. Gendron, S. Grushevsky, and M. Möller, Compactification of
strata of Abelian differentials. Duke Math. J. 167 (2018), no. 12, 2347–2416
Zbl 1403.14058 MR 3848392

[13] M. Bainbridge, D. Chen, Q. Gendron, S. Grushevsky, and M. Möller, Strata of k-differentials.
Algebr. Geom. 6 (2019), no. 2, 196–233 Zbl 1440.14148 MR 3914751

[14] M. Bainbridge, D. Chen, Q. Gendron, S. Grushevsky, and M. Möller, The moduli space of
multi-scale differentials. [v1] 2019, [v2] 2022, arXiv:1910.13492

[15] M. Bainbridge, P. Habegger, and M. Möller, Teichmüller curves in genus three and just likely
intersections in Gnm �Gna . Publ. Math. Inst. Hautes Études Sci. 124 (2016), 1–98
Zbl 1357.14038 MR 3578914

https://doi.org/10.1007/s00222-020-00963-w
https://doi.org/10.1007/s00222-020-00963-w
https://zbmath.org/?q=an:1460.11083
https://mathscinet.ams.org/mathscinet-getitem?mr=4145789
https://doi.org/10.1215/00127094-2017-0043
https://zbmath.org/?q=an:1436.32053
https://mathscinet.ams.org/mathscinet-getitem?mr=3769676
https://doi.org/10.1515/crelle-2023-0005
https://zbmath.org/?q=an:1521.14055
https://mathscinet.ams.org/mathscinet-getitem?mr=4554473
https://doi.org/10.4007/annals.2023.198.2.4
https://zbmath.org/?q=an:07734889
https://mathscinet.ams.org/mathscinet-getitem?mr=4635302
https://doi.org/10.4171/lem/1030
https://zbmath.org/?q=an:07584659
https://mathscinet.ams.org/mathscinet-getitem?mr=4452424
https://doi.org/10.1215/00127094-2008-037
https://zbmath.org/?q=an:1153.37001
https://mathscinet.ams.org/mathscinet-getitem?mr=2437681
https://doi.org/10.4171/JEMS/631
https://doi.org/10.4171/JEMS/631
https://zbmath.org/?q=an:1369.37044
https://mathscinet.ams.org/mathscinet-getitem?mr=3518480
https://doi.org/10.1515/crelle-2014-0142
https://doi.org/10.1515/crelle-2014-0142
https://zbmath.org/?q=an:1387.14093
https://mathscinet.ams.org/mathscinet-getitem?mr=3717086
https://doi.org/10.1007/s11511-007-0012-1
https://doi.org/10.1007/s11511-007-0012-1
https://zbmath.org/?q=an:1143.37001
https://mathscinet.ams.org/mathscinet-getitem?mr=2316268
https://doi.org/10.4007/annals.2021.193.3.4
https://doi.org/10.4007/annals.2021.193.3.4
https://zbmath.org/?q=an:07353243
https://mathscinet.ams.org/mathscinet-getitem?mr=4250391
https://zbmath.org/?q=an:1378.37004
https://mathscinet.ams.org/mathscinet-getitem?mr=3729019
https://doi.org/10.1215/00127094-2018-0012
https://doi.org/10.1215/00127094-2018-0012
https://zbmath.org/?q=an:1403.14058
https://mathscinet.ams.org/mathscinet-getitem?mr=3848392
https://doi.org/10.14231/ag-2019-011
https://zbmath.org/?q=an:1440.14148
https://mathscinet.ams.org/mathscinet-getitem?mr=3914751
https://arxiv.org/abs/1910.13492
https://doi.org/10.1007/s10240-016-0084-6
https://doi.org/10.1007/s10240-016-0084-6
https://zbmath.org/?q=an:1357.14038
https://mathscinet.ams.org/mathscinet-getitem?mr=3578914


S. Filip 146

[16] M. Bainbridge, C. Johnson, C. Judge, and I. Park, Haupt’s theorem for strata of abelian dif-
ferentials. Israel J. Math. 252 (2022), no. 1, 429–459 Zbl 1521.14056 MR 4526837

[17] M. Bainbridge and M. Möller, The Deligne–Mumford compactification of the real multipli-
cation locus and Teichmüller curves in genus 3. Acta Math. 208 (2012), no. 1, 1–92
Zbl 1250.14014 MR 2910796

[18] B. Bakker and S. Mullane, An R-linear non-algebraic manifold. Appendix to “Teichmüller
curves in hyperelliptic components of meromorphic strata”. 2023, arXiv:2305.03309

[19] G. Baldi, B. Klingler, and E. Ullmo, On the distribution of the Hodge locus. Invent. Math.
235 (2024), no. 2, 441–487 Zbl 07790853 MR 4689371

[20] L. Barreira and Y. Pesin, Nonuniform hyperbolicity. Encyclopedia Math. Appl. 115, Cam-
bridge University Press, Cambridge, 2007 Zbl 1144.37002 MR 2348606

[21] F. Benirschke, B. Dozier, and S. Grushevsky, Equations of linear subvarieties of strata of
differentials. Geom. Topol. 26 (2022), no. 6, 2773–2830 Zbl 1509.14063 MR 4521253

[22] Y. Benoist and J.-F. Quint, Mesures stationnaires et fermés invariants des espaces homogènes.
Ann. of Math. (2) 174 (2011), no. 2, 1111–1162 Zbl 1241.22007 MR 2831114

[23] Y. Benoist and J.-F. Quint, Stationary measures and invariant subsets of homogeneous spaces
(II). J. Amer. Math. Soc. 26 (2013), no. 3, 659–734 Zbl 1268.22011 MR 3037785

[24] C. Birkenhake and H. Lange, Complex abelian varieties. Second edn., Grundlehren Math.
Wiss. 302, Springer, Berlin, 2004 Zbl 1056.14063 MR 2062673

[25] C. Boissy, Connected components of the strata of the moduli space of meromorphic differen-
tials. Comment. Math. Helv. 90 (2015), no. 2, 255–286 Zbl 1323.30060 MR 3351745

[26] C. Bonatti, A. Eskin, and A. Wilkinson, Projective cocycles over SL.2;R/ actions: mea-
sures invariant under the upper triangular group. In Some aspects of the theory of dynamical
systems: A tribute to Jean-Christophe Yoccoz. Vol. 1, pp. 157–180, Astérisque 415, Société
Mathématique de France, Paris, 2020 Zbl 1470.37042 MR 4142450

[27] I. I. Bouw and M. Möller, Teichmüller curves, triangle groups, and Lyapunov exponents.
Ann. of Math. (2) 172 (2010), no. 1, 139–185 Zbl 1203.37049 MR 2680418

[28] A. Calderon and N. Salter, Framed mapping class groups and the monodromy of strata of
abelian differentials. J. Eur. Math. Soc. (JEMS) 25 (2023), no. 12, 4719–4790
Zbl 07774916 MR 4662301

[29] G. Calsamiglia, B. Deroin, and S. Francaviglia, A transfer principle: From periods to isope-
riodic foliations. Geom. Funct. Anal. 33 (2023), no. 1, 57–169 Zbl 1511.14047
MR 4561148

[30] K. Calta, Veech surfaces and complete periodicity in genus two. J. Amer. Math. Soc. 17
(2004), no. 4, 871–908 Zbl 1073.37032 MR 2083470

[31] J. A. Carlson, Extensions of mixed Hodge structures. In Journées de Géometrie Algébrique
d’Angers, Juillet 1979/Algebraic Geometry, Angers, 1979, pp. 107–127, Sijthoff and Noord-
hoff, Alphen aan den Rijn, Germantown, MD, 1980 Zbl 0471.14003 MR 0605338

[32] J. Chaika, J. Smillie, and B. Weiss, Tremors and horocycle dynamics on the moduli space of
translation surfaces. 2020, arXiv:2004.04027

[33] J. Chaika and B. Weiss, The horocycle flow on the moduli space of translation surfaces.
In ICM—International Congress of Mathematicians. Vol. V. Sections 9–11, pp. 3412–3430,
EMS Press, Berlin, 2023 Zbl 07823071 MR 4680368

[34] D. Chen, Teichmüller dynamics in the eyes of an algebraic geometer. In Surveys on recent
developments in algebraic geometry, pp. 171–197, Proc. Sympos. Pure Math. 95, Amer.
Math. Soc., Providence, RI, 2017 Zbl 1393.14021 MR 3727500

https://doi.org/10.1007/s11856-022-2381-8
https://doi.org/10.1007/s11856-022-2381-8
https://zbmath.org/?q=an:1521.14056
https://mathscinet.ams.org/mathscinet-getitem?mr=4526837
https://doi.org/10.1007/s11511-012-0074-6
https://doi.org/10.1007/s11511-012-0074-6
https://zbmath.org/?q=an:1250.14014
https://mathscinet.ams.org/mathscinet-getitem?mr=2910796
https://arxiv.org/abs/2305.03309
https://doi.org/10.1007/s00222-023-01226-0
https://zbmath.org/?q=an:07790853
https://mathscinet.ams.org/mathscinet-getitem?mr=4689371
https://doi.org/10.1017/CBO9781107326026
https://zbmath.org/?q=an:1144.37002
https://mathscinet.ams.org/mathscinet-getitem?mr=2348606
https://doi.org/10.2140/gt.2022.26.2773
https://doi.org/10.2140/gt.2022.26.2773
https://zbmath.org/?q=an:1509.14063
https://mathscinet.ams.org/mathscinet-getitem?mr=4521253
https://doi.org/10.4007/annals.2011.174.2.8
https://zbmath.org/?q=an:1241.22007
https://mathscinet.ams.org/mathscinet-getitem?mr=2831114
https://doi.org/10.1090/S0894-0347-2013-00760-2
https://doi.org/10.1090/S0894-0347-2013-00760-2
https://zbmath.org/?q=an:1268.22011
https://mathscinet.ams.org/mathscinet-getitem?mr=3037785
https://doi.org/10.1007/978-3-662-06307-1
https://zbmath.org/?q=an:1056.14063
https://mathscinet.ams.org/mathscinet-getitem?mr=2062673
https://doi.org/10.4171/CMH/353
https://doi.org/10.4171/CMH/353
https://zbmath.org/?q=an:1323.30060
https://mathscinet.ams.org/mathscinet-getitem?mr=3351745
https://doi.org/10.24033/ast
https://doi.org/10.24033/ast
https://zbmath.org/?q=an:1470.37042
https://mathscinet.ams.org/mathscinet-getitem?mr=4142450
https://doi.org/10.4007/annals.2010.172.139
https://zbmath.org/?q=an:1203.37049
https://mathscinet.ams.org/mathscinet-getitem?mr=2680418
https://doi.org/10.4171/jems/1290
https://doi.org/10.4171/jems/1290
https://zbmath.org/?q=an:07774916
https://mathscinet.ams.org/mathscinet-getitem?mr=4662301
https://doi.org/10.1007/s00039-023-00627-w
https://doi.org/10.1007/s00039-023-00627-w
https://zbmath.org/?q=an:1511.14047
https://mathscinet.ams.org/mathscinet-getitem?mr=4561148
https://doi.org/10.1090/S0894-0347-04-00461-8
https://zbmath.org/?q=an:1073.37032
https://mathscinet.ams.org/mathscinet-getitem?mr=2083470
https://zbmath.org/?q=an:0471.14003
https://mathscinet.ams.org/mathscinet-getitem?mr=0605338
https://arxiv.org/abs/2004.04027
https://doi.org/10.4171/icm2022/89
https://zbmath.org/?q=an:07823071
https://mathscinet.ams.org/mathscinet-getitem?mr=4680368
https://doi.org/10.1090/pspum/095/01626
https://zbmath.org/?q=an:1393.14021
https://mathscinet.ams.org/mathscinet-getitem?mr=3727500


Translation surfaces: Dynamics and Hodge theory 147

[35] D. Chen, Affine geometry of strata of differentials. J. Inst. Math. Jussieu 18 (2019), no. 6,
1331–1340 Zbl 1423.14184 MR 4021107

[36] Y. Cheung and A. Eskin, Unique ergodicity of translation flows. In Partially hyperbolic
dynamics, laminations, and Teichmüller flow, pp. 213–221, Fields Inst. Commun. 51, Amer.
Math. Soc., Providence, RI, 2007 Zbl 1145.37003 MR 2388697

[37] P. Deligne and J. S. Milne, Tannakian categories. In Hodge cycles, motives, and Shimura
varieties, pp. 101–228, Lect. Notes Math. 900, Springer, Berlin, 1982 Zbl 0465.00010
MR 654325

[38] P. Deligne and D. Mumford, The irreducibility of the space of curves of given genus. Inst.
Hautes Études Sci. Publ. Math. (1969), no. 36, 75–109 Zbl 0181.48803 MR 0262240

[39] M. Einsiedler, Ratner’s theorem on SL.2;R/-invariant measures. Jahresber. Deutsch. Math.-
Verein. 108 (2006), no. 3, 143–164 Zbl 1136.37021 MR 2265534

[40] M. Einsiedler and E. Lindenstrauss, On measures invariant under diagonalizable actions: The
rank-one case and the general low-entropy method. J. Mod. Dyn. 2 (2008), no. 1, 83–128
Zbl 1146.37006 MR 2366231

[41] M. Einsiedler and E. Lindenstrauss, Diagonal actions on locally homogeneous spaces. In
Homogeneous flows, moduli spaces and arithmetic, pp. 155–241, Clay Math. Proc. 10, Amer.
Math. Soc., Providence, RI, 2010 Zbl 1225.37005 MR 2648695

[42] J. S. Ellenberg and D. B. McReynolds, Arithmetic Veech sublattices of SL.2; Z/. Duke
Math. J. 161 (2012), no. 3, 415–429 Zbl 1244.32009 MR 2881227

[43] A. Eskin, S. Filip, and A. Wright, The algebraic hull of the Kontsevich–Zorich cocycle. Ann.
of Math. (2) 188 (2018), no. 1, 281–313 Zbl 1398.32015 MR 3815463

[44] A. Eskin and E. Lindenstrauss, Zariski-dense random walks on homogeneous spaces. 2020,
httpsW//www.math.uchicago.edu/~eskin/RandomWalks/short_paper.pdf, visited on 8 April
2024

[45] A. Eskin and C. Matheus, A coding-free simplicity criterion for the Lyapunov exponents of
Teichmüller curves. Geom. Dedicata 179 (2015), 45–67 Zbl 1357.37055 MR 3424657

[46] A. Eskin, C. T. McMullen, R. E. Mukamel, and A. Wright, Billiards, quadrilaterals and mod-
uli spaces. J. Amer. Math. Soc. 33 (2020), no. 4, 1039–1086 Zbl 1510.32027 MR 4155219

[47] A. Eskin and M. Mirzakhani, Invariant and stationary measures for the SL.2;R/ action on
moduli space. Publ. Math. Inst. Hautes Études Sci. 127 (2018), 95–324 Zbl 1478.37002
MR 3814652

[48] A. Eskin, M. Mirzakhani, and A. Mohammadi, Isolation, equidistribution, and orbit closures
for the SL.2;R/ action on moduli space. Ann. of Math. (2) 182 (2015), no. 2, 673–721
Zbl 1357.37040 MR 3418528

[49] S. Filip, Semisimplicity and rigidity of the Kontsevich–Zorich cocycle. Invent. Math. 205
(2016), no. 3, 617–670 Zbl 1368.14013 MR 3539923

[50] S. Filip, Splitting mixed Hodge structures over affine invariant manifolds. Ann. of Math. (2)
183 (2016), no. 2, 681–713 Zbl 1342.14015 MR 3450485

[51] S. Filip, Zero Lyapunov exponents and monodromy of the Kontsevich–Zorich cocycle. Duke
Math. J. 166 (2017), no. 4, 657–706 Zbl 1370.37066 MR 3619303

[52] S. Filip, Notes on the multiplicative ergodic theorem. Ergodic Theory Dynam. Systems 39
(2019), no. 5, 1153–1189 Zbl 1512.37001 MR 3928611

[53] S. Filip, Counting special Lagrangian fibrations in twistor families of K3 surfaces. Ann. Sci.
Éc. Norm. Supér. (4) 53 (2020), no. 3, 713–750 Zbl 1451.14117 MR 4118527

https://doi.org/10.1017/s1474748017000445
https://zbmath.org/?q=an:1423.14184
https://mathscinet.ams.org/mathscinet-getitem?mr=4021107
https://doi.org/10.1090/fic/051/09
https://zbmath.org/?q=an:1145.37003
https://mathscinet.ams.org/mathscinet-getitem?mr=2388697
https://doi.org/10.1007/978-3-540-38955-2_4
https://zbmath.org/?q=an:0465.00010
https://mathscinet.ams.org/mathscinet-getitem?mr=654325
https://doi.org/10.1007/bf02684599
https://zbmath.org/?q=an:0181.48803
https://mathscinet.ams.org/mathscinet-getitem?mr=0262240
https://zbmath.org/?q=an:1136.37021
https://mathscinet.ams.org/mathscinet-getitem?mr=2265534
https://doi.org/10.3934/jmd.2008.2.83
https://doi.org/10.3934/jmd.2008.2.83
https://zbmath.org/?q=an:1146.37006
https://mathscinet.ams.org/mathscinet-getitem?mr=2366231
https://zbmath.org/?q=an:1225.37005
https://mathscinet.ams.org/mathscinet-getitem?mr=2648695
https://doi.org/10.1215/00127094-1507412
https://zbmath.org/?q=an:1244.32009
https://mathscinet.ams.org/mathscinet-getitem?mr=2881227
https://doi.org/10.4007/annals.2018.188.1.5
https://zbmath.org/?q=an:1398.32015
https://mathscinet.ams.org/mathscinet-getitem?mr=3815463
https://www.math.uchicago.edu/~eskin/RandomWalks/short_paper.pdf
https://doi.org/10.1007/s10711-015-0067-7
https://doi.org/10.1007/s10711-015-0067-7
https://zbmath.org/?q=an:1357.37055
https://mathscinet.ams.org/mathscinet-getitem?mr=3424657
https://doi.org/10.1090/jams/950
https://doi.org/10.1090/jams/950
https://zbmath.org/?q=an:1510.32027
https://mathscinet.ams.org/mathscinet-getitem?mr=4155219
https://doi.org/10.1007/s10240-018-0099-2
https://doi.org/10.1007/s10240-018-0099-2
https://zbmath.org/?q=an:1478.37002
https://mathscinet.ams.org/mathscinet-getitem?mr=3814652
https://doi.org/10.4007/annals.2015.182.2.7
https://doi.org/10.4007/annals.2015.182.2.7
https://zbmath.org/?q=an:1357.37040
https://mathscinet.ams.org/mathscinet-getitem?mr=3418528
https://doi.org/10.1007/s00222-015-0643-3
https://zbmath.org/?q=an:1368.14013
https://mathscinet.ams.org/mathscinet-getitem?mr=3539923
https://doi.org/10.4007/annals.2016.183.2.5
https://zbmath.org/?q=an:1342.14015
https://mathscinet.ams.org/mathscinet-getitem?mr=3450485
https://doi.org/10.1215/00127094-3715806
https://zbmath.org/?q=an:1370.37066
https://mathscinet.ams.org/mathscinet-getitem?mr=3619303
https://doi.org/10.1017/etds.2017.68
https://zbmath.org/?q=an:1512.37001
https://mathscinet.ams.org/mathscinet-getitem?mr=3928611
https://doi.org/10.24033/asens.2432
https://zbmath.org/?q=an:1451.14117
https://mathscinet.ams.org/mathscinet-getitem?mr=4118527


S. Filip 148

[54] S. Filip, G. Forni, and C. Matheus, Quaternionic covers and monodromy of the Kontsevich–
Zorich cocycle in orthogonal groups. J. Eur. Math. Soc. (JEMS) 20 (2018), no. 1, 165–198
Zbl 1388.37030 MR 3743240

[55] S. Filip and V. Tosatti, Canonical currents and heights for K3 surfaces. Camb. J. Math. 11
(2023), no. 3, 699–794 Zbl 1527.32030 MR 4629008

[56] S. Filip and V. Tosatti, Gaps in the support of canonical currents on projective K3 surfaces.
J. Geom. Anal. 34 (2024), no. 3, article no. 76 Zbl 7796592 MR 4691888

[57] G. Forni, Deviation of ergodic averages for area-preserving flows on surfaces of higher genus.
Ann. of Math. (2) 155 (2002), no. 1, 1–103 Zbl 1034.37003 MR 1888794

[58] G. Forni and C. Matheus, Introduction to Teichmüller theory and its applications to dynamics
of interval exchange transformations, flows on surfaces and billiards. J. Mod. Dyn. 8 (2014),
no. 3-4, 271–436 Zbl 1377.37057 MR 3345837

[59] R. H. Fox and R. B. Kershner, Concerning the transitive properties of geodesics on a rational
polyhedron. Duke Math. J. 2 (1936), no. 1, 147–150 Zbl 0014.03401 MR 1545913

[60] P. Griffiths (ed.), Topics in transcendental algebraic geometry, Ann. of Math. Stud. 106,
Princeton University Press, Princeton, NJ, 1984 Zbl 0528.00004 MR 0756842

[61] P. Habegger, G. Rémond, T. Scanlon, E. Ullmo, and A. Yafaev, Around the Zilber–Pink con-
jecture/Autour de la conjecture de Zilber–Pink. Panor. Syntheses 52, Société Mathématique
de France, Paris, 2017 Zbl 1375.11003 MR 3752657

[62] F. Haiden, L. Katzarkov, and M. Kontsevich, Flat surfaces and stability structures. Publ.
Math. Inst. Hautes Études Sci. 126 (2017), 247–318 Zbl 1390.32010 MR 3735868

[63] O. Haupt, Ein Satz über die Abelschen Integrale 1. Gattung. Math. Z. 6 (1920), no. 3-4,
219–237 Zbl 47.0351.02 MR 1544406

[64] W. P. Hooper, Grid graphs and lattice surfaces. Int. Math. Res. Not. IMRN (2013), no. 12,
2657–2698 Zbl 1333.37047 MR 3071661

[65] W. P. Hooper, V. Delecroix, J. Rüth, S. Lelièvre, and F. Chapoton, flatsurf/sage-flatsurf: 0.4.7.
2022, httpsW//doi.org/10.5281/zenodo.6810926

[66] P. Hubert and T. A. Schmidt, An introduction to Veech surfaces. In Handbook of dynamical
systems. Vol. 1B, pp. 501–526, Elsevier, Amsterdam, 2006 Zbl 1130.37367 MR 2186246

[67] D. Kaledin, Geometry and topology of symplectic resolutions. In Algebraic geometry—
Seattle 2005. Part 2, pp. 595–628, Proc. Sympos. Pure Math. 80, American Mathematical
Society, Providence, RI, 2009 Zbl 1182.53078 MR 2483948

[68] M. Kapovich, Periods of abelian differentials and dynamics. In Dynamics: topology and num-
bers, pp. 297–315, Contemp. Math. 744, American Mathematical Society, Providence, RI,
2020 Zbl 1436.37047 MR 4062570

[69] S. Kerckhoff, H. Masur, and J. Smillie, Ergodicity of billiard flows and quadratic differentials.
Ann. of Math. (2) 124 (1986), no. 2, 293–311 Zbl 0637.58010 MR 0855297

[70] B. Klingler and L. A. Lerer, Abelian differentials and their periods: The bi-algebraic point of
view. 2022, arXiv:2202.06031v1

[71] B. Klingler, E. Ullmo, and A. Yafaev, Bi-algebraic geometry and the André–Oort conjecture.
In Algebraic geometry: Salt Lake City 2015, pp. 319–359, Proc. Sympos. Pure Math. 97,
American Mathematical Society, Providence, RI, 2018 Zbl 1457.11087 MR 3821177

[72] M. Kontsevich and A. Zorich, Connected components of the moduli spaces of Abelian dif-
ferentials with prescribed singularities. Invent. Math. 153 (2003), no. 3, 631–678
Zbl 1087.32010 MR 2000471

[73] A. Kumar and R. E. Mukamel, Real multiplication through explicit correspondences. LMS
J. Comput. Math. 19 (2016), Suppl. A, 29–42 Zbl 1367.14012 MR 3540944

https://doi.org/10.4171/JEMS/763
https://doi.org/10.4171/JEMS/763
https://zbmath.org/?q=an:1388.37030
https://mathscinet.ams.org/mathscinet-getitem?mr=3743240
https://doi.org/10.4310/cjm.2023.v11.n3.a2
https://zbmath.org/?q=an:1527.32030
https://mathscinet.ams.org/mathscinet-getitem?mr=4629008
https://doi.org/10.1007/s12220-023-01526-0
https://zbmath.org/?q=an:7796592
https://mathscinet.ams.org/mathscinet-getitem?mr=4691888
https://doi.org/10.2307/3062150
https://zbmath.org/?q=an:1034.37003
https://mathscinet.ams.org/mathscinet-getitem?mr=1888794
https://doi.org/10.3934/jmd.2014.8.271
https://doi.org/10.3934/jmd.2014.8.271
https://zbmath.org/?q=an:1377.37057
https://mathscinet.ams.org/mathscinet-getitem?mr=3345837
https://doi.org/10.1215/S0012-7094-36-00213-2
https://doi.org/10.1215/S0012-7094-36-00213-2
https://zbmath.org/?q=an:0014.03401
https://mathscinet.ams.org/mathscinet-getitem?mr=1545913
https://doi.org/10.1515/9781400881659
https://zbmath.org/?q=an:0528.00004
https://mathscinet.ams.org/mathscinet-getitem?mr=0756842
https://zbmath.org/?q=an:1375.11003
https://mathscinet.ams.org/mathscinet-getitem?mr=3752657
https://doi.org/10.1007/s10240-017-0095-y
https://zbmath.org/?q=an:1390.32010
https://mathscinet.ams.org/mathscinet-getitem?mr=3735868
https://doi.org/10.1007/BF01199957
https://zbmath.org/?q=an:47.0351.02
https://mathscinet.ams.org/mathscinet-getitem?mr=1544406
https://doi.org/10.1093/imrn/rns124
https://zbmath.org/?q=an:1333.37047
https://mathscinet.ams.org/mathscinet-getitem?mr=3071661
https://doi.org/10.5281/zenodo.6810926
https://doi.org/10.1016/S1874-575X(06)80031-7
https://zbmath.org/?q=an:1130.37367
https://mathscinet.ams.org/mathscinet-getitem?mr=2186246
https://doi.org/10.1090/pspum/080.2/2483948
https://zbmath.org/?q=an:1182.53078
https://mathscinet.ams.org/mathscinet-getitem?mr=2483948
https://doi.org/10.1090/conm/744/14989
https://zbmath.org/?q=an:1436.37047
https://mathscinet.ams.org/mathscinet-getitem?mr=4062570
https://doi.org/10.2307/1971280
https://zbmath.org/?q=an:0637.58010
https://mathscinet.ams.org/mathscinet-getitem?mr=0855297
https://arxiv.org/abs/2202.06031v1
https://doi.org/10.1090/pspum/097.2/01709
https://zbmath.org/?q=an:1457.11087
https://mathscinet.ams.org/mathscinet-getitem?mr=3821177
https://doi.org/10.1007/s00222-003-0303-x
https://doi.org/10.1007/s00222-003-0303-x
https://zbmath.org/?q=an:1087.32010
https://mathscinet.ams.org/mathscinet-getitem?mr=2000471
https://doi.org/10.1112/S1461157016000188
https://zbmath.org/?q=an:1367.14012
https://mathscinet.ams.org/mathscinet-getitem?mr=3540944


Translation surfaces: Dynamics and Hodge theory 149

[74] F. Ledrappier, Positivity of the exponent for stationary sequences of matrices. In Lyapunov
exponents (Bremen, 1984), pp. 56–73, Lecture Notes in Math. 1186, Springer, Berlin, 1986
Zbl 0591.60036 MR 0850070

[75] T. Le Fils, Periods of abelian differentials with prescribed singularities. Int. Math. Res. Not.
IMRN (2022), no. 8, 5601–5616 Zbl 1485.30014 MR 4406117

[76] E. Lindenstrauss, Invariant measures and arithmetic quantum unique ergodicity. Ann. of
Math. (2) 163 (2006), no. 1, 165–219 Zbl 1104.22015 MR 2195133

[77] P. Lochak, On arithmetic curves in the moduli spaces of curves. J. Inst. Math. Jussieu 4
(2005), no. 3, 443–508 Zbl 1094.14018 MR 2197065

[78] E. Looijenga and G. Mondello, The fine structure of the moduli space of abelian differentials
in genus 3. Geom. Dedicata 169 (2014), 109–128 Zbl 1308.14034 MR 3175239

[79] H. Masur, Interval exchange transformations and measured foliations. Ann. of Math. (2) 115
(1982), no. 1, 169–200 Zbl 0497.28012 MR 0644018

[80] H. Masur, Hausdorff dimension of the set of nonergodic foliations of a quadratic differential.
Duke Math. J. 66 (1992), no. 3, 387–442 Zbl 0780.30032 MR 1167101

[81] H. Masur and S. Tabachnikov, Rational billiards and flat structures. In Handbook of dynami-
cal systems, Vol. 1A, pp. 1015–1089, North-Holland, Amsterdam, 2002 Zbl 1057.37034
MR 1928530

[82] C. Matheus, M. Möller, and J.-C. Yoccoz, A criterion for the simplicity of the Lyapunov
spectrum of square-tiled surfaces. Invent. Math. 202 (2015), no. 1, 333–425
Zbl 1364.37081 MR 3402801

[83] C. T. McMullen, Billiards and Teichmüller curves on Hilbert modular surfaces. J. Amer.
Math. Soc. 16 (2003), no. 4, 857–885 Zbl 1030.32012 MR 1992827

[84] C. T. McMullen, Prym varieties and Teichmüller curves. Duke Math. J. 133 (2006), no. 3,
569–590 Zbl 1099.14018 MR 2228463

[85] C. T. McMullen, Teichmüller curves in genus two: Torsion divisors and ratios of sines. Invent.
Math. 165 (2006), no. 3, 651–672 Zbl 1103.14014 MR 2242630

[86] C. T. McMullen, Dynamics of SL2.R/ over moduli space in genus two. Ann. of Math. (2)
165 (2007), no. 2, 397–456 Zbl 1131.14027 MR 2299738

[87] C. T. McMullen, Teichmüller dynamics and unique ergodicity via currents and Hodge theory.
J. Reine Angew. Math. 768 (2020), 39–54 Zbl 1453.37043 MR 4168686

[88] C. T. McMullen, Billiards, heights, and the arithmetic of non-arithmetic groups. Invent. Math.
228 (2022), no. 3, 1309–1351 Zbl 07526078 MR 4419633

[89] C. T. McMullen, Billiards and Teichmüller curves. Bull. Amer. Math. Soc. (N.S.) 60 (2023),
no. 2, 195–250 Zbl 1511.32011 MR 4557380

[90] Y. Minsky and B. Weiss, Nondivergence of horocyclic flows on moduli space. J. Reine Angew.
Math. 552 (2002), 131–177 Zbl 1079.32011 MR 1940435

[91] M. Mirzakhani and A. Wright, The boundary of an affine invariant submanifold. Invent. Math.
209 (2017), no. 3, 927–984 Zbl 1378.37069 MR 3681397

[92] M. Mirzakhani and A. Wright, Full-rank affine invariant submanifolds. Duke Math. J. 167
(2018), no. 1, 1–40 Zbl 1435.32016 MR 3743698

[93] M. Möller, Teichmüller curves, Galois actions and bGT -relations. Math. Nachr. 278 (2005),
no. 9, 1061–1077 Zbl 1081.14039 MR 2150378

[94] M. Möller, Periodic points on Veech surfaces and the Mordell–Weil group over a Teichmüller
curve. Invent. Math. 165 (2006), no. 3, 633–649 Zbl 1111.14019 MR 2242629

[95] M. Möller, Variations of Hodge structures of a Teichmüller curve. J. Amer. Math. Soc. 19
(2006), no. 2, 327–344 Zbl 1090.32004 MR 2188128

https://doi.org/10.1007/BFb0076833
https://zbmath.org/?q=an:0591.60036
https://mathscinet.ams.org/mathscinet-getitem?mr=0850070
https://doi.org/10.1093/imrn/rnaa263
https://zbmath.org/?q=an:1485.30014
https://mathscinet.ams.org/mathscinet-getitem?mr=4406117
https://doi.org/10.4007/annals.2006.163.165
https://zbmath.org/?q=an:1104.22015
https://mathscinet.ams.org/mathscinet-getitem?mr=2195133
https://doi.org/10.1017/S1474748005000101
https://zbmath.org/?q=an:1094.14018
https://mathscinet.ams.org/mathscinet-getitem?mr=2197065
https://doi.org/10.1007/s10711-013-9845-2
https://doi.org/10.1007/s10711-013-9845-2
https://zbmath.org/?q=an:1308.14034
https://mathscinet.ams.org/mathscinet-getitem?mr=3175239
https://doi.org/10.2307/1971341
https://zbmath.org/?q=an:0497.28012
https://mathscinet.ams.org/mathscinet-getitem?mr=0644018
https://doi.org/10.1215/S0012-7094-92-06613-0
https://zbmath.org/?q=an:0780.30032
https://mathscinet.ams.org/mathscinet-getitem?mr=1167101
https://doi.org/10.1016/S1874-575X(02)80015-7
https://zbmath.org/?q=an:1057.37034
https://mathscinet.ams.org/mathscinet-getitem?mr=1928530
https://doi.org/10.1007/s00222-014-0565-5
https://doi.org/10.1007/s00222-014-0565-5
https://zbmath.org/?q=an:1364.37081
https://mathscinet.ams.org/mathscinet-getitem?mr=3402801
https://doi.org/10.1090/S0894-0347-03-00432-6
https://zbmath.org/?q=an:1030.32012
https://mathscinet.ams.org/mathscinet-getitem?mr=1992827
https://doi.org/10.1215/S0012-7094-06-13335-5
https://zbmath.org/?q=an:1099.14018
https://mathscinet.ams.org/mathscinet-getitem?mr=2228463
https://doi.org/10.1007/s00222-006-0511-2
https://zbmath.org/?q=an:1103.14014
https://mathscinet.ams.org/mathscinet-getitem?mr=2242630
https://doi.org/10.4007/annals.2007.165.397
https://zbmath.org/?q=an:1131.14027
https://mathscinet.ams.org/mathscinet-getitem?mr=2299738
https://doi.org/10.1515/crelle-2019-0037
https://zbmath.org/?q=an:1453.37043
https://mathscinet.ams.org/mathscinet-getitem?mr=4168686
https://doi.org/10.1007/s00222-022-01101-4
https://zbmath.org/?q=an:07526078
https://mathscinet.ams.org/mathscinet-getitem?mr=4419633
https://doi.org/10.1090/bull/1782
https://zbmath.org/?q=an:1511.32011
https://mathscinet.ams.org/mathscinet-getitem?mr=4557380
https://doi.org/10.1515/crll.2002.088
https://zbmath.org/?q=an:1079.32011
https://mathscinet.ams.org/mathscinet-getitem?mr=1940435
https://doi.org/10.1007/s00222-017-0722-8
https://zbmath.org/?q=an:1378.37069
https://mathscinet.ams.org/mathscinet-getitem?mr=3681397
https://doi.org/10.1215/00127094-2017-0036
https://zbmath.org/?q=an:1435.32016
https://mathscinet.ams.org/mathscinet-getitem?mr=3743698
https://doi.org/10.1002/mana.200310292
https://zbmath.org/?q=an:1081.14039
https://mathscinet.ams.org/mathscinet-getitem?mr=2150378
https://doi.org/10.1007/s00222-006-0510-3
https://doi.org/10.1007/s00222-006-0510-3
https://zbmath.org/?q=an:1111.14019
https://mathscinet.ams.org/mathscinet-getitem?mr=2242629
https://doi.org/10.1090/S0894-0347-05-00512-6
https://zbmath.org/?q=an:1090.32004
https://mathscinet.ams.org/mathscinet-getitem?mr=2188128


S. Filip 150

[96] M. Möller, Linear manifolds in the moduli space of one-forms. Duke Math. J. 144 (2008),
no. 3, 447–487 Zbl 1148.32007 MR 2444303

[97] M. Möller, Geometry of Teichmüller curves. In Proceedings of the International Congress
of Mathematicians—Rio de Janeiro 2018. Vol. III. Invited lectures, pp. 2017–2034, World
Scientific, Hackensack, NJ, 2018 Zbl 1447.32021 MR 3966840

[98] D. Mumford, Curves and their Jacobians. University of Michigan Press, Ann Arbor, MI,
1975 Zbl 0316.14010 MR 0419430

[99] J.-F. Quint, Rigidité des SL2.R/-orbites dans les espaces de modules de surfaces plates. In
Séminaire Bourbaki 2014/2015, Exp. No. 1092, pp. 83–138, Astérisque 380, Société Mathé-
matique de France, Paris, 2016 Zbl 1470.58003 MR 3522172

[100] M. Ratner, On Raghunathan’s measure conjecture. Ann. of Math. (2) 134 (1991), no. 3, 545–
607 Zbl 0763.28012 MR 1135878

[101] N. Saavedra Rivano, Catégories Tannakiennes. Lecture Notes in Math. 265, Springer, Berlin-
New York, 1972 Zbl 0241.14008 MR 0338002

[102] R. E. Schwartz, Survey lecture on billiards. In ICM—International Congress of Mathemati-
cians. Vol. IV. Sections 5–8, pp. 2392–2429, EMS Press, Berlin, 2023 Zbl 7822618
MR 4680324

[103] J. Smillie and B. Weiss, Minimal sets for flows on moduli space. Israel J. Math. 142 (2004),
249–260 Zbl 1052.37025 MR 2085718

[104] G. Tahar, Chamber structure of modular curves X1.N /. Arnold Math. J. 4 (2018), no. 3-4,
459–481 Zbl 1436.32058 MR 3949813

[105] R. Treviño, On the ergodicity of flat surfaces of finite area. Geom. Funct. Anal. 24 (2014),
no. 1, 360–386 Zbl 1300.37005 MR 3177386

[106] W. A. Veech, Gauss measures for transformations on the space of interval exchange maps.
Ann. of Math. (2) 115 (1982), no. 1, 201–242 Zbl 0486.28014 MR 0644019

[107] W. A. Veech, The Teichmüller geodesic flow. Ann. of Math. (2) 124 (1986), no. 3, 441–530
Zbl 0658.32016 MR 0866707

[108] W. A. Veech, Teichmüller curves in moduli space, Eisenstein series and an application to
triangular billiards. Invent. Math. 97 (1989), no. 3, 553–583 Zbl 0676.32006 MR 1005006

[109] W. A. Veech, Moduli spaces of quadratic differentials. J. Analyse Math. 55 (1990), 117–171
Zbl 0722.30032 MR 1094714

[110] V. Delecroix, J. Rüth, and A. Wright, A new orbit closure in genus 8? 2021,
arXiv:2110.05407v1

[111] K. Winsor, Dynamics and topology of absolute period foliations of strata of holomorphic
1-forms. PhD thesis, Harvard University, Cambridge, MA, 2022

[112] K. Winsor, Uniqueness of the veech 14-gon. 2022, arXiv:2210.09702v1
[113] A. Wright, The field of definition of affine invariant submanifolds of the moduli space of

abelian differentials. Geom. Topol. 18 (2014), no. 3, 1323–1341 Zbl 1320.32019
MR 3254934

[114] A. Wright, Cylinder deformations in orbit closures of translation surfaces. Geom. Topol. 19
(2015), no. 1, 413–438 Zbl 1318.32021 MR 3318755

[115] A. Wright, Translation surfaces and their orbit closures: an introduction for a broad audience.
EMS Surv. Math. Sci. 2 (2015), no. 1, 63–108 Zbl 1372.37090 MR 3354955

[116] U. Zannier, Some problems of unlikely intersections in arithmetic and geometry. Ann. of
Math. Stud. 181, Princeton University Press, Princeton, NJ, 2012 Zbl 1246.14003
MR 2918151

https://doi.org/10.1215/00127094-2008-041
https://zbmath.org/?q=an:1148.32007
https://mathscinet.ams.org/mathscinet-getitem?mr=2444303
https://doi.org/10.1142/9789813272880_0128
https://zbmath.org/?q=an:1447.32021
https://mathscinet.ams.org/mathscinet-getitem?mr=3966840
https://zbmath.org/?q=an:0316.14010
https://mathscinet.ams.org/mathscinet-getitem?mr=0419430
https://doi.org/10.24033/ast.986
https://zbmath.org/?q=an:1470.58003
https://mathscinet.ams.org/mathscinet-getitem?mr=3522172
https://doi.org/10.2307/2944357
https://zbmath.org/?q=an:0763.28012
https://mathscinet.ams.org/mathscinet-getitem?mr=1135878
https://zbmath.org/?q=an:0241.14008
https://mathscinet.ams.org/mathscinet-getitem?mr=0338002
https://doi.org/10.4171/icm2022/66
https://zbmath.org/?q=an:7822618
https://mathscinet.ams.org/mathscinet-getitem?mr=4680324
https://doi.org/10.1007/BF02771535
https://zbmath.org/?q=an:1052.37025
https://mathscinet.ams.org/mathscinet-getitem?mr=2085718
https://doi.org/10.1007/s40598-019-00099-7
https://zbmath.org/?q=an:1436.32058
https://mathscinet.ams.org/mathscinet-getitem?mr=3949813
https://doi.org/10.1007/s00039-014-0269-4
https://zbmath.org/?q=an:1300.37005
https://mathscinet.ams.org/mathscinet-getitem?mr=3177386
https://doi.org/10.2307/1971391
https://zbmath.org/?q=an:0486.28014
https://mathscinet.ams.org/mathscinet-getitem?mr=0644019
https://doi.org/10.2307/2007091
https://zbmath.org/?q=an:0658.32016
https://mathscinet.ams.org/mathscinet-getitem?mr=0866707
https://doi.org/10.1007/BF01388890
https://doi.org/10.1007/BF01388890
https://zbmath.org/?q=an:0676.32006
https://mathscinet.ams.org/mathscinet-getitem?mr=1005006
https://doi.org/10.1007/BF02789200
https://zbmath.org/?q=an:0722.30032
https://mathscinet.ams.org/mathscinet-getitem?mr=1094714
https://arxiv.org/abs/2110.05407v1
https://arxiv.org/abs/2210.09702v1
https://doi.org/10.2140/gt.2014.18.1323
https://doi.org/10.2140/gt.2014.18.1323
https://zbmath.org/?q=an:1320.32019
https://mathscinet.ams.org/mathscinet-getitem?mr=3254934
https://doi.org/10.2140/gt.2015.19.413
https://zbmath.org/?q=an:1318.32021
https://mathscinet.ams.org/mathscinet-getitem?mr=3318755
https://doi.org/10.4171/EMSS/9
https://zbmath.org/?q=an:1372.37090
https://mathscinet.ams.org/mathscinet-getitem?mr=3354955
https://doi.org/10.23943/princeton/9780691153704.001.0001
https://zbmath.org/?q=an:1246.14003
https://mathscinet.ams.org/mathscinet-getitem?mr=2918151


Translation surfaces: Dynamics and Hodge theory 151

[117] A. N. Zemljakov and A. B. Katok, Topological transitivity of billiards in polygons. Mat.
Zametki 18 (1975), no. 2, 291–300 Zbl 0315.58014 MR 0399423

[118] R. J. Zimmer, Ergodic theory and semisimple groups. Monogr. Math. 81, Birkhäuser, Basel,
1984 Zbl 0571.58015 MR 0776417

[119] A. Zorich, Flat surfaces. In Frontiers in number theory, physics, and geometry. I, pp. 437–
583, Springer, Berlin, 2006 Zbl 1129.32012 MR 2261104

[120] B. Zykoski, The L1-isodelaunay decomposition of strata of abelian differentials. 2022,
arXiv:2206.04143v2

Received 21 November 2022; revised 27 July 2023.

Simion Filip
Department of Mathematics, University of Chicago, 5734 S University Avenue, Chicago,
IL 60637, USA; sfilip@math.uchicago.edu

https://doi.org/10.1007/bf01818045
https://zbmath.org/?q=an:0315.58014
https://mathscinet.ams.org/mathscinet-getitem?mr=0399423
https://doi.org/10.1007/978-1-4684-9488-4
https://zbmath.org/?q=an:0571.58015
https://mathscinet.ams.org/mathscinet-getitem?mr=0776417
https://doi.org/10.1007/978-3-540-31347-2_13
https://zbmath.org/?q=an:1129.32012
https://mathscinet.ams.org/mathscinet-getitem?mr=2261104
https://arxiv.org/abs/2206.04143v2
mailto:sfilip@math.uchicago.edu

	Contents
	1. Introduction
	Translation surfaces
	Typical and atypical orbit closures
	Algebraic hulls
	Meromorphic strata; compactifications; classification
	Bialgebraic geometry

	Overview of this text
	Translation surfaces
	Moduli spaces
	Orbit closures
	Finiteness results
	Classification
	Further references


	2. Translation surfaces
	2.1. Dynamics
	2.1.1 Gluing polygons
	2.1.3 Billiards
	2.1.4 Unfolding construction
	2.1.5 A finite cover
	2.1.8 Caution: Unfolding and ``sameness''
	2.1.9 Saddle connections and closed trajectories
	2.1.10 Dynamics of the billiard flow

	2.2. Algebraic geometry
	2.2.1 Algebraic curves and bialgebraic structures


	3. Moduli spaces
	3.1. Period coordinates
	3.1.1 Setup
	3.1.2 The Hodge bundle and its stratification
	3.1.3 Relative homology
	3.1.5 Relative cohomology
	3.1.9 The developing map
	3.1.14 Topology of the developing map
	3.1.16 Connected components
	3.1.17 On the topology of strata

	3.2. The action of \mathbf{GL}_{2}(\mathbb{R})
	3.2.1 Action on the complexification of a vector space
	3.2.3 The action on a stratum
	3.2.4 Masur–Veech measure
	3.2.5 Subgroups of interest
	3.2.7 An application: Unique ergodicity
	3.2.11 Irrational billiards

	3.3. Meromorphic strata
	3.3.1 Setup
	3.3.2 Connected components
	3.3.3 Geometry of meromorphic differentials
	3.3.4 A description of \Omega \mathcal{M}_{1}(2,-2)
	3.3.6 A non-algebraic linear manifold

	3.4. Compactifications
	3.4.1 Some context
	3.4.2 Warm-up: Marked stable curves
	3.4.3 The Deligne–Mumford compactification
	3.4.4 Incidence variety compactification


	4. Orbit closures
	4.1. Measure and topological rigidity
	4.1.1 Setup
	4.1.3 The basic exact sequence
	4.1.5 Cylinder and torsion corank
	4.1.7 Volume normalizations

	4.2. Aside: On the proof of measure rigidity
	4.2.1 Setup
	4.2.2 Stable/unstable manifolds
	4.2.3 Measurable connections
	4.2.4 Conditional and leafwise measures
	4.2.6 Unipotent subgroups
	4.2.7 Measurable family of subgroups
	4.2.9 Entropy balancing
	4.2.10 Endgame
	4.2.11 Leafwise measures, again
	4.2.12 Simpler case: Start of induction
	4.2.13 Extra invariance of conditionals
	4.2.15 Exponential drift
	4.2.16 The requirements on u
	4.2.17 The requirement on times
	4.2.18 Comparison of measures
	4.2.19 Times are bilipschitz-related

	4.3. Hodge theory
	4.3.1 Setup
	4.3.6 Linear algebra operations on Hodge structures
	4.3.7 Jacobians
	4.3.9 Points on Jacobians as extensions
	4.3.15 Torsion and \mathbb{Q}-splittings
	4.3.16 Endomorphisms
	4.3.17 Real multiplication
	4.3.18 Real multiplication and orders
	4.3.19 The Hodge metrics
	4.3.20 Variations of Hodge structure, weight 1
	4.3.21 Variations of Hodge structure, higher weight

	4.4. Hodge-theoretic rigidity
	4.4.1 Setup
	4.4.2 The Kontsevich–Zorich cocycle
	4.4.3 Invariant subbundles
	4.4.5 Proof outline
	4.4.6 The mixed case
	4.4.8 Proof outline

	4.5. Algebraicity: Real multiplication and torsion
	4.5.1 Setup
	4.5.3 Proof outline
	4.5.4 Twisted torsion
	4.5.5 Twisted Abel–Jacobi map
	4.5.8 Proof outline
	4.5.9 Putting the pure and mixed together

	4.6. Examples
	4.6.1 Setup
	4.6.3 Teichmüller curves: Generalities
	4.6.4 Square-tiled surfaces
	4.6.6 Torus covers
	4.6.7 Hurwitz spaces and isoperiodic foliation
	4.6.8 The orbit closure of the regular n-gon
	4.6.9 Bouw–Möller examples
	4.6.10 Intersecting Hilbert modular surfaces
	4.6.11 Prym loci
	4.6.12 Gothic and related loci
	4.6.13 Twisted torsion
	4.6.15 m-differentials


	5. Finiteness results
	5.1. Typical vs. atypical
	5.1.1 Setup
	5.1.2 Equations cutting out \mathcal{M} in a stratum
	5.1.8 The target moduli space
	5.1.10 Expected sub-moduli space
	5.1.13 Degree of atypicality
	5.1.15 Proof of Proposition 5.1.6
	5.1.16 Relative typicality

	5.2. Algebraic hulls
	5.2.1 Setup
	5.2.4 Group actions
	5.2.6 Linear algebra constructions on cocycles

	5.3. Rigidity of algebraic hulls over orbit closures
	5.3.1 Setup
	5.3.4 Allowed polynomials and the area function
	5.3.6 Invariant subbundles
	5.3.8 Proof of Hodge compatibility in Theorem 5.3.2
	5.3.9 Measurable implies polynomial for invariant bundles
	5.3.10 Proof of Step 1
	5.3.11 Proof of Step 2
	5.3.12 Proof of Step 3
	5.3.13 Computation of the algebraic hull
	5.3.16 Proof sketch of Theorem 5.3.14

	5.4. Finiteness
	5.4.1 Setup
	5.4.4 Proof outline of Theorem 5.4.2
	5.4.6 Monodromy and Lyapunov spectrum of square-tiled surfaces
	5.4.8 Proof of abundance of typical, Theorem 5.1.7


	6. Classification of orbit closures
	6.1. Topological methods
	6.1.1 The basic exact sequences, in homology
	6.1.3 Relative deformations
	6.1.5 Geometry of a cylinder
	6.1.6 Cylinder deformations
	6.1.9 Tori of horizontally periodic surfaces
	6.1.10 \mathcal{M}-parallelism
	6.1.15 Real deformations
	6.1.16 Real deformations and horizontal cylinders
	6.1.17 Some further consequences
	6.1.18 Applications to orbit closure classification

	6.2. Algebro-geometric and arithmetic methods
	6.2.1 Unlikely intersections
	6.2.2 Zilber–Pink-type problems
	6.2.3 Application to orbit closures
	6.2.4 Implementations of the unlikely intersections approach
	6.2.5 The decagon
	6.2.7 Cusps of Teichmüller curves
	6.2.8 Degree of atypicality
	6.2.10 The cylinder package
	6.2.11 Cylinder package in meromorphic strata

	6.3. Algorithmic aspects
	6.3.1 Cylinders: Complexity, enumeration
	6.3.6 Veech surfaces


	References

