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On the long-time behavior of compressible fluid flows
excited by random forcing

Dominic Breit, Eduard Feireisl, and Martina Hofmanová

Abstract. We are concerned with the long-time behavior of the stochastic Navier–Stokes system for
compressible fluids in dimensions two and three. In this setting, the part of the phase space occupied
by the solution depends sensitively on the choice of the initial state. Our main results are threefold.
(i) The kinetic energy of a solution is universally and asymptotically bounded, independent of the
initial datum. (ii) Time shifts of a solution with initially controlled energy are asymptotically com-
pact and generate an entire solution defined for all t 2R. (iii) Every solution with initially controlled
energy generates a stationary solution and even an ergodic stationary solution on the closure of the
convex hull of its !-limit set on the space of measures on the path space.

1. Introduction

The role of random forcing incorporated into originally deterministic models is in many
cases to substitute for the effect of an external driving mechanism represented by inho-
mogeneous boundary conditions. This gives rise to a mathematically simpler model that
should retain, however, the essential behavior of the original system at least in the long run.
In the framework of continuum fluid mechanics, equations with random forcing should
shed some light on more complex problems related to turbulence. In particular, the cele-
brated ergodic hypothesis asserts the following:

Time averages along trajectories of the flow converge, for large enough times, to
an ensemble average given by a certain probability measure.

There is a common belief that such a measure is in fact unique and completely char-
acterizes the behavior of the fluid in the long run. This is supported by the pieces of
evidence in the case of incompressible flows driven by the Navier–Stokes system with an
additive stochastic forcing. More precisely, for the incompressible planar flow driven by a
physically relevant very degenerate stochastic forcing, unique ergodicity was established
by Hairer and Mattingly [23]. The absence of a similar result in the physically relevant
three-dimensional case is due to the existing gaps in the mathematical theory, in particu-
lar stability (uniqueness) of solutions with respect to the initial data. Nevertheless, it has
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been proved that noise has a beneficial impact when it comes to long-time behavior and
ergodicity. Da Prato and Debussche [8] obtained a unique ergodicity for three-dimensional
stochastic incompressible Navier–Stokes equations with non-degenerate noise. The theory
of Markov selections by Flandoli and Romito [19] provides an alternative approach which
also allowed ergodicity to be proved for every Markov solution; see Romito [30]. The
concept of (statistically) stationary solutions has been introduced in both the deterministic
[20, 35] and stochastic frameworks [18].

The question of identifying a unique invariant measure for compressible fluid motions
excited by random forces is substantially different from the incompressible setting. As a
matter of fact, this possibility is naturally limited/excluded as there are certain invariant
quantities, for instance the total mass, that persist under the action of random forcing.
Accordingly, the part of the phase space occupied by the trajectories necessarily depends
sensitively on the choice of the initial state. It is therefore desirable to show that there exist
invariant measures/stationary solutions generated by solutions to the initial value problem
supported on a suitably defined !-limit set.

The main goal of the present paper is to investigate this question in the setting of the
compressible Navier–Stokes system under stochastic perturbations. Roughly speaking, the
result can be shown by means of the standard Krylov–Bogoliubov theory as long as the
solutions of the stochastic problem enjoy the following properties:

• Global existence. The problem admits a global-in-time solution – a random process
ranging over a suitable phase space – for any sample of initial data.

• Global boundedness. The expected value of a suitable norm of global-in-time solutions
is bounded independently of time.

• Asymptotic compactness. The law of any global-in-time solution is tight in a suitable
space of trajectories.

The above outlined points also summarize the strategy of our proof. To be more pre-
cise, let % D %.t; x/ denote the mass density and u D u.t; x/ the bulk velocity of a
compressible viscous fluid occupying a bounded physical domain Q � Rd , d D 2; 3.
In this paper, we are concerned with the compressible Navier–Stokes system driven by a
stochastic forcing:

d%C divx.%u/ dt D 0; (1.1)

d.%u/C divx.%u˝ u/ dt Crxp.%/ dt

D divx S.rxu/ dt C %g.%;u/ dt C %F.%;u/ dW; (1.2)

S.rxu/ D �
�
rxuCrtxu �

2

d
divx uI

�
C � divx uI; � > 0; � � 0; (1.3)

where we include a deterministic force g as well as a stochastic force driven by a Wiener
process W . The problem is closed by imposing the no-slip boundary condition

uj@Q D 0: (1.4)
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We refer to [2, 3] for the existing mathematical theory of problem (1.1)–(1.4). The
long-time behavior of global-in-time solutions of the deterministic problem was studied in
[13, 28, 29] and the monograph [16]. In particular, the problem may already admit several
(a continuum of) stationary solutions in the deterministic setting; see [14]. In [11], it was
proved that every bounded solution to the deterministic system gives rise to a statistical
stationary solution supported on its !-limit set. The existence of stochastically stationary
solutions to (1.1)–(1.4) with a given total mass was established in [4].

In the present paper, we go beyond the result of [4]. In particular, we focus on a
physically relevant hard sphere pressure–density equation of state (see Section 2.1) and
show that solutions with initially controlled energy remain universally and asymptotically
bounded in expectation, independently of the initial condition; see Theorem 2.6. In other
words, all such solutions ultimately enter a bounded absorbing set. Furthermore, we estab-
lish an asymptotic compactness of solutions which in particular applies to sequences of
time shifts of solutions and gives rise to an entire solution defined for all t 2 R; see The-
orem 2.7. Finally, we deduce that any solution with initially controlled energy generates a
stationary solution; see Theorem 2.5.

Unlike in the deterministic setting (cf. [11]), we define an !-limit set as a set of
probability laws, not a set of trajectories. This is reminiscent of some earlier contribu-
tions on the stochastic incompressible Navier–Stokes equations such as [6, 32]. We then
show that for any solution with initially controlled energy there is a stationary solution
whose law belongs to the closure of the convex hull of its !-limit set; see Corollary 6.1.
Moreover, the method is constructive – the solution is obtained by a direct application of
Krylov–Bogoliubov’s method applied on the !-limit set. Our approach is motivated by
the pioneering work of Itô and Nisio [24] and the idea of Sell [33], replacing the natural
phase space by the space of trajectories; see also Romito [31]. Finally, we prove that there
is an ergodic stationary solution on the closure of the convex hull of every such !-limit
set; see Theorem 6.3. In the setting of [4], the existence of the !-limit set cannot even be
proved and the procedure of the present paper cannot be repeated there.

As a by-product of our strategy, we deduce two new results for the stochastic Navier–
Stokes system (1.1)–(1.4) that are of independent interest themselves:

• Bounded moments of the total energy:

lim sup
t!1

E

��Z
Q

E.%; %u/ dx
�m�

� E1.m/; m D 1; 2; : : : ;

where

E.%;m/ D
1

2

jmj2

%
C P.%/; P 0.%/% � P.%/ D p.%/; P.0/ D 0

is the energy of the fluid. The constants E1.m/, m D 1; 2; : : : ; are universal and
independent of the initial condition.
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• Asymptotic compactness. The law of the time shifts of a fixed solution

LŒ%.� C �n/;u.� C �n/�; �n !1

is tight in a suitable trajectory space.

In the context of a stochastic incompressible Navier–Stokes system, analogous results
are basically immediate due to the dissipative nature of the problem and the good compact-
ness properties of solutions. However, the compressible Navier–Stokes system is a mixed
parabolic–hyperbolic system with a very delicate structure. Its incompressible counterpart
instead is a semi-linear parabolic system, to some extent rather similar to the heat equa-
tion. As a consequence, the global boundedness as well as the asymptotic compactness
both become substantially more difficult in the compressible case. The key difficulty is,
on the one hand, the lack of energy dissipation stabilizing the system in the long run, and
on the other hand, the fact that the available energy and pressure estimates do not directly
lead to strong convergence of the density necessary in order to pass to the limit.

The first issue is overcome by performing a higher-order energy estimate together with
a new dissipation balance estimate and proving the existence of a bounded absorbing set
in expectation; see Section 3.2. The solution of the second issue leans on establishing the
strong convergence of the approximate densities, despite the fact that the initial conditions
are lost in the limit process; see Section 4.4. This is a delicate issue and requires careful
analysis of the oscillation “damping” in the renormalized equation of continuity.

The paper is organized as follows. In Section 2 we recall the basic definitions, formu-
late the hypotheses and state the main results. The global-in-time estimates are established
in Section 3. Sections 4 and 5 form the heart of the paper. In Section 4 we show tightness
of the time shifts of global trajectories. This property is subsequently used in Section 5,
where the Krylov–Bogoliubov method is applied to obtain a stationary solution. Section 6
is devoted to the study of the ergodic structure of the set of stationary solutions. A sketch
of the proof of existence of global-in-time solutions is given in the appendix.

2. Mathematical framework and main results

2.1. Pressure–density equation of state

The uniform bounds on the total energy require strong control of the fluid density. To this
end, we consider the physically relevant hard sphere pressure–density equation of state.
Specifically, there is a limit density N% > 0 such that

p 2 C 1Œ0; N%/; p.0/ D 0; p0.%/ > 0 for any 0 < % < N%;

p0.%/ � a%
�1; a > 0; lim
%!N%�

. N% � %/ˇp.%/ D Np > 0;

for some exponents 
 > 1, ˇ > 3:

(2.1)

The restrictions on 
 and ˇ are technical and can possibly be relaxed. The essential feature
of (2.1) is the singularity of the pressure at N% yielding the (deterministic) bound % � N%.
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This hypothesis is relevant for any real fluid; see e.g. Carnahan and Starling [7], Kolafa,
Labik, and Malijevsky [25].

2.2. Driving force

The deterministic driving force is given by g 2 C. xQ � Œ0; N%� �Rd IRd / satisfying

jg.x; %;u/j . 1C juj˛ for some ˛ 2 Œ0; 1/: (2.2)

Let T � 0 and let .�;F; .Ft /t��T ;P / be a complete probability space with a com-
plete right-continuous filtration .Ft /t��T . The stochastic processW is a cylindrical .Ft /-
Wiener process on a separable Hilbert space U normalized so thatW.0/D 0. It is formally
given by the expansion W.t/ D

P1
kD1 ekWk.t/, where .Wk/k2N is a sequence of mutu-

ally independent real-valued Wiener processes relative to .Ft /t��T normalized so that
Wk.0/ D 0, and .ek/k2N is a complete orthonormal system in U. Accordingly, the diffu-
sion coefficient F is defined as a superposition operator F.%;u/WU! L1.Q;Rd /,

F.%;u/ek D Fk.�; %.�/;u.�//:

The coefficients Fk D Fk.x; %;u/WQ � Œ0; N%� �Rd ! Rd are C 1-functions such that

jFk.x; %;u/j C jr%;uFk.x; %;u/j � fk.1C juj˛/ for some ˛ 2 Œ0; 1/;X
k�1

f 2k <1;
(2.3)

uniformly in x 2 Q. Finally, we define the auxiliary space U0 � U via

U0 D
®
v D

P
k�1 ˛kek I

P
k�1

˛2
k

k2
<1

¯
;

endowed with the norm

kvk2U0 D
X
k�1

˛2
k

k2
; v D

X
k�1

˛kek :

Note that the embedding U ,! U0 is Hilbert–Schmidt. Moreover, trajectories of W are
P -a.s. in Cloc.Œ�T;1/IU0/.

2.3. Dissipative martingale solutions

We give a definition of a solution to (1.1)–(1.4). For future use, it is convenient to consider
a general time interval Œ�T;1/ with T � 0.

Definition 2.1 (Dissipative martingale solution). The quantity�
.�;F; .Ft /t��T ;P /; %;u; W

�
is called a dissipative martingale solution to (1.1)–(1.4) on the time interval Œ�T;1/,
provided the following hold:
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(a) .�;F; .Ft /t��T ;P / is a stochastic basis with a complete right-continuous filtra-
tion;

(b) W is a cylindrical .Ft /-Wiener process normalized so that W.0/ D 0;

(c) the density 0 � % � N% belongs to the space Cweak;loc.Œ�T;1/IL
q.Q//, P -a.s. for

any 1 � q <1 and is .Ft /-adapted;

(d) the momentum %u belongs to the space Cweak;loc.Œ�T;1/IL
2.Q; Rd //, P -a.s.

and is .Ft /-adapted;

(e) the velocity u belongs to L2loc.Œ�T;1/I W
1;2
0 .Q; Rd //, P -a.s. and is .Ft /-

adapted;1

(f) the total energy

t 7!

Z
Q

E.%; %u/.t; �/ dx

belongs to the space L1locŒ�T;1/, P -a.s.;

(g) the equation of continuity�Z
Q

% dx
�tD�2
tD�1

�

Z �2

�1

Z
Q

%u � rx dx dt D 0

holds for all �T � �1 < �2,  2 C 1. xQ/, P -a.s.;

(h) for any b 2 C 1.R/,�Z
Q

b.%/ dx
�tD�2
tD�1

�

Z �2

�1

Z
Q

b.%/u � rx dx dt

C

Z �2

�1

Z
Q

.b0.%/% � b.%// div u dx dt D 0 (2.4)

for all �T � �1 < �2,  2 C 1. xQ/, P -a.s.;

(i) the momentum equation�Z
Q

%u � ' dx
�tD�2
tD�1

�

Z �2

�1

Z
Q

Œ%u˝ u W rx'C p.%/ divx '� dx dt

C

Z �2

�1

Z
Q

S.rxu/ W rx' dx dt

D

Z �2

�1

Z
Q

%g.%; %u/ � ' dx dt

C

1X
kD1

Z �2

�1

�Z
Q

%Fk.%; %u/ � ' dx
�

dWk (2.5)

holds for all �T � �1 < �2, ' 2 C 1c .QIR
d /, P -a.s.;

1Adaptedness of the velocity is understood in the sense of random distributions; cf. [2, Chapter 2.8].
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(j) the energy inequality

�

Z 1
�T

@t�

Z
Q

E.%; %u/ dx dt C
Z 1
�T

�

Z
Q

S.rxu/ W rxu dx dt

�

Z 1
�T

�

Z
Q

%g.%; %u/ � u dx dt C
1

2

Z 1
�T

�

1X
kD1

Z
Q

%jFk.%; %u/j2 dx dt

C

1X
kD1

Z 1
�T

�

�Z
Q

%Fk.%; %u/ � u dx
�

dWk (2.6)

holds for all � 2 C 1c ..�T;1//, � � 0, P -a.s.

We recall that the total energy

E.%;m/ D

8̂̂̂<̂
ˆ̂:
1

2

jmj2

%
C P.%/ for % > 0;

0 if % D 0, m D 0;
1 otherwise;

with the pressure potential P defined through P 0.%/% � P.%/ D p.%/, P.0/ D 0, is a
convex lower semi-continuous function on Œ0; N%/ �Rd , whence

t 7!

Z
Q

E.%; %u/.t/ dx

is a lower semi-continuous function defined for any t 2 Œ�T;1/, P -a.s. for any dissipative
martingale solution .%; u/. In addition, it follows from the energy inequality (2.6) that the
limit

E.t/ D lim
ı!0C

1

ı

Z tCı

t

Z
Q

E.%; %u/.s; �/ dx ds (2.7)

is well defined and Ft -measurable for any t � �T . Moreover, the function E is càdlàg in
Œ0;1/, thus progressively measurable, and

E.t/ D

Z
Q

E.%; %u/.t; �/ dx a.a. in .�T;1/, P -a.s. (2.8)

In the remainder of the paper, we use E to denote the total energy, keeping in mind (2.8).

2.4. Stationary solutions

The concept of a stationary solution is motivated by the approach of Itô and Nisio [24]. We
first introduce the space of trajectories. Despite the fact that the (weakly) time-continuous
quantities are the conservative variables %, m D %u, it is more convenient to consider the
standard variables

% 2 Cweak;loc.RIL
q.Q//; 1 � q <1;

u 2 L2loc.RIW
1;2
0 .QIRd //;
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together with the noise
W 2 Cloc;0.RIU0/;

where Cloc;0 denotes the space of continuous functions vanishing at 0. We define the tra-
jectory space

T D Cweak;loc.RIL
q.Q// �

�
L2loc.RIW

1;2
0 .QIRd //; w

�
� Cloc;0.RIU0/:

Definition 2.2. We say that ..�;F; .Ft /t2R;P /; %;u;W / is an entire solution of problem
(1.1)–(1.4) if .%;u;W / 2 T , P -a.s. and if ..�;F; .Ft /t��T ;P /; %;u;W / is a dissipative
martingale solution on Œ�T;1/ for all T � 0 in the sense of Definition 2.1.

Next we introduce the time shift operator,

�� Œ%;u; W �.t/ D Œ%.t C �/;u.t C �/;W.t C �/ �W.�/�; t 2 R; � 2 R:

It is easy to check that the time shift

�� Œ%;u; W �; � � 0;

of any dissipative martingale solution�
.�;F; .Ft /t��T ;P /; %;u; W

�
on Œ�T;1/ gives rise to another dissipative martingale solution�

.�;F; .FtC� /t��T�� ;P /; %.� C �/;u.� C �/;W.� C �/ �W.�/
�

on Œ�T � �;1/ of the same problem.

Definition 2.3 (Stationary solution). We say that an entire solution�
.�;F; .Ft /t2R;P /; %;u; W

�
of problem (1.1)–(1.4) is stationary if its law

LT Œ%;u; W �

is shift invariant in the trajectory space T , meaning

LT

�
�� Œ%;u; W �

�
D LT Œ%;u; W � for any � 2 R:

Remark 2.4. It is convenient to regard solutions on Œ�T;1/ as trajectories in T . To this
end, we tacitly extend Œ%;u; W �.t/ D Œ%;u; W �.�T / for all t � �T .
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2.5. Main results

Having collected all the necessary material we are ready to state our main results.

Theorem 2.5 (Stationary solutions generated by bounded trajectories). LetQ �Rd , d D
2;3 be a bounded Lipschitz domain. Suppose that the pressure p, the deterministic driving
force g, and the noise diffusion coefficients F satisfy the hypotheses (2.1), (2.2), and (2.3),
respectively. Let �

.�;F; .Ft /t�0;P /; %;u; W
�

be a dissipative martingale solution of problem (1.1)–(1.4) specified in Definition 2.1 such
that

EŒE.0/4� <1; P

�
N% �

1

jQj

Z
Q

%.0; �/ dx > ı
�
D 1;

P
h%u.0/
%.0/

2 W
1;2
0 .Q;Rd /

i
D 1;

(2.9)

for some deterministic constant ı > 0.
Then there is a sequence Tn !1 and a stationary solution�

. z�; zF; .zFt /t2R; zP /; Q%; Qu; �W �
such that

1

Tn

Z Tn

0

LT

�
�t Œ%;u; W �

�
dt ! LT Œ Q%; Qu; �W � narrowly as n!1:

The proof of Theorem 2.5 leans on two auxiliary results that are of independent inter-
est.

Theorem 2.6 (Ultimate boundedness). Under the hypotheses of Theorem 2.5, there exists
a universal constant E1.m/ such that

lim sup
t!1

E

��Z
Q

E.%; %u/.t; �/ dx
�m�

� E1.m/

for any dissipative martingale solution�
.�;F; .Ft /t�0;P /; %;u; W

�
of problem (1.1)–(1.4) with the initial data satisfying

EŒE.0/m� <1; P

�
N% �

1

jQj

Z
Q

%.0; �/ dx > ı
�
D 1

for somem � 1, ı > 0. More precisely, there exist universal constants cm;1; cm;2;Dm > 0
such that

EŒE.t/m� � exp.�Dmt /.EŒE.0/m�C cm;1/C cm;2 (2.10)

for all t > 0.
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In the following result, we employ the notation En for the càdlàg version of the energy
associated to .%n; %nun/ and defined through (2.7).

Theorem 2.7 (Asymptotic compactness). Under the hypotheses of Theorem 2.5, let�
.�n;Fn; .Fn/t��Tn ;Pn/; %n;un; Wn

�
; n D 1; 2; : : : ;

be a sequence of dissipative martingale solutions of problem (1.1)–(1.4) on the time inter-
val Œ�Tn;1/, Tn !1, such that

sup
n�1

EŒEn.�Tn/
4� <1; P

�
N% �

1

jQj

Z
Q

%n.�Tn/ dx > ı
�
D 1;

P

�
%nun.�Tn/
%n.�Tn/

2 W
1;2
0 .Q;Rd /

�
D 1; n D 1; 2; : : : ;

(2.11)

for some deterministic constant ı > 0.
Then there exists a subsequence (not relabeled) such that

LT Œ%n;un; Wn�! LT Œ%;u; W � narrowly as n!1;

where .%;u;W / is an entire solution of the same problem defined on a certain probability
space

.�;F;P / with a filtration .Ft /t2R:

The energy momenta estimates claimed in Theorem 2.6 are new in the context of the
stochastic problem and depend essentially on the properties of the hard-sphere pressure
equation of state in (2.1). The crucial point is to control the density (pressure) in terms of
the dissipation term Z

Q

S.rxu/ W rxu dx:

With these estimates at hand, the proof of Theorem 2.7 follows the steps of the proof
of existence. There is, however, a key difference, namely, the initial data represented by
the value of the time shifts at the time �Tn are “lost” in the limit process. In particular,
the crucial ingredient of the existence proof – compactness of the initial data – is no
longer available. Instead, the deterministic argument on propagation of density oscillations
proved originally in [15] must be adapted to the stochastic framework.

3. Global-in-time estimates

Our goal is to show the momentum estimates claimed in Theorem 2.6.

3.1. A Grönwall-type estimate for BV-functions

Let us start with a standard version of Grönwall’s lemma.
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Lemma 3.1. Let F 2 BVloc.0;1/ be such that

F.�2C/CD

Z �2

�1

F.t/ dt � F.�1�/C C.�2 � �1/ (3.1)

for any 0 < �1 � �2 with some D > 0. Then

F.t˙/ � exp.�Dt/
�
F.0C/ �

C

D

�
C
C

D

for all t > 0

Proof. We first note that (3.1) is equivalent to

G.�2C/CD

Z �2

�1

G.t/ dt � G.�1�/; G.t/ D F.t/ �
C

D
:

It follows that the function

exp.Dt/G.t/ D exp.Dt/
�
F.t/ �

C

D

�
is non-increasing on .0;1/, whence

F.t˙/ � exp.�Dt/
�
F.0C/ �

C

D

�
C
C

D
; t > 0:

3.2. Higher energy moments

Let us introduce the so-called Bogovskii operator B enjoying the following properties:

BWL
q
0.Q/ �

®
f 2 Lq.Q/

ˇ̌ R
Q
f dx D 0

¯
! W

1;q
0 .Q;Rd /; 1 < q <1;

divx BŒf � D f;

kBŒf �kLr .Q/ . kgkLr .QIRd / if f D divx g, g � nj@Q D 0, 1 < r <1I

(3.2)

see Galdi [21, Chapter 3], Geißert, Heck, and Hieber [22]. Here, n denotes the outer unit
normal on @Q.

In what follows, we neglect the deterministic forcing %g.%; %u/ as its treatment does
not present any additional difficulties. Recalling our convention (2.8) we deduce from the
energy inequality (2.6),

ŒE.t/�tD�2tD�1
C

Z �2

�1

Z
Q

S.rxu/ W rxu dx dt

�
1

2

Z �2

�1

Z
Q

%
X
k�1

jFk.%;u/j2 dx dt C
X
k�1

Z �2

�1

�Z
Q

%Fk.%;u/ � u dx
�

dWk (3.3)

for any 0 � �1 < �2, P -a.s.
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Next we use the quantity

B

�
ˇ.%/ �

1

jQj

Z
Q

ˇ.%/ dx
�

as a test function in the momentum balance (2.5). This is not completely obvious as our
test function is a random variable; however, the function ˇ.%/ satisfies the deterministic
equation (2.4) and such a step can be rigorously justified by the arguments detailed in
[2, Section 4.4.2] by the use of the generalized Itô formula [2, Theorem A.4.1]:Z �2

�1

Z
Q

p.%/ˇ.%/ dx dt

D

�Z
Q

%u �B
�
ˇ.%/ �

1

jQj

Z
Q

ˇ.%/ dx
�

dx
�tD�2
tD�1

C
1

jQj

Z �2

�1

�Z
Q

p.%/ dx
Z
Q

ˇ.%/ dx
�

dt

�

Z �2

�1

Z
Q

%u˝ u W rxB

�
ˇ.%/ �

1

jQj

Z
Q

ˇ.%/ dx
�

dx dt

C

Z �2

�1

Z
Q

S.rxu/ W rxB

�
ˇ.%/ �

1

jQj

Z
Q

ˇ.%/ dx
�

dx dt

�

Z �2

�1

Z
Q

%u �BŒdivx.ˇ.%/u/� dx dt

C

Z �2

�1

Z
Q

%u �BŒ.ˇ.%/ � ˇ0.%/%/ divx u � A� dx dt

�

X
k�1

Z �2

�1

�Z
Q

%Fk.%;u/ �B
�
ˇ.%/ �

1

jQj

Z
Q

ˇ.%/ dx
�

dx
�

dWk (3.4)

for any 0 � �1 < �2, P -a.s., where A D 1
jQj

R
Q
.ˇ.%/ � ˇ0.%/%/ divx u dx.

We combine the energy inequality (3.3) with the pressure estimates (3.4) to obtain the
total dissipation balance that is a crucial tool in the subsequent analysis. First, consider
ˇ.%/ D % in (3.4) to gain, P -a.s.,Z �2

�1

Z
Q

p.%/

�
% �

M

jQj

�
dx dt

D

�Z
Q

%u �B
�
% �

M

jQj

�
dx
�tD�2
tD�1

�

Z �2

�1

Z
Q

%u˝ u W rxB

�
% �

M

jQj

�
dx dt

C

Z �2

�1

Z
Q

S.rxu/ W rxB

�
% �

M

jQj

�
dx dt �

Z �2

�1

Z
Q

%u �BŒdivx.%u/� dx dt

�

X
k�1

Z �2

�1

�Z
Q

%Fk.%;u/ �B
�
% �

M

jQj

�
dx
�

dWk ; (3.5)
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where
M D

Z
Q

%.0; �/ dx:

Next we recall the uniform bounds on the density and hypothesis (2.9) implying

0 � % � N%;
1

jQj

Z
Q

% dx D
M

jQj
� N% � ı P -a.s. (3.6)

for some deterministic constant ı > 0. Setting

r D
1

2

�
M

jQj
C N%

�
< N% �

ı

2
;

we deduceZ
Q

p.%/

�
% �

M

jQj

�
dx

D

Z
Q\Œ%�r�

p.%/

�
% �

M

jQj

�
dx C

Z
Q\Œ%<r�

p.%/

�
% �

M

jQj

�
dx

�
ı

2

Z
%�r

p.%/ dx � jQjp.r/r �
ı

2

Z
Q

p.%/ dx � jQj
�
rp.r/C

ı

2
p.r/

�
:

Consequently, it follows from (3.5) that P -a.s.,

ı

2

Z �2

�1

Z
Q

p.%/ dx dt

�

�Z
Q

%u �B
�
% �

M

jQj

�
dx
�tD�2
tD�1

�

Z �2

�1

Z
Q

%u˝ u W rxB

�
% �

M

jQj

�
dx dt

C

Z �2

�1

Z
Q

S.rxu/ W rxB

�
% �

M

jQj

�
dx dt �

Z �2

�1

Z
Q

%u �BŒdivx.%u/� dx dt

�

X
k�1

Z �2

�1

�Z
Q

%Fk.%;u/ �B
�
% �

M

jQj

�
dx
�

dWk C c.�2 � �1/; (3.7)

where c is a deterministic constant.
Next we are going to estimate the second, third, and fourth terms on the right-hand

side of (3.7) by dissipation. By virtue of the Korn–Poincaré inequality,

kuk2
W
1;2
0 .QIRd /

� cKP

Z
Q

S.rxu/ W rxu dx;

and the uniform bound (3.6) we obtainZ
Q

%juj2 dx � c
Z
Q

S.rxu/ W rxu dx: (3.8)
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Similarly, the Korn–Sobolev inequality yields�Z
Q

juj6 dx
� 1
3

� cKS

Z
Q

S.rxu/ W rxu dx

if d D 3. Of course, the estimate holds for arbitrary exponent q if d D 2. Consequently,
we have P -a.s.Z

Q

%u˝ u W rxB

�
% �

M

jQj

�
dx .

�Z
Q

juj6 dx
� 1
3

.
Z
Q

S.rxu/ W rxu dx;

Z
Q

S.rxu/ W rxB

�
% �

M

jQj

�
dx .

Z
Q

%2 dx C
Z
Q

S.rxu/ W rxu dx

. 1C

Z
Q

S.rxu/ W rxu dx;

Z
Q

%u �BŒdivx.%u/� dx .
Z
Q

%2juj2 dx .
Z
Q

S.rxu/ W rxu dx;

using properties of the Bogovskii operator, see (3.2), and boundedness of %. Plugging this
into (3.7) we conclude that P -a.s.

ı

2

Z �2

�1

Z
Q

p.%/ dx dt �
�Z
Q

%u �B
�
% �

M

jQj

�
dx
�tD�2
tD�1

� c1

Z �2

�1

Z
Q

S.rxu/ W rxu dx dt C c2.�2 � �1/

�

X
k�1

Z �2

�1

�Z
Q

%Fk.%;u/ �B
�
% �

M

jQj

�
dx
�

dWk (3.9)

with deterministic constants c1, c2. Multiplying (3.9) by a sufficiently small (determinis-
tic) constant " > 0 and adding the resulting expression to the energy inequality (3.3) we
obtain the dissipation balance P -a.s.�

E.t/ � "

Z
Q

%u �B
�
% �

M

jQj

�
dx
�tD�2
tD�1

C
1

2

Z �2

�1

Z
Q

ŒS.rxu/ W rxuC "ıp.%/� dx dt

� C.�2 � �1/

�

X
k�1

Z �2

�1

�Z
Q

%Fk.%;u/ �
�

u �B

�
% �

M

jQj

��
dx
�

dWk ; (3.10)
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where C is a deterministic constant, and where we have usedZ
Q

%
X
k�1

jFk.%;u/j2 dx �
X
k�1

f 2k

Z
Q

%.1C juj2˛/ dx

�
1

4

Z
Q

S.rxu/ W rxu dx C c;

with a deterministic constant c; cf. (2.3).
As the next step we aim at deriving higher moment estimates for the process

D.�/ D E.�/ � "

Z
Q

%u �B
�
% �

M

jQj

�
.�; �/ dx

in the spirit of Itô’s formula applied to (3.10). For �1 > 0 arbitrary, we consider the con-
tinuous process

DC .�/ D �
1

2

Z �

�1

Z
Q

ŒS.rxu/ W rxuC "ıp.%/� dx dt C C.� � �1/

�

X
k�1

Z t

�1

�Z
Q

%Fk.%;u/ �
�

u �B

�
% �

M

jQj

��
dx
�

dWk :

In accordance with the dissipation balance (3.10), the process

DM D D �DC

is non-increasing in .�1;1/.
In order to apply Itô’s formula to the process D DDM CDC it suffices to regularize

DM in time. To avoid problems with progressive measurability we introduce the backward
regularization of a function F D F .t/ given by

F �.t/ D

Z 0

��

F .t � s/��.s/ ds; t > �;

where �� is a standard family of regularizing kernels. Applying the standard Itô formula
to DC CD�

M we get

dˆ.DC CD�
M /

D �
1

2
ˆ0.DC CD�

M /

�Z
Q

ŒS.rxu/ W rxuC "ıp.%/� dx
�

dt

C Cˆ0.DC CD�
M / dt Cˆ0.DC CD�

M / dD�
M

C
1

2
ˆ00.DC CD�

M /
X
k�1

�Z
Q

%Fk.%;u/ �
�

u �B

�
% �

M

jQj

��
dx
�2

dt

�ˆ0.DC CD�
M /

X
k�1

�Z
Q

%Fk.%;u/ �
�

u �B

�
% �

M

jQj

��
dx
�

dWk (3.11)
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for any ˆ 2 C 2. If, in addition, ˆ0 � 0, we have

ˆ0.DC CD�
M / dD�

M � 0

using that D�
M is non-increasing. All other terms in (3.11) converge to their counterparts

as � ! 0 and we obtain

Œˆ.D/�
tD�2�
tD�1�

C
1

2

Z �2

�1

ˆ0.D/

�Z
Q

ŒS.rxu/ W rxuC "ıp.%/� dx
�

dt

� C

Z �2

�1

ˆ0.D/ dt

C
1

2

Z �2

�1

ˆ00.D/
X
k�1

�Z
Q

%Fk.%;u/ �
�

u �B

�
% �

M

jQj

��
dx
�2

dt

�

X
k�1

Z �2

�1

ˆ0.D/

�Z
Q

%Fk.%;u/ �
�

u �B

�
% �

M

jQj

��
dx
�

dWk (3.12)

for all ˆ 2 C 2, ˆ0 � 0. We clearly have

D �

Z
Q

.%juj2 C p.%/C 1/ dx .
Z
Q

ŒS.rxu/ W rxuC "ıp.%/C 1� dx

using (3.8), as well asX
k�1

�Z
Q

%Fk.%;u/ �
�

u �B

�
% �

M

jQj

��
dx
�2

.
X
k�1

f 2k

�Z
Q

%.1C juj˛C1/ dx
�2
� �D2

C c� (3.13)

for an arbitrary � 2 .0; 1/ using (2.3), (3.6), and continuity of B. Plugging these estimates
into (3.12) and applying expectations yields�

EŒjD jm�
�tD�2C
tD�1�

CDm

Z �2

�1

EŒjD jm� dt � Cm.�2 � �1/ (3.14)

for all integersm> 0with some positive constants Cm,Dm. Here the passage from �2� to
�2C follows from the fact that D is the sum of a non-increasing function and a continuous
one, specifically, D.�2C/ �D.�2�/. Also note that we approximated the mapping D 7!

jD jm by a sequence of smooth functions ˆ with bounded derivatives.
Thus Lemma 3.1 together with (3.14) gives rise to the uniform bound

EŒjD jm.�/� � exp.�Dm�/
�

EŒjD.0/jm� �
Cm

Dm

�
C
Cm

Dm
for all � > 0:

In view of the bound
jD.�/ � E.�/j .

p
E.�/ (3.15)
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which holds true for all � � 0, we deduce that (2.10) follows. Consequently, the first claim
of Theorem 2.6 holds and the proof is complete.

As a consequence, we may also control the supremum over time inside the expectation.

Corollary 3.2. Let T > 0. Under the assumptions of Theorem 2.6 it holds that

E
h

sup
�2Œ0;T �

Em.�/
i
C E

�Z T

0

Em�1
Z
Q

ŒS.rxu/ W rxuC p.%/� dx dt
�

. EŒEm.0/�C cT ;

where the function T 7! cT > 0 is locally bounded on Œ0;1/.

Proof. We consider (3.12) and take first the supremum over time and then the expecta-
tion. In order to estimate the stochastic integral, we apply Burkholder–Davis–Gundy’s
inequality, (3.13) and Young’s inequality to obtain

E

�
sup

�2Œ0;T �

ˇ̌̌̌X
k�1

Z �

0

jD jm�1
�Z

Q

%Fk.%;u/ �
�

u �B

�
% �

M

jQj

��
dx
�

dWk

ˇ̌̌̌�

� E

��Z T

0

.2�jD j2m C c�/ dt
� 1
2
�

� �E
h

sup
�2Œ0;T �

jD jm.�/
i
C E

�Z T

0

jD jm dt
�
C c�;T :

The first term on the above right-hand side can be absorbed into the left-hand side of the
estimate. The second term on the right-hand side is controlled in view of (3.14) by the
initial value. Altogether, we deduce

E
h

sup
�2Œ0;T �

jD jm.�/
i
C E

�Z T

0

jD jm�1
Z
Q

ŒS.rxu/ W rxuC p.%/� dx dt
�

. EŒjD jm.0/�C cT ;

which yields the claim by using (3.15).

4. Asymptotic compactness

Our next goal is to prove Theorem 2.7.

4.1. Global energy estimate

First fix a time interval Œ�T; T �. In view of the uniform bounds established in Theorem
2.6 and Corollary 3.2, we claim that

E
h

sup
�2Œ�T;T �

Emn .�/
i
C E

�Z T

�T

Em�1n

Z
Q

ŒS.rxun/ W rxun C p.%n/� dx dt
�

. E1.m/C c2T ; (4.1)



D. Breit, E.Feireisl, and M. Hofmanová 978

m D 1; : : : ; 4, for all n D 1; 2; : : : : Indeed, from Corollary 3.2 applied to the dissipative
martingale solution Œ%n;un;Wn� on the time interval Œ�T; T � such that Tn > T , we obtain
a bound of the left-hand side in (4.1) of the form

. EŒEmn .�T /�C c2T ;

where the implicit constant as well as c2T > 0 is universal, i.e. independent of the solution
Œ%n; un; Wn�. Recall that Œ%n; un; Wn� solves the system on Œ�Tn;1/ and that Tn !1.
Hence, employing Theorem 2.6, in particular (2.10), and the uniform bound (2.11), we
conclude that if n is sufficiently large so that �T C Tn > M for some M > 0 large
enough, then

EŒEmn .�T /� . E1.m/;

which proves (4.1) for n � n.T / large enough.
On the other hand, for n < n.T / and Tn > T , the left-hand side of (4.1) is bounded

using Corollary 3.2 by
. EŒEmn .�Tn/�C c�TCTn . 1;

where the last inequality follows from the fact that T 7! cT is locally bounded on Œ0;1/
and �T C Tn �M .

The bound (4.1) for the case Tn < T follows from (2.11) and Remark 2.4.

4.2. Pressure estimates

Given (4.1) we show that the pressure p.%n/ is bounded in a reflexive spaceLr ..�T;T /�
Q/ for some r > 1. To see this, we use the identity (3.4) with

ˇ.%n/ D . N% � %n/
�! ; ! > 0 sufficiently small;

obtaining Pn-a.s.Z T

�T

Z
Q

p.%n/. N% � %n/
�! dx dt

D

�Z
Q

%nun �B
�
. N% � %n/

�!
�

1

jQj

Z
Q

. N% � %n/
�! dx

�
dx
�tDT
tD�T

C
1

jQj

Z T

�T

�Z
Q

p.%n/ dx
Z
Q

. N% � %n/
�! dx

�
dt

�

Z T

�T

Z
Q

%nun ˝ un W rxB

�
. N% � %n/

�!
�

1

jQj

Z
Q

. N% � %n/
�! dx

�
dx dt

C

Z T

�T

Z
Q

S.rxun/ W rxB

�
. N% � %n/

�!
�

1

jQj

Z
Q

. N% � %n/
�! dx

�
dx dt

�

Z T

�T

Z
Q

%nun �BŒdivx.. N% � %n/�!un/� dx dt
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�

X
k�1

Z T

�T

�Z
Q

%nFk.%n;un/ �B
�
. N% � %n/

�!
�

1

jQj

Z
Q

. N% � %n/
�! dx

�
dx
�

dWk

C In; (4.2)

where we have set

In D

Z T

�T

Z
Q

%nun �B
��
. N% � .! � 1/%n/

. N% � %n/!C1

�
divx un

�
1

jQj

Z
Q

�
. N% � .! � 1/%n/

. N% � %n/!C1

�
divx un dx

�
dx dt:

In view of hypothesis (2.1), the pressure potential satisfies

. N% � %/�ˇC1 . P.%/; (4.3)

whence

k. N% � %n/
�!
k
s
Ls.Q/ .

Z
Q

P.%n/ dx � E as long as !s � .ˇ � 1/:

Consequently, if ! > 0 is chosen small enough, all integrals on the right-hand side of (4.2)
except In are controlled by the energy bounds (4.1).

As for In, the smoothing properties of the operator B specified in (3.2) can be used to
control In by the energy as long as the quantity

. N% � %n/
�.!C1/ divx un

can be estimated in L2.�T; T IL1.Q//. In view of (4.3), this requires

2.! C 1/ � .ˇ � 1/;

meaning 0 < ! � ˇ�3
2

, which is possible as ˇ > 3.
Passing to expectations in (4.2) we may therefore infer that

E

�Z T

�T

Z
Q

p.%n/. N% � %n/
�! dx dt

�
� c.E1.m/; T /; 0 < ! �

ˇ � 3

2
: (4.4)

Note that, in view of hypothesis (2.1),


p.%n/


 ˇC!ˇ
L
ˇC!
ˇ ..�T;T /�Q/

.
�
1C

Z T

�T

Z
Q

p.%n/. N% � %n/
�! dx dt

�
;

whence

E
h


p.%n/


 ˇC!ˇ

L
ˇC!
ˇ ..�T;T /�Q/

i
� c.E1.m/; T /:
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4.3. Limit process

The energy estimate (4.1) and the pressure estimate (4.4) are exactly the same as those
obtained in the existence theory. Following the stochastic compactness arguments of [2,
Chapter 4] or rather [2, Chapter 7] which also gives the necessary additional details regard-
ing the trajectory space T , we may use Jakubowski–Skorokhod’s representation theorem
and find a new sequence of random variables Q%n, Qun, with associated cylindrical Wiener
processes �Wn defined on the standard probability space .�;F;P / D .Œ0; 1�;B; dy/ such
that (up to a subsequence)

LT Œ%n;un; Wn� D LT Œ Q%n; Qun; �Wn�
for any 1 � q <1. In addition, there exists a process Œ%;u; W � such that

Q%n ! % in Cweak;loc.Œ�T IT �IL
q.Q//;

Qun ! u in
�
L2.�T; T IW 1;2.QIRd //; w

�
�Wn ! W in C.Œ�T; T �IU0/

(4.5)

for any T > 0, P -a.s. In particular,

LT Œ%n;un; Wn� D LT Œ Q%n; Qun; �Wn�! LT Œ%;u; W � narrowly as n!1:

4.4. Asymptotic compactness of densities

To finish the proof of Theorem 2.7, it remains to show that Œ%; u; W � is an entire solution.
This can be done similarly to [2, Section 4.5] once we are able to show strong convergence
of the density sequence ¹ Q%nº1nD1, P -a.s. This is a delicate issue as we have no information
on compactness of “initial data”.

First observe that (4.5) yields the equation of continuity for the limit functions, namelyZ
R

Z
Q

Œ%@t' C %u � rx'� dx dt D 0 (4.6)

for any ' 2 C 1c .R � xQ/, P -a.s. Moreover, as 0 � % � N% and u 2 L2loc.RIW
1;2
0 .QIRd //,

we may use the standard regularization technique of DiPerna and Lions [10] to deduce the
renormalized version of (4.6),Z

R

Z
Q

Œ% log.%/@t' C % log.%/u � rx' � % divx u'� dx dt D 0 (4.7)

for any ' 2 C 1c .R � xQ/, P -a.s.
Next, given ' 2 C 1c .R � xQ/, we also haveZ

R

Z
Q

Œ Q%n log. Q%n/@t' C Q%n log. Q%n/ Qun � rx' � Q%n divx Qun'� dx dt D 0 (4.8)
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for any ' 2 C 1c .R � xQ/, P -a.s. To be able to let n! 1 in (4.8), we must extend the
convergence stated in (4.5) to non-linear functions of .%; u;rxu/. This is possible as the
Skorokhod argument can be extended to any composition (cf. [2, Proposition 4.5.5])

B.%; p.%/;u;rxu/

as long as

E

�Z T

�T

Z
Q

jB.%n; p.%n/;un;rxun/jr dx
�

dt � c.T / (4.9)

uniformly for n!1 for some r > 1. Consequently, we may assume, in addition to (4.5),
that

B. Q%n; p. Q%n/; Qun;rx Qun/! B.%; p.%/;u;rxu/ weakly in Lr ..�T; T / �Q/

for any T > 0, P -a.s. when (4.9) holds. In particular, we may let n!1 in (4.8) to obtainZ
R

Z
Q

Œ% log.%/@t' C % log.%/u � rx' � % divx u'� dx dt D 0 (4.10)

for any ' 2 C 1c .R � xQ/, P -a.s.
Subtracting (4.7) from (4.10) and using spatially homogeneous test functions ' yields

an ODE for the oscillation defect

D.t/ D

Z
Q

Œ% log.%/ � % log.%/�.t; x/ dx;

namely

d
dt
D.t/C

Z
Q

Œ% divx u � % divx u�.t; x/ dx D 0 for a.a. t 2 R: (4.11)

The existence theory for the compressible Navier–Stokes system leans on the Lions
identityZ

Q

Œ% divx u � % divx u�.t; x/ dx D
Z
Q

Œp.%/% � p.%/%�.t; x/ dx for a.a. t I (4.12)

see Lions [27]. The validity of (4.12) has been extended to sequences of (approximate)
solutions in [2, Section 4.5]. Plugging (4.12) in (4.11) yields P -a.s.

d
dt
D.t/C

Z
Q

Œp.%/% � p.%/%�.t; x/ dx D 0 for a.a. t 2 R: (4.13)

As % 7! p.%/ is non-decreasing, we haveZ
Q

Œp.%/% � p.%/%�.t; x/ dx � 0;
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whence the defect D is a non-increasing function of time. This immediately yields the
desired conclusionD� 0when we know thatD.t0/D 0 for some t0, which is for instance
the case for solutions of the initial-value problem emanating from a compact sequence of
initial data.

In our situation, we need to proceed differently. We apply pathwise the deterministic
argument borrowed from [12]. On the one hand, as % 2 Œ0; N%� 7! % log.%/ is ˛-Hölder
continuous for any 0 < ˛ < 1, we have

j%n log.%n/ � % log.%/j . j%n � %j˛;

whence, by Hölder’s inequality,Z
Q

Œ% log.%/ � % log.%/� dx . lim
n!1

Z
Q

j%n � %j
˛ dx .

�
lim
n!1

Z
Q

j%n � %j

C1 dx

� 
C1
˛

:

On the other hand, as the pressure satisfies (2.1),Z
Q

Œp.%/% � p.%/%� dx � a
Z
Q

Œ%
% � %
%� dx � a lim
n!1

Z
Q

j%n � %j

C1 dx:

Consequently, we deduce from (4.13),

d
dt
D.t/C �D.t/


C1
˛ � 0 for a.a. t 2 R

for some � > 0. Since 0�D � xD for any t 2R, we obtain the desired conclusionD D 0,
yielding strong L1-convergence of ¹ Q%nº1nD1, P -a.s.

We have proved Theorem 2.7.

5. Construction of stationary solutions

The goal of this section is to prove Theorem 2.5. Therefore, let Œ%; u; W � be a dissipative
martingale solution on Œ0;1/ defined on some stochastic basis .�;F; .Ft /t�0; P / and
satisfying (2.9). We define the probability measures

�S �
1

S

Z S

0

LT .St Œ%;u; W �/ dt 2 P.T /: (5.1)

More precisely, the time average is defined as a narrow limit of Riemann sums, i.e. for
every F 2 BC.T / we have for a sequence of equidistant partitions ¹0 D t0 < t1 < � � � <
tN D Sº,�

1

S

Z S

0

L.St Œ%;u; W �/ dt
�
.F / D lim

N!1

�
1

N

N�1X
iD0

L.Sti Œ%;u; W �/.F /
�
:
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As explained in Remark 2.4, in (5.1) we also tacitly regard functions defined on time
intervals Œ�t;1/ as trajectories on R by extending them to s � �t by the value at �t .

The proof of Theorem 2.5 now proceeds in two main steps. First, we prove tightness
of the above measures and apply Prokhorov’s theorem in order to obtain a narrowly con-
verging subsequence. Second, in view of Theorem 2.7 we identify the limit measure as a
law of a stationary solution.

Proposition 5.1. The family of measures ¹�S IS > 0º is tight in T .

Proof. Choose a bounded interval Œ�T;T �. In order to prove tightness of �S , we first prove
tightness of the laws of the time shifts St Œ%;u;W �, t � 0. Since Œ%;u;W � solves the system
on Œ0;1/, its time shift St Œ%; u; W � is a solution on Œ�t;1/. In view of (2.9), we may
apply the considerations of Section 4.1 applied to the time shifts St Œ%;u; W � to deduce

E
h

sup
s2Œ�T;T �

Em.s C t /
i
C E

�Z T

�T

Z
Q

jrxuj2.� C t / dx ds
�

. E1.m/C c2T :

The important point is that the bound depends on the length of the time interval but
not on the time shift. As a consequence, the time shifts u.� C t / are tight on L2loc.RI

W
1;2
0 .QIRd // equipped with the weak topology. Moreover, from the continuity equation

we get for all t � 0,
EŒk%.� C t /kC 1.Œ�T;T �IW �1;2/� � C.T /:

This implies tightness of %.� C t / on Cweak;loc.RIL
q.Q//, 1 � q < 1, using also the

boundedness of %.
This already implies tightness of the projection of the time-averaged measures �S to

the first two components. Indeed, if " > 0 is given andK" is the associated compact set in
Cweak;loc.RIL

q.Q//, such that

sup
t�0

L.St%/.K
c
" / < ";

then
1

S

Z S

0

L.St%/.K
c
" / dt ; < ":

The argument for the projection to u is the same.
In addition, we recall that the shift chosen on the noise is StW D W.� C t / �W.t/.

Consequently, every StW is a Wiener process with StW.0/D 0. That means that all StW
have the same law which is tight on Cloc;0.R;U0/. Altogether, the claim follows.

As the next step, we observe that limits of the ergodic averages are invariant under
various shifts. This in particular implies shift invariance of any accumulation point of the
time averages �S as we will see below.
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Lemma 5.2. It holds that

1

S � �3

Z SC�2

�1

L.StC� Œ%;u; W �/ dt �
1

S

Z S

0

L.St Œ%;u; W �/ dt ! 0

narrowly as S !1 for all �1; �2; �3; � 2 R.

Proof. Let G 2 BC.T /. Using the continuity of the time shifts t 7! St on T , we have
G ı St 2 BC.T / and it holds that

1

S � �3

Z SC�2

�1

L.StC� Œ%;u; W �/.G/ dt

D
1

S � �3

Z SC�2

�1

L.Œ%;u; W �/.G ı S�t�� / dt

D
1

S � �3

Z SC�2C�

�1C�

L.Œ%;u; W �/.G ı S�s/ ds

D
S

S � �3

1

S

Z S

0

L.Œ%;u; W �/.G ı S�s/ ds

�
1

S � �3

Z �1C�

0

L.Œ%;u; W �/.G ı S�s/ ds

C
1

S � �3

Z SC�2C�

S

L.Œ%;u; W �/.G ı S�s/ ds:

Using the boundedness of G, the above has the same narrow asymptotic limit as

1

S

Z S

0

L.Œ%;u; W �/.G ı S�s/ ds D
1

S

Z S

0

L.SsŒ%;u; W �/.G/ ds;

which finishes the proof.

As a consequence, we observe that if the narrow limit of

��;Sn �
1

Sn

Z Sn

0

L.StC� Œ%;u; W �/ dt

in P.T / as n!1 exists for some � D �0 2 R, then it exists for all � 2 R and is inde-
pendent of the choice of � .

In view of Proposition 5.1 and Lemma 5.2, together with Jakubowski–Skorokhod’s
theorem, there exists a sequence Sn !1 and � 2 P.T / so that �0;Sn ! � narrowly in
P.T / as well as ��;Sn ! � narrowly for all � 2 R. Accordingly, the limit measure � is
shift invariant in the sense that for every G 2 BC.T / and every � 2 R we have

�.G ı S� / D lim
n!1

�Sn.G ı S� / D lim
n!1

���;Sn.G/ D �.G/:

To conclude the proof of Theorem 2.5, it remains to show that � is a law of an entire
solution to (1.1)–(1.4) in the sense of Definition 2.2. We begin with an auxiliary proposi-
tion.
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Proposition 5.3. Let Œ%; u; W � be a dissipative martingale solution on .�T;1/ defined
on some probability space .�;F;P /. Let S > 0 be arbitrary. Then every process Œ Q%; Qu; �W �
defined on any probability space and having the law

�S �
1

S

Z S

0

L.St Œ%;u; W �/ dt 2 P.T /

is a dissipative martingale solution on .�T;1/.

Proof. Let Œ Q%; Qu; �W � be the process from the statement of the proposition defined on some
probability space .�;F; P / and having the law �S . Note that such a process always
exists on the canonical probability space .T ;B.T /; �S / or on .Œ0; 1�;BŒ0; 1�; dy/ by
Jakubowski–Skorokhod’s theorem. We define .Ft /t��T as the joint canonical filtration
of Œ Q%; Qu; �W �. We intend to show that ..�;F; .Ft /t��T ;P /; Q%; Qu; �W / is a dissipative mar-
tingale solution on .�T;1/.

By [2, Lemma 2.1.35], �W is a cylindrical Wiener process with respect to its canonical
filtration and �W .0/ D 0. As the next step, we want to strengthen this and show that �W is
non-anticipative with respect to the joint filtration .Ft /t��T , which in view of [2, Corol-
lary 2.1.36] implies that it is a cylindrical Wiener process with respect to .Ft /t��T , as
required in Definition 2.1. To this end, we observe that for any F W T ! R bounded Borel
we have

�S .F / D
1

S

Z S

0

L.St Œ%;u; W �/.F / dt: (5.2)

This is due to the fact that the time average is defined as a narrow limit of Riemann
sums and the extension to bounded Borel functions follows by the dominated convergence
theorem.

We know that for every t � 0 the joint canonical filtration generated by St Œ%;u;W � is
non-anticipative with respect to StW in the sense that

E
�
h1.St Œ%;u; W �j.�T;s�/ h2.StW.s C �/ � StW.s//

�
D 0 (5.3)

for every s � �T , all bounded continuous functions h1W T j.�T;s� ! R and h2WU0 ! R,
and every � � 0. Therefore, the integrand in (5.3) can be written as a composition of a
bounded continuous function F W T ! R with St Œ%; u; W �, where F does not depend on
t � 0. Using this function in (5.2) we obtain

E
�
h1.Œ Q%; Qu; �W �j.�T;s�/ h2.�W .s C �/ � �W .s//� D �S .F /
D
1

S

Z S

0

E
�
h1.St Œ%;u; W �j.�T;s�/ h2.StW.s C �/ � StW.s//

�
dt D 0;

where we slightly abused the notation: each expected value E possibly refers to a different
probability measure as the processes Œ Q%; Qu; �W � and Œ%; u; W � can be defined on different
probability spaces. Thus, �W is non-anticipative with respect to the joint filtration .Ft /t�0.
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Let  2 C 1c ..�T;1/IC
1. xQ// and define

F.%;u; W / D G
�Z 1
�T

Z
Q

%@t C %u � r dx dt
�
;

whereGWR! Œ0;1/ is continuous, bounded,G > 0 on R n ¹0º, andG.0/D 0. Plugging
this into (5.2) we deduce that

EŒF . Q%; Qu; �W /� D 1

S

Z S

0

E
�
F.St Œ%;u; W �/

�
dt: (5.4)

Since Œ%; u; W � is a solution on .�T;1/, it follows that St Œ%; u; W � is a solution on
.�T � t;1/ and, in particular, the continuity equation holds on .�T;1/. Consequently,
the integrand on the right-hand side of (5.4) vanishes for all t � 0. This implies that the
continuity equation is also satisfied by Œ Q%; Qu; �W � on .�T;1/. The same argument applies
to the renormalized continuity equation (2.4).

For the momentum equation (2.5), as well as for the energy inequality (2.6), we need to
proceed differently since the corresponding stochastic integrals are generally not defined
as functions on the space of trajectories T . Recall that the momentum equation (2.5) is
solved on .�T;1/ by St Œ%; u; W � for all t � 0. Furthermore, as was shown for instance
in the proof [2, Theorem 2.9.1], stochastic Itô integrals of the formZ T

S

G.%;u/ dW

can be written as a composition H.%; u; W /W�! R where H W T ! R is a measurable
function which is universal in the sense that it depends on S , T but is independent of
the process .%; u; W / provided W is a cylindrical Wiener process with respect to some
filtration and G.%; u/ is stochastically integrable with respect to W . As a consequence,
also for the momentum equation, there is a bounded Borel function F W T ! R such that
F.%; u; W / D 0, P -a.s. if and only if Œ%; u; W � satisfies (2.5). This function can now be
used in (5.4) to deduce that Œ Q%; Qu; �W � satisfies (2.5) on .�T;1/.

A similar argument can be applied to the energy inequality as well. More precisely,
we put all the terms in the energy inequality on the left-hand side and write the left-hand
side as a composition H.%; u; W / for some Borel function H W T ! R. Then we define
F D G ıH where GWR! R is bounded and continuous such that G.z/D zC for z � 1.
Applying (5.4) we finally conclude that the energy inequality (2.6) is satisfied by Œ Q%; Qu; �W �.
The remaining points of Definition 2.1 are immediate and hence the proof is complete.

We recall that the probability measure � was obtained as a narrow limit of the time
averages ��;Sn for any � 2 R and a sequence Sn ! 1. Since � is shift invariant, any
process with law � is stationary as required in Definition 2.3. To conclude the proof of
Theorem 2.5, it remains to prove that � is a law of an entire solution to (1.1)–(1.4) in the
sense of Definition 2.2.



On the long-time behavior of compressible fluid flows excited by random forcing 987

We first consider the measures ��;Sn�� , nD 1; 2; : : : ; and � > 0. According to Lemma
5.2, it follows that the narrow limit as n!1 exists and

lim
n!1

��;Sn�� D lim
n!1

�0;Sn D �:

Recall that Œ%; u; W � from the statement of Theorem 2.5 solves the system on Œ0;1/. As
a consequence, S� Œ%;u; W � is a solution on Œ��;1/. Since

��;Sn�� D
1

Sn � �

Z Sn��

0

L.StS� Œ%;u; W �/ dt;

it follows from Proposition 5.3 that any process with law ��;Sn�� is a dissipative martin-
gale solution to (1.1)–(1.4) on Œ��;1/.

We continue by a diagonal argument: Take a sequence �m ! 1 and consider
��m;Sn��m , m; n 2 N. Denote by d the metric on P.T / metrizing the weak convergence.
For m 2 N, find n D n.m/ 2 N so that

d.��m;Sn.m/��m ; �/ <
1

m
:

This gives the narrow convergence

��m;Sn.m/��m ! � as m!1:

Applying Jakubowski–Skorokhod’s theorem, we obtain a sequence of approximate pro-
cesses Œ Q%m; Qum; �Wm� converging a.s. to a process Œ Q%; Qu; �W � in the topology of T . Moreover,
the law of Œ Q%m; Qum; �Wm� is ��m;Sn.m/��m and necessarily the law of Œ Q%; Qu; �W � is �.

Finally, we observe that Œ Q%m; Qum; �Wm� solving the equation on Œ��m;1/ satisfies the
assumptions of Theorem 2.7. In particular, we will verify that (2.11) holds at times ��m.
Recalling (2.10) we observe that for StC�m Œ%;u; W � we have for all s > �t � �m,

E

��Z
Q

E.%; %u/.s C t C �m/ dx
�m�

. E

��Z
Q

E.%; %u/.0/ dx
�m�

C c:

Hence, in particular the mth moment of the energy of StC�m Œ%; u; W � at time s D ��m is
controlled this way. Since the law of Œ Q%m; Qum; �Wm� is given by ��m;Sn.m/��m , it follows that

E

��Z
Q

E. Q%m; Q%m Qum/.��m/
�m�

D
1

Sn.m/ � �m

Z Sn.m/��m

0

E

��Z
Q

E.%; %u/.t/
�m�

dt

. E

��Z
Q

E.%; %u/.0/ dx
�m�

C c;

which yields (2.11). More precisely, this follows by applying (5.2) to a bounded truncation
of the energy and then passing to the limit.

Thus, by Theorem 2.7, Œ Q%; Qu; �W � is an entire solution to (1.1)–(1.4). This completes
the proof of Theorem 2.5.
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6. Ergodic structure

In this section we study the ergodic structure of the system (1.1)–(1.4). In particular, we
show that each dissipative martingale solution as in Theorem 2.5 gives rise to an ergodic
stationary solution on the closure of its limit set. This is the best we can say at the moment,
as we generally do not expect stationary solutions to (1.1)–(1.4) to be unique. As a matter
of fact, the deterministic counterpart of (1.1)–(1.4) may admit infinitely many equilibrium
states for a given total mass.

For a dissipative martingale solution Œ%; u; W � satisfying (2.9), we define the !-limit
set as a subset of P.T / given by

„Œ%;u; W � D
®
LT Œr;w; B�I there exists Tn !1 so that

STn Œ%;u; W �! Œr;w; B� in law in T
¯
:

In addition, according to Theorems 2.6 and 2.7, the !-limit set„Œ%;u;W � is a non-empty
set of laws of globally bounded entire solutions, which is shift invariant and compact.
Moreover, we observe that similarly to the proof of Proposition 5.3 (see also [2, Theorem
2.9.1]), it holds that every process Œr;w;B� having the law of an entire solution is an entire
solution itself.

Let co.„Œ%;u;W �/ denote the closure of the convex hull of„Œ%;u;W � with respect to
the narrow convergence of probability measures. Theorem 2.5 then implies the following.

Corollary 6.1. For every dissipative martingale solution Œ%; u; W � as in Theorem 2.5,
there exists a stationary solution whose law belongs to co.„Œ%;u; W �/.

Proof. As discussed above, the !-limit set „Œ%; u; W � consists of laws of globally
bounded entire solutions. Let Œr;w; B� be a process whose law belongs to „Œ%; u; W �.
Then Œr;w; B� is itself a globally defined entire solution. Applying the construction of
a stationary solution from Section 5 to Œr;w; B� instead of Œ%; u; W �, we obtain a shift-
invariant measure given by a narrow limit of the form

� D lim
Sn!1

1

Sn

Z Sn

0

LT .St Œr;w; B�/ dt D lim
Sn!1

lim
N!1

1

N

NX
iD0

LT .Sti Œr;w; B�/;

where the second equality is a Riemann sum approximation for an equidistant partition
¹0 D t0 < � � � < tN D Snº. Consequently, � belongs to the closure of the convex hull of
the laws LT .St Œr;w; B�/, t � 0, which all belong to „Œ%;u; W �.

Our final result shows that for every dissipative martingale solution satisfying (2.9),
there is an associated ergodic stationary solution.

Definition 6.2 (Ergodic stationary statistical solution). A stationary statistical solution
Œ%;m; W �, or its law LŒ%;m; W � on T , is called ergodic, if the � -field of shift-invariant
sets is trivial, specifically,

LT Œ%;m;W �.B/D 1 or LT Œ%;m;W �.B/D 0 for any shift invariant Borel set B 2BŒT �:
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Theorem 6.3. For every dissipative martingale solution Œ%;u;W � as in Theorem 2.5, there
exists an ergodic stationary solution whose law belongs to co.„Œ%;u; W �/.

Proof. Consider the set A of all stationary solutions whose laws belong to co.„Œ%;u;W �/.
Note that not all probability measures in co.„Œ%; u; W �/ are stationary, but by Corol-
lary 6.1, such a stationary solution exists, i.e. A is non-empty. Since a convex combination
of laws of entire solutions is an entire solution by the approach of Proposition 5.3, A is
convex. Due to the uniform boundedness from Theorem 2.6, Theorem 2.7 implies that A

is tight and closed. Thus, by Krein–Milman’s theorem, there is an extremal point of A,
which is the law of a stationary solution. Then by a classical contradiction argument (see
e.g. [9, p. 30]) it can be proved that this law is ergodic.

A. Existence of solutions to the initial value problem

We have the following existence result.

Theorem A.1. Let k > N
2

and let ƒ be a Borel probability measure defined on the space
W �k;2.Q/ �W �k;2.Q;Rd / such that

ƒ
®
L1.Q/ � L1.Q;Rd /

¯
D 1; ƒ

®
% � 0

¯
D 1;

ƒ
®
0 < %min �

R
Q
% dx � %max <1

¯
D 1;

for some deterministic constants %min, %max, andZ
L1x�L

1
x

ˇ̌̌̌Z
Q

�
1

2

jqj2

%
C P.%/

�
dx
ˇ̌̌̌r0

dƒ � c

for some r0 � 4. Let the diffusion coefficients F D .Fk/k2N be continuously differen-
tiable satisfying (2.3) and suppose that g is continuous satisfying (2.2). Then there is
a dissipative martingale solution to (1.1)–(1.3) in the sense of Definition 2.1 with ƒ D
LŒ%.0/; %u.0/�. The solution satisfies uniformly in time

%min �

Z
Q

%.t; �/ dx � %max P -a.s.

Proof. We follow [17, Section 3] and consider for ˛ > 0 small the approximate pressure
p˛ given by

p˛.%/ D

´
p.%/; % � N% � ˛;

p. N% � ˛/C .Œ% � N% � 1�C/
 ; % � N% � ˛;

where 
 > 3. The existence of a dissipative martingale solution2�
.�;F; .Ft /t�0;P˛/; %˛;u˛; W

�
2Without loss of generality we can assume that the probability space and the Wiener process do not

depend on ˛.
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to (1.1)–(1.2) in the sense of Definition 2.1 with the pressure p˛ follows from [2, Theorem
4.0.2.] (see also [5, Theorem 2.4]). Although only a pressure of the form a%
 with a > 0
is treated in [2], it is clear that the same arguments apply for any monotone pressure
function which behaves asymptotically as %
 . Also note that [2] deals only with periodic
boundary conditions. However, as demonstrated in [1] for the full Navier–Stokes–Fourier
system, the approach also applies to the case of bounded domains with Dirichlet boundary
conditions for the velocity field (see also [34]).

From the energy inequality (2.6) we obtain

E

�
sup
0�t�T

�Z
Q

�1
2
%˛ju˛j2 C P˛.%˛/

�
dx
�n�

C E

�Z T

0

��Z
Q

�1
2
%˛ju˛j2 C P˛.%˛/

�
dx
�n�1 Z

Q

S.rxu˛/ W rxu˛ dx
�

d�
�

� c.n; T / (A.1)

uniformly in ˛ for all T > 0 and all n D 1; : : : ; r0. Next we aim to establish uniform
bounds for the pressure. As in (3.4) we obtain for any T > 0,Z T

0

Z
Q

p˛.%˛/ˇ.%˛/ dx dt

D

�Z
Q

%˛u˛ �B
�
ˇ.%/ �

1

jQj

Z
Q

ˇ.%˛/ dx
�

dx
�tDT
tD0

C
1

jQj

Z �2

�1

�Z
Q

p˛.%˛/ dx
Z
Q

ˇ.%˛/ dx
�

dt

�

Z T

0

Z
Q

%˛u˛ ˝ u˛ W rxB

�
ˇ.%˛/ �

1

jQj

Z
Q

ˇ.%˛/ dx
�

dx dt

C

Z T

0

Z
Q

S.rxu˛/ W rxB

�
ˇ.%˛/ �

1

jQj

Z
Q

ˇ.%˛/ dx
�

dx dt

�

Z T

0

Z
Q

%˛u˛ �BŒdivx.ˇ.%˛/u˛/� dx dt

C

Z T

0

Z
Q

%˛u˛ �BŒ.ˇ.%˛/ � ˇ0.%˛/%˛/ divx u˛ � A˛� dx dt

�

Z T

0

�Z
Q

%˛g.%˛;u˛/ �B
�
ˇ.%˛/ �

1

jQj

Z
Q

ˇ.%˛/ dx
�

dx
�

dt

�

Z T

0

�Z
Q

%˛F.%˛;u˛/ �B
�
ˇ.%˛/ �

1

jQj

Z
Q

ˇ.%˛/ dx
�

dx
�

dW

with A˛ D 1
jQj

R
Q
.ˇ.%˛/� ˇ

0.%˛/%˛/divx u˛ dx. After taking expectations the stochastic
integral vanishes, whereas all the other terms can be estimated as in the deterministic case
based on (A.1) for the choice ˇ.%/D . N%� %/�! with ! > 0 small. Recalling the arguments
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from Section 4.2, in particular (4.3), we can bound all terms on the right-hand side and
obtain consequently

E



p.%n/


 ˇC!ˇ

L
ˇC!
ˇ ..0;T /�Q/

.
�
1C E

Z T

0

Z
Q

p.%n/. N% � %n/
�! dx dt

�
� c.T / (A.2)

for all T > 0 using also (A.1) for n D 1.
With estimates (A.1) and (A.2) at hand one can apply the stochastic compactness

method based on the Jakubowski–Skorokhod representation theorem exactly as in [2,
Chapter 4.4]. Also, we can pass to the limit in all terms in the equations and the energy
inequality apart from the pressure, arguing as in [2, Chapter 4.4]. Note that, since (A.2)
implies higher integrability of the pressure, the method from [26] applies directly as
explained in [17, Section 3.6]. This is in fact a purely deterministic argument and the
only difference from [2, Chapter 4.4] is that we need to localize the effective viscous flux
identity. We conclude that Qp D p. Q%/, which finishes the proof.

Remark A.2. As can be seen from the proof, the solution constructed in Theorem A.1
satisfies

E

Z T

0

Z
Q

jp.%/j
ˇC!
ˇ dx dt � c.T /

for all T > 0 with some ˇ > 0.
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