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Isoperimetric inequality for Finsler manifolds with
non-negative Ricci curvature

Davide Manini

Abstract. We prove a sharp isoperimetric inequality for measured Finsler manifolds
having non-negative Ricci curvature and Euclidean volume growth. We also prove a
rigidity result for this inequality, under the additional hypotheses of boundedness of
the isoperimetric set and the finite reversibility of the space. As a consequence, we
deduce the rigidity of the weighted anisotropic isoperimetric inequality for cones in
the Euclidean space, in the irreversible setting.
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1. Introduction

The classical isoperimetric inequality in the Euclidean space states that if E is a (suffi-
ciently regular) subset of Rd , then

(1.1) P.E/ � d!1=d
d

Ld.E/1�1=d ;

where P.E/ denotes the perimeter of the set E, !d the measure of the unit ball in Rd ,
and Ld the Lebesgue measure. Moreover, if the equality is attained in (1.1) by a certain
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setE with positive measure, then the setE coincides with a ball of radius .Ld.E/=!d /
1=d.

This inequality has been successfully extended in more general settings where the space
is not the Euclidean one. Indeed, it turns out that two are the relevant properties of the
Euclidean space needed for such generalizations: (1) the fact that Rd has non-negative
Ricci curvature; (2) its Euclidean volume growth, i.e., a constraint on the growth of the
measure of large balls.

If .X; g/ is an n-dimensional Riemannian manifold, one can consider different mea-
sures to the canonical volume Volg . In this case, the Ricci tensor has to be replaced with
the generalised N -Ricci tensor: if hWX ! .0;1/ is a weight for the volume Volg , the
generalised N -Ricci tensor, with N > n, is defined by

(1.2) RicN WD Ric�.N � n/
r2h1=.N�n/

h1=.N�n/
�

We say that the weighted manifold .X; g; hVolg/ verifies the so-called curvature-dimen-
sion condition CD.K;N / (see [6]) whenever RicN � Kg.

In their seminal works, Lott–Villani [30] and Sturm [44, 45] introduced a synthetic
definition of CD.K; N / for complete and separable metric spaces .X; d/ endowed with
a (locally-finite Borel) reference measure m (“metric-measure space", or m.m.s.). This
CD.K;N / condition is formulated using the theory of optimal transport, and it coincides
with the Bakry–Émery one in the smooth Riemannian setting (and in particular, in the
classical non-weighted one).

A measured Finsler manifold is a triple .X; F;m/, such that X is a differential man-
ifold (possibly with boundary), m a Borel measure, and F a Finsler structure, that is,
a real-valued function F W TX ! Œ0;1/ which is convex, positively homogeneous, and
F.v/ D 0 if and only if v D 0 (see Section 2.1 for the precise definition). In general,
F.v/ ¤ F.�v/. This feature, know as irreversibility, is what prevents to apply the tech-
niques developed for m.m.s.’s to measured Finsler manifolds. Recently, Ohta successfully
extended the theory of the curvature-dimension condition for possibly-irreversible Finsler
manifolds (see [35, 38, 40]). Namely, a notion of N -Ricci curvature (compatible with the
Riemannian one) was introduced and it was proven that a measured Finsler manifold sat-
isfies the CD.K; N / condition if and only if RicN � K. More recently, the notion of
irreversible metric measure space has been introduced [29].

The isoperimetric problem in the reversible setting has been extensively investigated.
E. Milman [32] gave a sharp isoperimetric inequality for weighted Riemannian mani-
folds satisfying the CD.K; N / condition (for any K 2 R, N > 1), with an additional
constraint on the diameter. In particular, given K 2 R, N > 1 and D 2 .0;1�, he gave
an explicit description of the so-called isoperimetric profile function IK;N;D W Œ0; 1�! R.
The isoperimetric profile has the property that, given a weighted Riemannian manifold
satisfying the CD.K;N / condition with diameter at most D, whose total measure is 1, it
holds that P.E/� IK;N;D.v/, for any subsetE of measure v 2 Œ0; 1�; moreover, Milman’s
result is sharp. Cavalletti and Mondino [14] extended Milman’s result to the non-smooth
setting finding the same lower bound. Their proof makes use of the localisation method
(also known as needle decomposition), a powerful dimensional reduction tool, initially
developed by Klartag [27] for Riemannian manifolds, and later extended to CD.K; N /
spaces [14].
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In the setting of measured Finsler manifold, less is known. Following the line traced
in [14], Ohta [39] extended the localization method to measured Finsler manifolds, obtain-
ing a lower bound for the perimeter for measured Finsler manifolds with finite reversibility
constant. The reversibility constant (introduced in [43]) of a Finsler structure F on the
manifold X is defined as the least constant (possibly infinite) ƒF � 1 such that F.�v/ �
ƒF F.v/ for all vectors v2TX . Ohta proved [39] that given a measured Finsler mani-
fold .X;F;m/ having finite reversibility constant and m.X/D 1 satisfying the CD.K;N /
condition, with diameter bounded from above by D, it holds that

P.E/ � ƒ�1F IK;N;D.m.E//; 8E � X;

where IK;N;D is the isoperimetric profile function described by E. Milman. The presence
of the factor ƒ�1F suggests that the inequality above is not sharp. Indeed, in the case
N D D D 1, this factor can be eliminated obtaining the Barky–Ledoux isoperimetric
inequality for Finsler manifolds [41].

Regarding the case K D 0, in order to generalize the classical inequality (1.1), we
must drop the assumption that the space has measure 1 and consider the case when the
measure is infinite. However, it is well known that without an additional condition on the
geometry of the space, no non-trivial isoperimetric inequality holds in the case K D 0.
A way to create an Euclidean-like environment is to impose an additional constraint on
the growth of the measure of the balls that mimics the Euclidean one. Letting BC.x; r/D
¹y W d.x;y/ < rº denote the forward metric ball with center x 2X and radius r > 0, by the
Bishop–Gromov inequality (see (2.7)), the map r 7! m.BC.r; x//=rN is nonincreasing
over .0;1/ for any x 2 X . The asymptotic volume ratio is then naturally defined by

(1.3) AVRX D lim
r!1

m.BC.x; r//

!N rN
�

It is easy to see that it is indeed independent of the choice of x 2 X . When AVRX > 0, we
say that space has Euclidean volume growth.

In the Riemannian setting, the isoperimetric inequality for spaces with Euclidean vol-
ume growth has been obtained in increasing generality (see, e.g., [1,10,23,25]). The most
general result is due to Balogh and Kristály [7], and it is valid for (non-smooth) CD.0;N /
spaces; it was proven exploiting the Brunn–Minkowski inequality for CD.0;N / spaces.

Theorem 1.1 (Theorem 1.1 in [7]). Let .X; d;m/ be a m.m.s. satisfying the CD.0; N /
condition for some N > 1 and having Euclidean volume growth. Then for every bounded
Borel subset E � X , it holds

(1.4) mC.E/ � N!
1=N
N AVR1=NX m.E/.N�1/=N :

Moreover, inequality (1.4) is sharp.

In inequality (1.4), mC denotes the Minkowski content. In Appendix B, we will dis-
cuss the relation between the Minkowski content and the perimeter; for mildly regular
sets, these two notions coincide. Using the �-function, one can naturally define the con-
stant !N for all N > 1.

The rigidity of the inequality has been obtained, under two mild assumptions, by the
author and Cavalletti [13]. These assumption are: (1) the essentially-non-branching-ness
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of the space, that excludes pathological cases; (2) the fact that the set attaining equality
in (1.4) is bounded.

Theorem 1.2 (Theorem 1.4 in [13]). Let .X;d;m/ be an essentially non-branching m.m.s.
satisfying the CD.0;N / condition for some N > 1, and having Euclidean volume growth.
Let E � X be a bounded Borel set that saturates (1.4).

Then there exists (a unique) o 2 X such that, up to a negligible set, E D BC.o; �/,
with � D .m.E/=AVRX!N /1=N . Moreover, the measure m can be represented by the
disintegration formula

m D

Z
@BC.o;�/

m˛ q.d˛/; with q 2 P .@BC.o; �//; m˛ 2MC.X/;

where m˛ is concentrated on the geodesic ray from o through ˛, and m˛ can be identified
(via the unitary speed parametrization of the ray) with N!NAVRX tN�1L1xŒ0;1/.

As a consequence of this result, having in mind the fact that “volume cone implies
metric cone” [19], we obtain that when the space is RCD.0;N /, we also have a rigidity of
the metric, i.e., the space is isometric to a cone over an RCD.N � 1;N � 2/ space. In the
case of non-collapsed RCD spaces, the hypothesis on the boundedness of the set can be
lifted [4, 5] (see also [9]).

The scope of the present paper is to extend Theorems 1.1 and 1.2 to the setting of
irreversible measurable Finsler manifolds.

1.1. The result

The first result of this paper is the following.

Theorem 1.3. Let .X;F;m/ be a forward-complete measured Finsler manifold (possibly
with boundary) satisfying the CD.0;N / condition for some N > 1, and having Euclidean
volume growth. Then for every bounded Borel subset E � X , it holds

(1.5) P.E/ � N!1=NN AVR1=NX m.E/.N�1/=N :

Moreover, inequality (1.5) is sharp.

As we already said, the possible irreversibility of the manifolds does not permit to
simply apply Theorem 1.1 to Finsler manifolds. In order to prove Theorem 1.3, we will
exploit the Brunn–Minkowski inequality, which holds true also for Finsler manifolds. This
strategy was used by Balogh and Kristály [7] for proving Theorem 1.1, and here we intro-
duce no real new idea. Indeed, in the light of [29], it seems that this inequality holds true
also for irreversible metric measure spaces; here we confine ourself to the setting of mea-
sured Finsler manifolds. To the best of the author knowledge, besides the Barky–Ledoux
inequality [39], there is no other isoperimetric inequality for measured Finsler manifolds
that does not involve the reversibility constant.

The main result of this paper concerns the rigidity property of the isoperimetric in-
equality (1.5). To characterise its minima, we will have to additionally require the reversi-
bility constant ƒF to be finite. This hypothesis is quite expected since in Finsler mani-
folds with infinite reversibility certain pathological behaviors may arise (e.g., the Sobolev
spaces may not be vector spaces [22, 28]).
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Theorem 1.4. Let .X;F;m/ be a forward-complete measured Finsler manifold (possibly
with boundary) satisfying the CD.0;N / condition for someN >1, and having reversibility
constant ƒF < 1. Assume that @X is locally forward convex (see Definition 2.4). Let
E � X be a bounded Borel set that saturates (1.5).

Then there exists (a unique) o 2 X such that, up to a negligible set, E D BC.o; �/,
with � D .m.E/=AVRX!N /1=N . Moreover, the measure m can be represented by the
disintegration formula

(1.6) m D

Z
@BC.o;�/

m˛ q.d˛/; with q 2 P .@BC.o; �//; m˛ 2MC.X/;

where m˛ is concentrated on the geodesic ray from o through ˛, and m˛ can be identified
(via the unitary speed parametrization of the ray) with N!NAVRX tN�1L1xŒ0;1/.

As an application of Theorem 1.4, we deduce the rigidity for the weighted anisotropic
isoperimetric problem in Euclidean cones, in the irreversible case (the reversible case was
already investigated [13]). We postpone this discussion to Section 1.2; now we briefly
present the proof strategy of Theorem 1.4 and the structure of the paper.

The classical approach for proving a rigidity results consists in exploiting properties
depending on the saturation of inequalities. In this paper, following the line of [13], we
adopt a different approach that starts from the proof of the isoperimetric inequality for
non-compact MCP.0; N / spaces [12]. In [13], it is used the localisation given by the
L1-optimal transport problem between the renormalized measures restricted on the set E
and BR, a large ball of radius R containing E. The localization gives a family of one-
dimensional, disjoint transport rays together with a disintegration of the restriction to BR
of reference measure m. At this point, it is natural to analyze the well-known isoperimetric
inequality for the traces of E along the one-dimensional transport rays. As Ohta pointed
out in [39], differently from the reversible case, the irreversibility of the space introduces
the reversibility constant, obtaining a non-sharp inequality. Indeed, if one tries to prove
Theorem 1.3 using the localization of E inside BR and taking the limit as R !1 (as
it was done in Theorem 4.3 of [13]), one would obtain a factor ƒ�1F in the lower bound.
However, quite surprisingly, when studying the equality case, this factor will disappear.

In order to capture the equality, it is therefore necessary to deal with this limit proce-
dure and to get rid of the reversibility constant. The intuition suggests that, if E saturates
inequality (1.5), then for large values of R the one-dimensional traces should be almost
optimal. We intend the almost optimality in many respects: for example, the length of
each transport ray has to be almost optimal; the disintegration measures has to have
density tN�1; the traces of set E has to almost coincide with the interval starting from
the starting point of the ray having as length the expected radius of ball saturating the
inequality. This last observation will be the key-point for solving the issues arising by the
irreversibility.

Indeed, we will see that the transport rays naturally come with a unitary vector field
that “points outward” from the set E, and that, in the parametrization of the rays, this
vector field points “to the right”. When one computes the perimeter in the transport ray,
one must compute the measure of the boundary of the trace of E; we divide the bound-
ary in two parts: the part with outward normal vector pointing “to the right” and “to the
left”, respectively. For the former part, one computes the measure as usual, while for the
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latter part, one has to take into account the Finsler structure (here appears the reversibility
constant). At this point, the almost rigidity of the traces of E is used: the fact that any
trace of E almost coincides with the interval Œ0; �� permits us to deduce that the part of
the boundary “pointing to the left” contributes little to the perimeter, and therefore we can
get rid of the reversibility constant.

Having in mind these estimates, we take the limit as R ! 1. There is no general
procedure for taking the limit of a disintegration. However, following the procedure first
employed in [13], we will exploit the almost optimality of the traces ofE and the densities
deduced in Section 6; these properties permit us to obtain a well behaved limit disintegra-
tion for the reference measure restricted to the set E, as it is described in Corollary 7.15.

Finally, using the properties of the disintegration, we will deduce that the set E is a
ball and the disintegration of the measure in the whole space (see Theorems 8.3 and 8.8,
respectively).

The paper is organized as follows. Section 2 recalls a few facts on Finsler manifolds,
the curvature-dimension condition, and the localization technique. In Section 3, we prove
Theorem 1.3. In Sections 4 and 5, we localize the reference measure and the perimeter and
we present the one-dimensional reductions. In Section 6, the one-dimensional estimates
are carried out. In Section 7, we deal with the limiting procedure, while Section 8 con-
cludes proof of Theorem 1.4. We added two appendixes to this paper, containing the proof
of the facts that the relative perimeter is a measure and that the perimeter is the relaxation
of the Minkowski content.

1.2. Applications in the Euclidean setting

As a consequence of Theorem 1.4, we present a characterization of minima for the weight-
ed anisotropic isoperimetric problem in Euclidean cones.

The setting is the following: let † � Rn be an open convex cone with vertex at
the origin; let H WRn ! Œ0;1/ be a gauge, i.e., a non-negative, convex and positively
1-homogeneous function; and letw W†! .0;1/ be a continuous weight for the Lebesgue
measure.

IfE �Rn is a set with smooth boundary, we define the weighted anisotropic perimeter
relative to the cone † as

Pw;H .EI†/ D

Z
@E

H.�.x//w.x/ dS

(here � and dS denote the unit outward normal vector and the surface measure, respec-
tively). Under the assumptions that w1=˛ is concave and w is positively ˛-homogeneous,
it has been proven [11, 33] the following sharp isoperimetric inequality for the weighted
anisotropic perimeter:

(1.7)
Pw;H .EI†/

w.E \†/.N�1/=N
�

Pw;H .W I†/

w.W \†/.N�1/=N
,

where N D nC ˛, W is the Wulff shape associated to H , and the expression w.A/ with
A � Rn is a short-hand notation

R
A
w dx.

If we take w D 1, † D Rn, and H D k � k2, inequality (1.7) becomes the classical
sharp isoperimetric inequality.
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As observed in [11], Wulff balls W centered at the origin are always minimizers
of (1.7). However, in [11] the characterization of the equality case is not present. Many
efforts have been done for solving this problem. We now briefly recall the known results.
For the unweighted case (wD 1), Ciraolo et al. [17] solved the problem under the assump-
tion ofH to be a uniformly elliptic positive gauge (i.e., a not necessarily reversible norm).
The characterisation in weighted setting has been solved in [16], but only in the isotropic
case (H D k � k2). The author, together with Cavalletti, solved the weighted problem [13],
with the assumption ofH to be a norm (i.e., reversible) with strictly convex balls, knowing
that the isoperimetric set is bounded. This paper improves [13] by dropping the reversibil-
ity assumption.

As it was observed in [11], the assumption that w1=˛ is concave has a natural interpre-
tation as the CD.0;N / condition, whereN D nC ˛. To be precise, ifH is a gauge, then its
dual function F is a Finsler structure (with finite reversibility constant), provided that F is
smooth outside the origin and F 2 is strictly convex (this two requirements can be equiva-
lently required for the gaugeH ). One can associate to the triple†,H andw the measured
Finsler manifold .†;F;wLn/. One can check that .†;F;wLd / satisfies the CD.0;d C ˛/
condition if w 2 C1 and w1=˛ is concave: in Chapter 10 of [40] and in [35], this is done
in the case † D Rn; clearly, the proof extends to the case of convex subsets. The fact
that this manifold has finite reversibility, the convexity, and the forward-completeness are
trivial checks. The perimeter associated to this space will indeed coincide with Pw;H .
Moreover, by the homogeneity properties of H and w, one can check that

AVR† D lim
R!1

w.BCF .0; R/ \†/

!NRN
D
w.W \†/

!N
> 0:

Indeed, recall that the Wulff shape W of H is the unitary ball of the Finsler structure F ,
hence the measure scales with powerN D nC ˛. Conversely, the perimeter of the rescaled
Wulff shape turns out to be the derivative with respect to the scaling factor of the measure,
therefore the perimeter of the Wulff shape is N times its measure. This consideration
shows that (1.7) follows from (1.5), thus we can apply Theorem 1.4 to .†; F; wLn/,
obtaining the following result.

Theorem 1.5. Let † � Rn be an open convex cone with vertex at the origin, and let
H WRn ! Œ0;1/ be a gauge. Assume H to have strictly convex balls and to be smooth
outside the origin. Consider moreover the ˛-homogeneous smooth weight wW†! Œ0;1/

such that w1=˛ is concave.
Then the equality in (1.7) is attained if and only if E DW \†, whereW is a rescaled

Wulff shape.

2. Preliminaries

In this section, we recall the main constructions needed in the paper. In Section 2.1,
we review the geometry of measured Finsler manifolds; in Section 2.2, the perimeter in
measured Finsler manifolds; in Section 2.3, the curvature-dimension condition; finally, in
Section 2.4, the localization method.
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2.1. Finsler geometry

We quickly recall the basic notions regarding measured Finsler manifolds. The reader
should refer to [40] for more details. We adopt the convention that a manifold may have a
boundary, unless otherwise stated. We require the boundary to be Lipschitz.

Definition 2.1. Let X be a connected n-dimensional manifold. We say that a function
F WTX ! Œ0;1/ is a Finsler structure on X if

(1) (Regularity) F is C1 on TX n0, where 0 denotes the null section.
(2) (Positive 1-homogeneity) For all c > 0, v 2 TX , it holds that F.cv/ D cF.v/.
(3) (Strong convexity) On each tangent space TxX , the function F 2 is strictly convex.

The reader should notice that in general F.v/ ¤ F.�v/. This feature, known as irre-
versibility, is what precludes us from applying the theory of m.m.s.’s. We define the
reversibility constant of a Finsler structure as

ƒX;F WD sup
v2TX Wv¤0

F.v/

F.�v/
2 Œ1;1�;

or, in other words,ƒX;F 2 Œ1;1� is the least constantƒX;F � 1 such that for all v 2 TX ,
F.v/ � ƒX;F F.�v/. Later we will restrict ourself to the family of Finsler structures with
finite reversibility. If no confusion arises, we shall write ƒF D ƒX;F . If X is compact,
then ƒX;F <1.

We define the speed of a C 1 curve � as F. P�/. The notion of speed naturally induces a
length functional

Length.�/ WD
Z 1

0

F. P�/ dt;

and thus we have a natural notion of distance between two points given by

dX;F .x; y/ WD inf
�
¹Length.�/ W �0 D x; and �1 D yº:

Whenever no confusion arises, we shall write d D dX;F . The distance d satisfies the usual
properties of a distance, with the exception of the symmetry:

d.x; y/ � d.x; z/C d.z; y/; 8x; y; z 2 X; and d.x; y/ D 0 , x D y:

Remark 2.2. We reassure the reader on the fact that the lack of symmetry of the distance
does not harm most of the classical theory of metric spaces. Indeed, one can build g1
and g2, two Riemannian metric on TX , such thatp

g1.v; v/ � F.v/ �
p
g2.v; v/; 8v 2 TX:

Such metrics can be built on local charts and then glued together using a partition of the
unity. Furthermore, such metrics can be chosen so that g2 � fg1, for some continuous
function f WX ! Œ1;1/.

Using these metrics, one can reobtain many classical results for free. In particular, we
will make use of the Ascoli–Arzelà theorem, the fact that locally Lipschitz functions (as
will be later introduced) are differentiable almost everywhere, and that locally Lipschitz
functions with compact support are globally Lipschitz.
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We define the forward and backward balls, respectively, as

BC.x; r/ WD ¹y 2 X W d.x; y/ < rº and B�.x; r/ WD ¹y 2M W d.y; x/ < rº:

If A � X , we define its (forward) "-enlargement to BC.A; "/ WD
S
x2AB

C.x; "/. We say
that a set A is forward (respectively, backward) bounded, if for some (hence any) x0 2 X ,
there exists r > 0 such that A � BC.x0; r/ (respectively, A � B�.x0; r/). We say that
a set is bounded if it both backward and forward bounded. We denote by diam A WD

supx;y2A d.x; y/ the diameter of a set; a set has finite diameter if and only if it is bounded.

Definition 2.3. Let .X; F / be a Finsler manifold, possibly with boundary. We say that
it is forward-complete if and only if, for all sequences .xk/k � X satisfying the forward
Cauchy condition

8" > 0 W 9N > 0 W 8n > m > N W d.xm; xn/ � ";

then .xk/k is converging.

In light of the Hopf–Rinow theorem, forward-completeness of a Finsler manifold is
equivalent to the compactness of closed forward balls, and implies that given two points,
there exists a minimal geodesic (as defined in the next paragraph) joining these two points.
In case of manifolds without boundary, forward-completeness is equivalent also to the
definition of the exponential map on the whole tangent bundle.

A curve  W Œ0; l�! X is called minimal geodesic if it minimizes the length and its
speed is constant. We point out that, if  W Œ0; l�! X is a minimal geodesic, in general the
reverse curve t 7! l�t may fail to be a geodesic, due to the possible irreversibility of the
manifold. We will denote by Geo.X/ the set of minimal geodesic with domain the interval
Œ0; 1�. Like in the reversible setting, if  2 Geo.X/ is a minimal geodesic, it holds that

d.t ; s/ D .s � t /d.0; 1/; 80 � t � s � 1I

in this case, the condition t � s cannot be lifted.

Definition 2.4. Let .X;F / be a Finsler manifold with boundary. We say that @X is locally
forward convex if and only if, for all points x; y 2 X n@X , and for all minimal geodesic 
connecting x to y, we have that  does not touch the boundary.

Given a submanifold Y �X , we can identify the tangent bundle T Y as a subset of TX
via the standard immersion. With this notation, we can restrict the Finsler structure F
to T Y ; clearly, F jTY satisfies Definition 2.1. Regarding the reversibility constant and the
distance, one immediately sees that

ƒY;F � ƒX;F and dX;F .x; y/ � dY;F .x; y/; 8x; y 2 Y:

We define the dual function F � WT �X ! Œ0;1/ as

F �.!/ WD sup¹!.v/ W v 2 TxX; and F.v/ � 1º; if ! 2 T �x X:

Notice that, while we have that!.v/�F �.!/F.v/, the “reverse” inequality may not hold:
!.v/ � �F �.!/F.v/. We define the Legendre transform LWT �x X ! TxX as L.!/D v,
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where v 2 TxX is the unique vector such that F.v/ D F �.!/ and !.v/ D F.v/2 (the
uniqueness follows from the fact that F 2 is smooth and strictly convex). Given a differ-
entiable function f WX ! R, we define its gradient as rf .x/ WD L.df .x//. Please note
that, in general, r.�f / ¤ �rf .

We say that a function f WX ! R is L-Lipschitz (with L � 0) if

(2.1) �Ld.y; x/ � f .x/ � f .y/ � Ld.x; y/; 8x; y 2 X:1

We point out that the first inequality in (2.1) follows from the second by swapping x with
y. The family of L-Lipschitz functions is stable by pointwise limits; the infimum or the
supremum of L-Lipschitz functions is still L-Lipschitz. Moreover, by the Ascoli–Arzelà
theorem, the family of L-Lipschitz functions forms a compact set in the topology of local
uniform convergence. If f isL-Lipschitz, then�f is .ƒFL/-Lipschitz. Two examples of
1-Lipschitz functions are given by f .x/D�d.o; x/ and g.x/D d.x; o/, for some fixed o.

We define the slope of a locally Lipschitz function f as

(2.2) j@f j.x/ WD lim sup
y!x

.f .x/ � f .y//C

d.x; y/
�

Obviously, if f isL-Lipschitz, then j@f j �L. If Y �X is a submanifold, and f WX !R,
then j@Y f j � j@Xf j in Y , where these two expressions have the meaning of the slope of f
as seen as a function defined in Y and X , respectively. If f is differentiable at x 2 X , the
slope can be computed as j@f j.x/ D F �.�df .x// D F.r.�f /.x//, hence for locally
Lipschitz functions, j@f j D F.r.�f // almost everywhere.

Finally, we would like to endow a manifold with a measure. Differently from the
Riemannian case, there is no canonical measure induced from the Finsler structure. On the
other hand, the theory of m.m.s.’s does not require any strong assumption on the reference
measure and, a priori, this measure might have nothing to do with the Hausdorff measure.
For this reason, we will only require for the reference measure to have a smooth density
when expressed in coordinates. We conclude this section with the definition of measured
Finsler manifold.

Definition 2.5. A triple .X;F;m/ is called measured Finsler manifold provided that X is
a connected differential manifold (possibly with boundary), F is a Finsler structure on X ,
and m is a positive smooth measure, i.e., given x1; : : : ; xn local coordinates, we have that

m D f dx1 : : : dxn; with f > 0 and f 2C1:

2.2. Perimeter

Following the line traced in [2, 3, 34], we give the definition of (relative) perimeter for
measured Finsler manifold.

Given a Borel subset E � X and � open, the perimeter of E relative to � is denoted
by P.EI�/, and is defined as follows:

(2.3) P.EI�/ WD inf
°

lim inf
n!1

Z
�

j@unj dm I un 2 Liploc.�/; un ! 1E in L1loc.�/
±
:

1Please note that we have chosen a sign convention different from [39, 40].
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In the unweighted Riemannian setting, if E has smooth boundary, it is a standard
fact that P.EI�/ D Hn�1.� \ @E/. We say that E � X has finite perimeter in X if
P.EIX/ <1. We recall also a few elementary properties of the perimeter functions:
(a) (locality) P.EI�/ D P.F I�/, whenever m..E 4 F / \�/ D 0;
(b) (lower semicontinuity) the map E 7! P.E;�/ is lower semicontinuous with respect

to the L1loc.�/ convergence.
Please note that, due to the possible irreversibility of the Finsler structure, in general

the complementation property does not hold. If E is a set of finite perimeter, then the set
function A! P.EIA/ is the restriction to open sets of a finite Borel measure P.EI �/ inX
(see Appendix A), defined by

P.EIA/ WD inf¹P.EI�/ W � � A; � openº:

Sometimes, for ease of notation, we will write P.E/ instead of P.EIX/.
Given a subset E � X , we define its (forward) Minkowski content as

(2.4) mC.E/ WD lim inf
"!0C

m.BC.E; "// �m.E/

"
�

It can be shown that the perimeter is the relaxation of the Minkowski content with respect
to the L1 distance of sets. The proof of this fact can be found in Appendix B.

2.3. Wasserstein distance and the curvature-dimension condition

Given a forward-complete measured Finsler manifold .X; F;m/, by MC.X/ and P .X/

we denote the space of non-negative Borel measures on X and the space of probability
measures, respectively. For p 2 Œ1;1/, we will consider the space Pp.X/ � P .X/ of the
measures � satisfyingZ

X

.d.o; x/C d.x; o//p �.dx/; for some (hence any) o 2 X;

i.e., � has finite p-th moment. On the space Pp.X/, we define the Lp-Wasserstein dis-
tance Wp by setting, for �0; �1 2 Pp.X/,

(2.5) Wp.�0; �1/
p
WD inf

�

Z
X�X

dp.x; y/ �.dxdy/ <1:

The infimum is taken over all probability measure � 2P .X � X/ with �0 and �1 as the
first and the second marginal, i.e., .P1/]� D �0 and .P2/]� D �1, where P1 and P2
denote the projections on the first and second factors. The infimum is attained, and this
minimizing problem is called Monge–Kantorovich problem.

We call a geodesic in the Wasserstein space .Pp.X/; Wp/ any curve �W Œ0; 1�! Pp
such that

Wp.�t ; �s/ D .s � t /Wp.�0; �1/; 80 � t � s � 1:

It can be shown that if �0 and �1 are absolutely continuous, there exists a unique geodesic
connecting �0 to �1.
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The CD.K; N / for condition for m.m.s.’s has been introduced in the seminal works
of Sturm [44, 45] and Lott–Villani [30], and later investigated in the realm of measured
Finsler manifolds in [36] (see also the survey [37]); here we briefly recall only the basics
in the case K D 0, 1 < N <1.

We define the N -Rényi entropy as

SN .�jm/ WD �

Z
X

�1�1=N dm; where � D �mC �s and m ? �s :

Definition 2.6 (CD.0; N /). Let .X; F;m/ be a forward-complete measured Finsler man-
ifold and let N 2 ŒdimX;1/. We say that .X; F;m/ satisfies the CD.0; N / condition if
and only if the N 0-Rényi entropy is convex along the geodesic of the Wasserstein space
for all N 0 � N , that is, for all couples of absolutely continuous curves �0; �1 2 P2.X/,
it holds that

SN .�t jm/ � .1 � t /SN .�0 jm/C t SN .�1 jm/;

where .�t /t2Œ0;1� is the unique geodesic connecting �0 to �1.

If .X; g; hVolg/ is a weighted Riemannian manifold, one can introduce the N -Ricci
tensor (as defined in (1.2)). It was proven in [30,44,45] that a weighted complete Rieman-
nian manifold without boundary satisfies the CD.0;N / condition if and only if RicN � 0.

As in the Riemannian case, a notion of weighted N -Ricci curvature, still denoted by
RicN , has been introduced. Here we do not give the definition of RicN , for it is quite
lenghty and useless for our purposes. Ohta [35] proved that a measured Finsler manifold
without boundary satisfies the CD.0; N / condition if and only if RicN � 0. The possible
presence of the boundary in the manifolds the present paper deals with does not harm the
results of this paper; indeed, we rely only on the curvature-dimension condition given by
Definition 2.6, and never on RicN .

Among many consequences of the CD.0;N / condition, two are of our interest. One is
the Brunn–Minkowski inequality (see, e.g., Theorem 18.8 in [40]). Given two measurable
subsets A and B of a CD.0; N / measured Finsler manifold .X; F;m/ and t 2 Œ0; 1�, we
define

Zt .A;B/ WD ¹t W  is a minimal geodesic such that 0 2 A and 1 2 Bº
D ¹z W 9x 2 A; y 2 B W d.x; z/ D td.x; y/ and d.z; y/ D .1 � t /d.x; y/º:

With this notation, we have the Brunn–Minkowski inequality:

(2.6) m.Zt .A;B//
1=N
� .1 � t /m.A/1=N C tm.B/1=N ; t 2 Œ0; 1�:

The other property we are interested in is the Bishop–Gromov inequality, that states

(2.7)
m.BC.x; r//

rN
�

m.BC.x;R//

RN
, 80 < r � R;

for any fixed point x 2 X . This inequality guarantees that the definition of asymptotic
volume ratio (see (1.3)) is well posed.
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2.4. Localization

The localization method, also known as needle decomposition, is now a well-established
technique for reducing high-dimensional problems to one-dimensional problems.

In the Euclidean setting, it dates back to Payne and Weinberger [42]. It has been later
developed and popularised by Gromov and V. Milman [24], Lovász–Simonovits [31], and
Kannan–Lovasz–Simonovits [26]. Klartag [27] reinterpreted the localization method as
a measure disintegration adapted to L1-optimal-transport, and extended it to weighted
Riemannian manifolds satisfying CD.K;N /. Cavalletti and Mondino [14] have succeeded
to generalise this technique to essentially non-branching m.m.s.’s verifying the CD.K;N /,
condition with N 2 .1;1/, and later Otha [39] developed this method for the Finsler
setting. Here we only report the case K D 0.

In his work, Ohta considered manifolds without boundary. However, his proof also
work for manifolds with local forward convex boundary.

Consider a measured Finsler manifold .X; F;m/ satisfying the CD.0; N / condition
and a function f 2L1.m/ with finite first moment such that

(2.8)
Z
X

f dm D 0:

The function f induces two absolutely continuous measures �0 D f Cm and �1 D f �m.
The well-established theory of L1-optimal ?transport, see [46], specifies that the Monge–
Kantorovich problem possess a strictly related dual problem, the so-called Kantorovich–
Rubinstein dual problem:

max
'

Z
X

f .x/'.x/m.dx/ D max
'

° Z
X

'.x/�0.dx/ �

Z
X

'.x/�1.dx/
±
;

where the maximum is taken among all possible 1-Lipschitz functions '. The problem
clearly admits a (non-unique) solution '; we will call ' a Kantorovich potential for the
problem. Using ', we can construct the set2

� WD ¹.x; y/ 2 X �X W '.x/ � '.y/ D d.x; y/º;

inducing a partial order relation. The maximal chains of this order relation turns out to
be the image of curves of maximal slope for ' with unitary speed. To be more pre-
cise, we introduce the concept of transport curve: we say that a unitary speed geodesic
 WDom./ � R! X is a non-degenerate transport curve, if its domain has at least two
points, d'..t//=dt D �1, and  cannot be extended to a larger domain.

We distinguish three possible cases, according to the number of non-degenerate trans-
port curves passing through a given point x 2 X .
• There is no non-degenerate transport curve passing through x. We denote by D the

set of such points. The set D is generally large.
• There is exactly 1 non-degenerate transport curve passing through x. Such points form

the so-called transport set, that will be denoted by T . A fundamental property of T is
that the f is constantly 0 a.e. in X nT .

2Please, notice that we use a different sign convention from [39, 40].
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• There are 2 or more non-degenerate transport curves passing through x. Such points
are called branching points, and the set that they form will be denoted by A. The set
A turns out to be negligible.
All these sets are � -compact, hence Borel. In the sequel, we will also refer to the sets

of forward (respectively, backward) branching points, defined as

AC WD ¹x 2 A W 9y ¤ x such that .x; y/ 2 �º;
A� WD ¹x 2 A W 9y ¤ x such that .y; x/ 2 �º:

On the transport set, we define the relation R given by

R WD .� [ ��1/ \ .T � T /:

By construction, R is an equivalence relation on T , and the equivalence classes are pre-
cisely the images of the transport curves. One can chose Q � T a Borel section of the
equivalence relation R (this choice is possible as it was shown in Proposition 4.4 of [8]).
Define the quotient map QW T ! Q as Q.x/ D ˛, where ˛ is the unique element of Q
such that .x; ˛/ 2 R. We shall denote by .X˛/˛2Q the equivalence classes for the rela-
tion R, and we will call them transport rays.

The existence of a measurable section permits us to construct a measurable parame-
trization of the transport rays, gWDom.g/ � Q � Œ0;C1/! T . Fix ˛ 2 Q and take  ,
a transport curve, such that inf.Dom.// D 0. Then define g.˛; t/ WD t , whenever t 2
Dom./. We specify that this parametrization guarantees that f .g.˛; 0// � 0. By conti-
nuity of g with respect to the variable t , we extend g in order to map also the end-points
of the rays X˛; the restriction of g to the set ¹.˛; t/ W t 2 .0; jX˛j/º is injective, where
jX˛j WD sup¹t W .˛; t/ 2 Dom.g/º. Notice that jX˛j is not the diameter of X˛ , for it may
happen that d.g.˛; jX˛j/; g.˛; 0// > jX˛j.

The transport rays naturally come with the structure of one-dimensional oriented man-
ifold, with the orientation given by @tg.˛; t/, the velocity of the parametrization. We
endow X˛ with the Finsler structure given by the restriction of F to X˛; notice that
F.@tg.˛; t// D 1. As we already pointed out, it holds that

dX;F .x; y/ � dX˛ ;F .x; y/; 8x; y 2 X˛I

if .x; y/ 2 � , the inequality above is saturated, hence

d.g.˛; t/; g.˛; s// D s � t; 80 � t � s � jX˛j:

Given a finite measure q 2MC.Q/ such that q�Q#.mxT /, the disintegration the-
orem, applied to .T ;B.T /;mxT /, gives a disintegration of mxT consistent with the
partition of T given by the equivalence classes ¹X˛º˛2Q of R:

(2.9) mxT D

Z
Q

m˛ q.d˛/:

Note that such measure q can always be built by taking the push-forward via Q of a
suitable finite measure mutually absolutely continuous with respect to mT . We recall that
by disintegration we mean a map mWQ �B.X/! R, such that
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(1) for q-a.e. ˛ 2 Q, m˛ is concentrated on X˛ ,
(2) for all B 2 X , the map ˛ 7! m˛.B/ is q-measurable,
(3) for all B 2 B.X/, m.B/ D

R
Q

m˛.B/q.d˛/.

Remark 2.7. We point out that the disintegration is unique for fixed q. That means that
if there is a family . zm˛/˛ satisfying the conditions above, then for q-a.e. ˛, m˛ D zm˛ .
If we change q with a different measure yq such that yq D �q, with � > 0, then the map
˛ 7! �.˛/�1m˛ still satisfies the conditions above, with yq in place of q.

We endow the transport ray X˛ with the measure m˛ , making .X˛; F;m˛/ a one-
dimensional oriented measured Finsler manifold.

Differently from the reversible case, it might happen that the transport rays fail to
satisfy the CD.0; N / condition. However, a bound from below on the Ricci curvature can
be given in a certain sense. It can be proved that, for a certain non-negative function h˛ ,

m˛ D .g.˛; � //#.h˛L1
.0;jX˛ j/

/:

The function h˛ satisfies .h1=.N�1/˛ /00 � 0 in the distributional sense, i.e., the function
h
1=.N�1/
˛ is concave. Here we can recognize the CD.0;N / for weighted Riemannian man-

ifolds, namely, that the space .Œ0; jX˛j�; j � j; h˛L1
Œ0;jX˛ j�

/ satisfies the CD.0;N / condition.
This fact leads us to the following definition.

Definition 2.8. Let .X; F;m/ be a measured Finsler manifold diffeomorphic to an inter-
val, endowed with an orientation given by a vector field v such that F.v/D 1. We say that
.X; F;m/ satisfies the oriented CD.0; N / condition (N > 1), if the following happens.
There exist gWDom.g/�R!X , a parametrization ofX such that @tg.t/D v.g.t//, and
hWDom.g/! Œ0;1/, a function such that g#.hL1/ D m and h1=.N�1/ is concave.

With this definition, clearly holds that the transport rays satisfy the oriented CD.0;N /
condition. For the reader used with the notion of N -Ricci curvature, we point out that the
oriented CD.0;N / condition is equivalent to the fact that RicN .@tg.˛; t// � 0.

Finally, we point out that, as a consequence of the properties of the optimal transport,
we can localize the constraint

R
X
f dm D 0, i.e., it holds that

R
X
f dm˛ D 0, for q-a.e.

˛ 2 Q.
We summarize this section in the following theorem.

Theorem 2.9. Let .X; F;m/ be a measured Finsler manifold satisfying CD.0; N /, for
some N 2 .1;1/.

Let f 2 L1.m/ with
R
X
f dm D 0 andZ

X

.d.o; x/C d.x; o//jf .x/jm.dx/ <1; for some (hence any) o 2 X:

Then there exist a measurable subset T �X (transport set), a family ¹.X˛;F;m˛/º˛2Q of
oriented one-dimensional submanifolds of X (transport rays), and a measurable function
gWDom.g/ � Q � Œ0;1/ such that the following happens.

The function f is zero m-a.e. in X nT , and mxT can be disintegrated as follows:

mxT D

Z
Q

m˛ q.d˛/:
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Moreover, for q-a.e. ˛ 2 Q, the transport ray .X˛; F;m˛/ is parametrized by the unitary
speed geodesic g.˛; � /, it satisfies the oriented CD.0;N / condition, and it holds that

(2.10)
Z
f dm˛ D 0:

Furthermore, two distinct transport rays can only meet at their extremal points (having
measure zero for m˛/.

Remark 2.10. The construction of the needle decomposition depends only on the func-
tion ', rather than the function f . Indeed, given a 1-Lipschitz function ', one can con-
struct the needle decomposition and reobtain Theorem 2.9, without, of course, equa-
tion (2.10), which now makes no sense.

3. Proof of the main inequality

We devote this section to proving Theorem 1.3.

Proof of Theorem 1.3. We will first prove that

mC.E/ � N.!N AVRX /
1=Nm.E/1�1=N ; 8E � X bounded:

From the inequality above, the thesis will immediately follow by Theorem B.5.
Fix E � X bounded and x0 2 E; set d D diamE. Fix R > 0 so that E � BC.x0;R/.

We claim thatZt .E;BC.x0;R//�BC.E; t.d CR//. Indeed, let z 2Zt .E;BC.x0;R//,
hence there exist x 2 E and y 2 BC.x0; R/ so that d.x; z/ D td.x; y/. By the triangular
inequality, we deduce that

d.x; z/ D td.x; y/ � t .d.x; x0/C d.x0; y// � t .d CR/;

and thus z 2 BC.E; t.d C R//, proving the claim. We are in position to compute the
Minkowski content:

mC.E/ D lim inf
"!0

m.BC.E; "// �m.E/

"
D lim inf

t!0

m.BC.E; t.d CR/// �m.E/

t.d CR/

� lim inf
t!0

m.Zt .E;B
C.x0; R// �m.E/

t.d CR/

� lim inf
t!0

..1 � t /m.E/1=N C tm.BC.x0; R//
1=N /N �m.E/

t.d CR/

� lim inf
t!0

m.E/CNm.E/1�1=N t .m.BC.x0; R//
1=N �m.E/1=N /C o.t/ �m.E/

t.d CR/

D Nm.E/1�1=N
m.BC.x0; R//

1=N �m.E/1=N

d CR
�

By taking the limit asR!1, recalling the definition of AVRX , we conclude the proof.
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4. Localization of the measure and the perimeter

From now on, we assume that every Finsler manifold is forward-complete, that it has finite
reversibility constant, and local forward convexity. To prove Theorem 1.4, we consider
the isoperimetric problem inside a ball with larger and larger radius. In order to apply the
needle decomposition given by the localization Theorem 2.9, one also needs in principle
the balls to be convex. As in general balls fail to be convex, we will overcome this issue
in the following way.

Given a bounded setE �X with 0 <m.E/ <1, fix a point x0 2E and then consider
R > 0 such that E � BR (hereinafter, we will adopt the notation BR WD BC.x0; R/).
Consider then the following family of null-average functions:

fR.x/ D �E �
m.E/

m.BR/
�BR :

Clearly, fR falls in the hypothesis of Theorem 2.9. Thus we obtain a measurable subset
TR � X (the transport set) and a family ¹.X˛;R; F;m˛;R/º˛2QR of transport rays, so that
the measure mxTR can be disintegrated:

(4.1) mxTRD

Z
QR

m˛;R qR.d˛/; qR.QR/ D m.TR/;

where m˛;R are probability densities supported onX˛;R. Let gR.˛; � / W Œ0; jX˛;Rj�!X˛;R
be the unit speed parametrization of the transport ray X˛;R, in the direction given by the
natural orientation of the disintegration ray X˛;R. With this notation, it holds

m˛;R D .gR.˛; � //#.h˛;RL1xŒ0;jX˛;Rj�/;

for some CD.0;N/ density h˛;R. The localization of the zero mean implies that (see (2.10))

(4.2) m˛;R.E/ D
m.E/

m.BR/
m˛;R.BR/; qR-a.e. ˛ 2 QR:

Unfortunately, the presence of the factor m˛;R.BR/ in the right-hand side of the equation
does make the quantity m˛;R dependent of ˛, harming the localization approach. To get
rid of this factor, we proceed as follows. We define T˛;R to be the unique element of
Œ0; jX˛;Rj� such that

m˛;R.gR.˛; Œ0; T˛;R�// D

Z T˛;R

0

h˛;R.x/ dx D m˛;R.BR/:

The measurability in ˛ of m˛;R implies the same measurability for T˛;R.
Notice that jX˛;Rj � R C diam.E/: since gR.˛; � / is the unit speed parametrization

of X˛;R, then

d.gR.˛; 0/; gR.˛; jX˛;Rj// � d.gR.˛; 0/; x0/C d.x0; gR.˛; jX˛;Rj// � diam.E/CR;

and consequently, we deduce T˛;R � RC diam.E/. We restrict m˛;R to the ray yX˛;R WD
gR.˛; Œ0; T˛;R�/, having the disintegration formula

(4.3) mx yTRD
Z
QR

ym˛;R yqR.d˛/; ym˛;R WD

m˛;Rx yX˛;R
m˛;R.BR/

2P .X/; yqRDm�;R.BR/qR;
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where yTR WD
S
˛2QR

yX˛;R. Using (4.1) and the fact that BR � TR, we get yqR.QR/ D
m.BR/.

The disintegration (4.3) will be a useful localisation only if .E \ X˛;R/ � yX˛;R; in
this case, we have

ym˛;R.E/ D
m.E/

m.BR/
; yqR-a.e. ˛ 2 QR;

obtaining a localization constraint independent of ˛. To prove this inclusion, we will
impose that E � BR=.4ƒF /. Since gR.˛; � /W Œ0; jX˛;Rj�! X˛;R has unitary speed, we
notice that

d.x0; gR.˛; t// � d.x0; gR.˛; 0//C d.gR.˛; 0/; gR.˛; t// �
R

4ƒF
C t �

R

2
C t;

where in the second inequality we have used that each starting point of the transport ray
has to be inside E � BR=.4ƒF /, being precisely where fR > 0. The inequality above
yields gR.˛; t/ 2 BR for all t < R=2, hence ..gR.˛; � //�1.BR/� Œ0;min¹R=2; jX˛;Rjº�,
thus there are no “holes” inside .gR.˛; � //�1.BR/ before min¹R=2; jX˛;Rjº, implying
that j yX˛;Rj � min¹R=2; jX˛;Rjº. Fix x 2 E \ X˛;R and let t 2 Œ0; jX˛;Rj� be such that
x D gR.˛; t/. It holds that

t D d.gR.˛; 0/; x/ � d.gR.˛; 0/; x0/C d.x0; x/ � .ƒC 1/
R

4ƒ
�
R

2
,

where in the second inequality we used that gR.˛; 0/; x 2 E � BR=.4ƒ/. The inequality
immediately implies .gR.˛; � //�1.E/� Œ0;min¹R=2; jX˛;Rjº�, henceE \XR;˛ � yX˛;R,
as we desired.

We describe explicitly the measure yqR in term of a push-forward via the quotient
map QR of the measure mxE :

yqR.A/ D

Z
QR

1A.˛/
m.BR/

m.E/
ym˛;R.E/ yqR.d˛/

D

Z
QR

m.BR/

m.E/
ym˛;R.E \Q�1R .A// yqR.d˛/ D

m.BR/

m.E/
m.E \Q�1R .A//;

hence

yqR D
m.BR/

m.E/
.QR/#.mxE /:

We study now the relation between the perimeter and the disintegration of the mea-
sure (4.3). Let � � X be an open set, and consider the relative perimeter P.EI�/. Let
un 2 Liploc.�/ be a sequence such that un! 1E in L1loc.�/ and limn!1

R
�
j@unjdmD

P.EI�/. Using the Fatou lemma, we can compute

P.EI�/ D lim
n!1

Z
�

j@unj dm � lim inf
n!1

Z
�\ yTR

j@unj dm

D lim inf
n!1

Z
QR

Z
�

j@unj ym˛;R.dx/ yqR.d˛/ �

Z
QR

lim inf
n!1

Z
�

j@unj ym˛;R.dx/ yqR.d˛/

�

Z
QR

lim inf
n!1

Z
X˛;R\�

j@XR;˛unj ym˛;R.dx/ yqR.d˛/ �

Z
QR

P yX˛;R.EI�/ yqR.d˛/;
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where j@X˛;Ruj denotes the slope of the restriction of u to the transport ray yX˛;R and P yX˛;R
the perimeter in the submanifold . yX˛;R; F; ym˛;R/.

By arbitrariness of �, we deduce the following disintegration inequality:

P.EI � / �

Z
QR

P yX˛;R.EI � / yqR.d˛/:

Next proposition summarizes this construction.

Proposition 4.1. Let .X;F;m/ be a CD.0;N / measured Finsler manifold withƒF <1.
Given any bounded set E � X with 0 < m.E/ <1, fix any point x0 2 E and then fix
R > 0 such that E � BR=.4ƒF /.x0/.

Then there exist a Borel set yTR � X , with E � yTR, and a disintegration formula

mx yTRD
Z
QR

ym˛;R yqR.d˛/; ym˛;R. yX˛;R/ D 1; yqR.QR/ D m.BR/;(4.4)

such that

ym˛;R.E/ D
m.E/

m.BR/
; for yqR-a.e. ˛ 2 QR and yqR D

m.BR/

m.E/
.QR/#.mxE /;(4.5)

Moreover, the transport ray . yX˛;R; F; ym˛;R/ satisfies the oriented CD.0; N / condition
and jX˛j � RC diam.E/. Furthermore, it holds true that

(4.6) P.EI � / �

Z
QR

P yX˛;R.EI � / yqR.d˛/:

The rescaling introduced in Proposition 4.1 will be crucially used to obtain non-trivial
limit estimates as R!1.

5. One-dimensional analysis

Proposition 4.1 is the first step to obtain, from the optimality of a bounded setE, an almost
optimality of E \ yX˛;R. We now have to analyse in details the behaviour of the perimeter
in one-dimensional oriented measured Finsler manifolds.

We fix few notation and conventions. A one-dimensional oriented measured Finsler
manifold can be identified with the manifold .I; F;m/, where I � R is an interval. With-
out loss of generality we assume that the orientation is given by the coordinated vector
field @t on I . Since we are studying manifolds arising from the localization, we shall
consider only Finsler structures that satisfy F.@t / D 1. Thus, it is clear that the Finsler
structure is completely determined by F.�@t /; for this reason, with a slight abuse of nota-
tion, we will denote by F , the real-valued function given by F.�@t /. With this convention,
the reversibility constant turns out to be

ƒI;F D sup
x2I

°
max

°
F.x/;

1

F.x/

±±
:
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When the interval has finite diameter, we will always assume that I D Œ0; D�. Notice
that D in general is not the diameter, for it may happen that d.D; 0/ > d.0; D/ D D;
however, it holds that diam.I; F / � ƒI;FD.

If .I; F;m/ satisfies the oriented CD.0; N / condition, then it happens that m is abso-
lutely continuous with respect to the Lebesgue measure L1 and

(5.1) .h1=.N�1//00 � 0; in the sense of distributions, where h D
dm

dL1
�

We stress out that if .I; F; hL1xI / satisfies the oriented CD.0; N / condition, then the
reversible manifold .I; j � j; hL1xI / satisfies the CD.0;N / condition. We will say that the
function h itself satisfies the CD.0;N / condition if (5.1) holds.

Given a function hW I ! Œ0;1/, we shall write

mh WD hL1xI :

If the interval I is compact, we will assume also that
RD
0
hD 1, unless otherwise specified.

We also introduce the functions vhW Œ0;D�! Œ0; 1� and rhW Œ0; 1�! Œ0;D� as

(5.2) vh.r/ WD

Z r

0

h.s/ ds and rh.v/ WD .vh/
�1.v/I

notice that from the CD.0; N / condition, h > 0 over .0;D/, making vh invertible, and in
turn, the definition of rh well-posed.

We will denote by PF;h the perimeter in the measured Finsler manifold .I;F;hL1xI /.
If E � Œ0;D� is a set of finite perimeter, then it can be decomposed (up to a negligible set)
in a family of disjoint intervals

E D
[
i

.ai ; bi /;

and the union is at most countable. In this case, we have that the perimeter is given by the
formula

PF;h.E/ D
X
i Wai¤0

F.ai /h.ai /C
X

i Wbi¤D

h.bi /:

From the equation above, we immediately deduce a lower bound on the perimeter:

(5.3) PF;h.E/ � ƒ
�1
I;F Pj � j;h.E/

5.1. Isoperimetric profile function

The isoperimetric inequality for CD.0; N / manifolds with bounded diameter is given in
terms of the isoperimetric problem in the so-called model spaces. Here we recall the basic
notions.

ForN >1,D>0, and, � � 0, we consider the model space .Œ0;D�; j � j;hN;D.�; � /L1/,
where

(5.4) hN;D.�; x/ WD
N

DN

.x C �D/N�1

.� C 1/N � �N
�
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For the model space given by fixed �, we can easily compute the functions vN;D.�; � / WD
vhN;D.�;�/ and rN;D.�; � / WD rhN;D.�;�/:

vN;D.�; r/ D
.r C �D/N � .�D/N

DN ..1C �/N � �N /
;

rN;D.�; v/ D D
�
.v.1C �/N C .1 � v/�N /1=N � �

�
:

The isoperimetric profile function for this model space is given by the formula

IN;D.�; v/ WD hN;D.�; rN;D.min¹v; 1 � vº//

D
N

D

.min¹v; 1 � vº.� C 1/N Cmax¹v; 1 � vº�N /.N�1/=N

.� C 1/N � �N
�

The family of one-dimensional measured Finsler manifolds satisfying the CD.0; N /
condition and having ƒF D 1 coincides with the of family of weighted Riemannian
manifolds. E. Milman [32] gave an explicit lower bound for the perimeter of subset of
manifolds in this family with the additional constraint of having diameter bounded by
some constant D > 0. In other words, Milman proved that given D � D0 > 0 and a
CD.0;N / density hW Œ0;D0�!R, then for allE � Œ0;D� it holds that Pj � j;h.E/� IN;D.v/,
where

IN;D.v/ WD
N

D
inf
��0

.min¹v; 1�vº.�C1/NCmax¹v; 1�vº�N /.N�1/=N

.� C 1/N � �N
D inf
��0

IN;D.�;v/:

As immediate consequence, one obtains that if we drop the reversibility hypothesis, the
lower bound of the perimeter must be divided by the reversibility constant.

The author and Cavalletti proved, see Lemma 4.1 in [13], an expansion for the isoperi-
metric profile, as follows.

Lemma 5.1. Fix N > 1. Then, we have the following estimate for IN;D :

IN;D.w/ �
N

D
w1�1=N .1 �O.w1=N // D

N

D
.w1�1=N �O.w//; as w ! 0:

The following corollary incorporates both the irreversible and reversible case.

Corollary 5.2. FixN > 1. Then for allD �D0 > 0 and for all one-dimensional oriented
measured Finsler manifolds .Œ0;D0�; F; hL1/ satisfying the oriented CD.0;N / condition,
it holds that

(5.5)
PF;h.E/ �

IN;D.mh.E//

ƒF
�

N

ƒFD0
mh.E/

1�1=N .1 �O.mh.E/
1=N /

�
N

ƒFD
mh.E/

1�1=N .1 �O.mh.E/
1=N /;

for any Borel set E � Œ0;D0�. If E is of the form Œ0; rh.v/�, then it holds

(5.6) PF;h.Œ0; rh.v/�/ D h.rh.v/�
N

D0
v1�1=N .1�O.v1=N // �

N

D
v1�1=N .1�O.v1=N //:
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Remark 5.3. The lower bound in (5.5) is very rough for our purposes. If one attempted
to prove the isoperimetric inequality (1.5), the inverse of the reversibility constant would
appear in the lower bound.

The only reason why the factor ƒ�1F appears in (5.5) is that the part of the boundary
where the external normal vector “points to the left” might be non-empty. Indeed, if E is
of the form Œ0; b�, then PF;h.E/ D Pj � j;h.E/. We will see that the part of the boundary
“pointing to the left” contributes little to the perimeter.

We give the definition of the residual of a set. This object quantifies, in a way that will
be detailed in Section 6, how far away is a ray from the expected model space.

Definition 5.4. LetD �D0 > 0 and let .Œ0;D0�; F; hL1/ be a one-dimensional measured
Finsler manifold satisfying the oriented CD.0;N / condition. If E � Œ0;D0� is a Borel set,
we define its D-residual as

(5.7) ResDF;h.E/ WD
DPF;h.E/

N.mh.E//1�1=N
� 1:

If v 2 .0; 1=2/, we define the D-residual of v as

(5.8) ResDh .v/ WD ResDF;h.Œ0; rh.v/�/ D
Dh.rh.v//

Nv1�1=N
� 1:

Notice that in the definition of ResD
h
.v/ there is no dependence on the Finsler struc-

ture F ; indeed, the definition of ResD
h
.v/ is given in terms of the perimeter of Œ0; rh.v/�,

and the perimeter of this set in Œ0; D0� does not capture the possible irreversibility of the
Finsler structure. Using the residual, inequality (5.5) can be restated as

(5.9) ResDF;h.E/ � ƒ
�1
F � 1 �O.mh.E/

1=N /:

On the other hand, whenever the set E is of the form Œ0; r�, we obtain a much refined
estimate

(5.10) ResDh .v/ D ResDF;h.Œ0; rh.v/�/ � �O.v
1=N /:

5.2. One-dimensional reduction for the optimal region

We are ready to apply the definition of residual to the disintegration rays. In order to ease
the notation, we let P˛;R D P

. yX˛;R;F; ym˛;R/
. The measure ym˛;R will be identified with the

ray map gR.˛; �/ to h˛;RL1, thus we define

Res˛;R WD ResRCdiam.E/
F;h˛;R

.g.˛; �/�1.E \ yX˛;R//; for ˛ 2 QR;

Resx;R WD ResQR.x/;R; for x 2 E:

The good rays are those rays having small residual. We quantify their abundance.

Proposition 5.5. Assume that .X; F;m/ is a CD.0; N / measured Finsler manifold, such
that AVRX > 0. If E � X is a bounded set attaining the identity in the inequality (1.5),
then

(5.11) lim sup
R!1

1

m.BR/

Z
QR

Res˛;R qR.d˛/ � 0:
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Proof. In order to check that the function ˛! Res˛;R is integrable, it is enough to check
that .Res˛;R/� is integrable. This last fact derives from the isoperimetric inequality

Res˛;R � ƒ�1F � 1 �O
�� m.E/

m.BR/

�1=N�
;

as stated in (5.9). We can now compute the integral in (5.11):Z
QR

Res˛;R yqR.d˛/ D
Z
QR

� .RC diam.E//P˛;R.E/
N

�m.BR/

m.E/

�1�1=N
� 1

�
yqR.d˛/

D
RC diam.E/

m.BR/1=N�1Nm.E/1�1=N

Z
QR

P˛;R.E/ yqR.d˛/ �m.BR/

�
RC diam.E/

m.BR/1=N�1Nm.E/1�1=N
P.E/ �m.BR/

� m.BR/
RC diam.E/
m.BR/1=N

.AVRX!N /
1=N
�m.BR/;

yielding

1

m.BR/

Z
QR

Res˛;R qR.d˛/ �
RC diam.E/
m.BR/1=N

.AVRX!N /
1=N
� 1;

and the right-hand side goes to 0, as R!1.

Corollary 5.6. Let .X;F ;m/ be a CD.0;N /measured Finsler manifold, having AVRX>0.
Let E � X be a set saturating the isoperimetric inequality (1.5). Then it holds true that

(5.12) lim sup
R!1

Z
E

ResQR.x/;R m.dx/ � 0:

Proof. A direct computation givesZ
E

ResQR.x/;R m.dx/ D

Z
QR

Z
E

ResQR.x/;R ym˛;R.dx/ yqR.d˛/

D

Z
QR

Res˛;R ym˛;R.E/ yqR.d˛/ D
m.E/

m.BR/

Z
QR

Res˛;R qR.d˛/! 0:

6. Analysis along the good rays

The last theorem asserts (in a very weak sense) that the residual, in the limit for R!1,
must be non-positive. Moreover, the measure of the traces of E is m.E/=m.BR/, hence
infinitesimal. For this reason, we now use the residual and the measure of the set to control
the density hW Œ0;D0�! R, proving that in case of small measure and residual, h is close
to the model density x 2 Œ0; D� 7! NxN�1=D. Similarly, we prove that the traces of E
are closed to the optimal, i.e., a certain interval of the form Œ0; r�.

Remark 6.1. We will extensively use the Landau “big-O” and “small-o” notations. If
several variables appear, but only a few of them are converging, either the “big-O” or
“small-o” could in principle depend on the non-converging variables. However, this is not
the case.
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To be precise, in our setting, the converging variables will be w ! 0 and ı ! 0.
Conversely, the “free” variables will be the following: (1) D, a bound on the length of the
ray; (2)D0 2 .0;D�, the length of the ray; (3) .Œ0;D0�; F; h/, a one-dimensional measured
Finsler manifold satisfying the oriented CD.0; N / condition (in practice, each transport
ray); (4) E � Œ0;D0�, a set with measure mh.E/ D w and residual ResD

F;h
.E/ � ı.

The estimates we will prove are infinitesimal expansions as w ! 0 and ı ! 0, and
whenever a “big-O” or “small-O” appears, it has to be understood that it is uniform with
respect to the “free” variable.

Remark 6.2. An important point to remark is the fact that we consider only the case
when E is “on the left”, i.e., E � Œ0; L�, with the tacit understanding that L� D0. This
is possible because the transport rays come from the optimal transport problem between
the bounded set isoperimetric E and the ball BR.

6.1. Almost rigidity of the set E and of the length of the ray

We start considering the special case when the setE is of the formE D Œ0; r�. In this case,
the Finsler structure plays no role, for the outer normal vector on the boundary ofE points
to the right. For this reason, we omit the proof of the following proposition, because it is
exactly what is proven in Propositions 5.3 and 5.4 of [13].

Proposition 6.3. Fix N > 1. Then, for w ! 0 and ı ! 0, it holds that

D0 � D.1 � o.1//;(6.1)

rh.w/ � D.w
1=N .1C o.1///;(6.2)

rh.w/ � D.w
1=N .1C o.1///;(6.3)

whereD �D0 > 0 and .Œ0;D0�;F;hL1/ is a one-dimensional measured Finsler manifold
satisfying the oriented CD.0;N / condition such that ResD

h
.w/ D ResD

F;h
.Œ0; rh.w/�/ � ı.

We now drop the assumption E D Œ0; r�. Up to a negligible set, it holds that E DS
i2N.ai ; bi /, where the intervals .ai ; bi / are far away from each other (i.e., bi < aj or

bj < ai , for i ¤ j ). The boundedness of the original set of our isoperimetric problem
implies that E � Œ0; L�, for some L > 0. Define b.E/ WD ess supE � L.

In the next proposition, we prove that b.E/ is in the essential boundary of E.

Lemma 6.4. FixN >1,L>0, andƒ� 1. Then there exist two constants Nw>0 and Nı > 0
(depending only on N , L, and ƒ/ such that the following happens. For all D � D0 > 0
with D � 4Lƒ, for all .Œ0; D0�; F; hL1/, a one-dimensional measured Finsler manifold
satisfying the oriented CD.0; N / condition with ƒF � ƒ, and for all E � Œ0; L� such
that mh.E/ � Nw and ResD

F;h
.E/ � Nı, there exist a 2 Œ0; b.E// and an at-most-countable

family of intervals ..ai ; bi //i such that, up to a negligible set,

E D
[
i

.ai ; bi / [ .a; b.E//;

with ai ; bi < a, 8i . Moreover, h is strictly increasing on Œ0; b.E/�.
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Proof. Taking into account the definition of residual and the isoperimetric inequality (5.9),
choosing Nı � 1, we can deduce that

D0

D
�
1C ResD

0

F;h
.E/

1C ResD
F;h
.E/
�
1Cƒ�1F � 1 �O.w

1=N /

1C Nı
�
ƒ�1

2
�O.w1=N //:

If we choose Nw small enough, taking into account the hypothesis D � 4Lƒ, we deduce
D0 � 2L

Since E D
S
i .ai ; bi / (up to a negligible set), our aim is to prove that there exists j

such that ai < aj , for all i ¤ j . In this case, we set a D aj . Suppose, on the contrary,
that 8j; 9i ¤ j such that ai > aj . Hence there exists a sequence .in/n so that .ain/n is
increasing, thus converging to some y 2 .0;L�. Recalling that F � ƒ�1, we can compute
the perimeter:

1D

X
n2N

F.ain/h.ain/ � PF;h.E/ D
N

D
.mh.E//

1�1=N .1C ResDF;h.E// <1;

which is a contradiction.
Finally, we prove that h increases on Œ0; b.E/�. In order to simplify the notation, let

b WD b.E/. Denote by

t WD lim
z&0

h.b C z/1=.N�1/ � h.b/1=.N�1/

z

the right-derivative of h1=.N�1/ in b (whose existence is guaranteed by concavity). If t > 0,
then the concavity of h1=.N�1/ yields that h is strictly increasing in Œ0; b�. Suppose on the
contrary that t � 0; then it holds that

h.x/ � h.b/
�D0 � x
D0 � b

�N�1
; 8x 2 Œ0; b�; and h.x/ � h.b/; 8x 2 Œb;D0�:

We integrate obtaining

(6.4)

1 �

Z b

0

h.b/
�D0 � x
D0 � b

�N�1
dx

C

Z D0

b

h.b/ dx D
h.b/

N

�D0N � .D0 � b/N
.D0 � b/N�1

CN.D0 � b/
�

�
PF;h.E/

N

� D0N

.D0 � b/N�1
CND0

�
D

PF;h.E/D0

N

��
1 �

b

D0

�1�N
CN

�
D

PF;h.E/D0

N

�
1C .N � 1/

b

D0
C o

� b
D0

�
CN

�
:

The first factor in the right-hand side of the estimate above is controlled just using the
definition of residual:

PF;h.E/D0

N
�

PF;h.E/D

N
D mh.E/

1�1=N .1C ResDF;h.E//;
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and, if mh.E/! 0 and ResD
F;h
.E/ is bounded, then the term above goes to 0. Regarding

the second factor, it suffices to prove that b=D0 is bounded:

b

D0
�
L

D0
�
L

2L
D
1

2
�

If we put together this last two estimates, we deduce that the right-hand side of (6.4) is
infinitesimal as mh.E/! 0 and ResD

F;h
.E/! 0, obtaining a contradiction.

This proposition guarantees the existence of a right-extremal connected component of
the set E; this component is precisely the interval .a; b.E//. We will denote by a.E/ the
number a given by Proposition 6.4. Since our estimates are infinitesimal expansions in the
limit as mh.E/! 0 and ResD

F;h
.E/! 0, we will always assume that mh.E/ � Nw and

ResD
F;h
.E/ � Nı, so that the expression a.E/ makes sense. For the same reason, we will

always assume that h is increasing in the interval Œ0; b.E/�.
We now prove that this component .a.E/; b.E// tends to fill the set E, that b.E/

converges as expected toDmh.E/
1=N , and that the length of the ray tends to be maximal.

Proposition 6.5. Fix N > 1, L > 0, andƒ � 1. Then, for w! 0 and ı! 0 it holds that

D0 � D.1 � o.1//;(6.5)

b.E/ � Dw1=N CDo.w1=N /;(6.6)

b.E/ � Dw1=N �Do.w1=N /;(6.7)

a.E/ � Do.w1=N /;(6.8)

where D � 4Lƒ, D0 2 .0;D�, .Œ0;D0�; F; hL1/ is a one-dimensional measured Finsler
manifold satisfying the oriented CD.0;N / condition withƒF �ƒ, and the set E � Œ0;L�
satisfies mh.E/ D w and ResD

F;h
.E/ � ı.

Proof. Part 1. Inequality (6.5).
Since h is decreasing on Œ0;b.E/�, we have that h.rh.v//� h.b.E//� PF;h.E/, hence

ResD
h
.v/ � ResD

F;h
.E/. The thesis follows from estimate (6.1).

Part 2. Inequality (6.7).
Since the density h is strictly increasing on Œ0; b.E/� and E � Œ0; b.E/� (up to a null

measure set), it holds that rh.w/ � b.E/ and

ResDh .w/ D
Dh.rh.w//

Nw1�1=N
� 1 �

Dh.b.E//

Nw1�1=N
� 1 �

DPF;h.E/

Nw1�1=N
� 1 D ResDF;h.E/ � ı:

Estimate (6.3) concludes this part

D.w1=N � o.w1=N // � rh.w/ � b.E/:

Part 3. Inequality (6.8).
First we prove that a.E/ < rh.w/, for w and ı small enough. Suppose on the contrary

that a.E/� rh.w/, implying that h.a.E//� h.rh.w//, hence PF;h.E/�ƒ�1h.a.E//C
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h.b.E// � .1Cƒ�1/h.rh.w//. We deduce that (compare with (5.10))

�O.w1=N / � ResDh .w/ D
Dh.rh.w//

Nw1�1=N
� 1 �

DPF;h.E/

.1Cƒ�1/Nw1�1=N
� 1

D
1

1Cƒ�1
.ResDF;h.E/ �ƒ

�1/ �
ı �ƒ�1

1Cƒ�1
�

If we take the limit as w ! 0 and ı ! 0 we obtain a contradiction.
Using the Bishop–Gromov inequality and the isoperimetric inequality (respectively),

we get

h.a.E// � h.rh.w//
� a.E/
rh.w/

�N�1
;

h.b.E// � h.rh.w// �
N

D
w1�1=N .1 �O.w1=N //:

We put together the inequalities above obtaining

N

D
w1�1=N .1C ResDF;h.E// D PF;h.E/ � h.b.E//Cƒ

�1h.a.E//

� h.rh.w//Cƒ
�1h.a.E// � h.rh.w//

�
1Cƒ�1

� a.E/
rh.w/

�N�1�
�
N

D
w1�1=N .1 �O.w1=N //

�
1Cƒ�1

� a.E/
rh.w/

�N�1�
;

hence

(6.9)

a.E/ � rh.w/ƒ
1=.N�1/

�1C ResD
F;h
.E/

1CO.w1=N /
� 1

�1=.N�1/
� rh.w/ƒ

1=.N�1/
�
.1C ı/.1 �O.w1=N // � 1

�1=.N�1/
� rh.w/ o.1/ � Dw

1=N .1C o.1//o.1/ D Do.w1=N /;

where the estimate (6.2) was taken into account.

Part 4. Inequality (6.6).
Since Z

E

h D

Z rh.w/

0

h;

we deduce (taking into account a.E/ � rh.w/ � b.E/)Z
E\Œ0;rh.w/�

hC

Z b.E/

rh.w/

h D

Z
E\Œ0;rh.w/�

hC

Z
Œ0;rh.w/�nE

h

D

Z
E\Œ0;rh.w/�

hC

Z
Œ0;a.E/�nE

h;

hence

.b.E/ � rh.w// h.rh.w// �

Z b.E/

rh.w/

h D

Z
Œ0;a.E/�nE

h �

Z a.E/

0

h � a.E/ h.a.E//;



D. Manini 28

yielding

b.E/ � rh.w/ � a.E/
h.a.E//

h.rh.w//
� a.E/:

Combining the inequality above, the already-proven estimate (6.7), and the estimate (6.2),
we reach the conclusion.

6.2. Almost rigidity of the density h

In this section we prove that the density h converges uniformly to the densityNxN�1=DN .
The bound from below is easy, and follows from the Bishop–Gromov inequality.

Proposition 6.6. FixN > 1, L > 0, andƒ � 1. Then, for w! 0 and ı! 0, it holds that

h.x/ �
N

DN
xN�1.1 � o.1//; uniformly with respect to x 2 Œ0; b.E/�;(6.10)

where D � 4Lƒ, D0 2 .0;D�, .Œ0;D0�; F; hL1/ is a one-dimensional measured Finsler
manifold satisfying the CD.0;N / condition, withƒF �ƒ, and the setE � Œ0;L� satisfies
mh.E/ D w and ResD

F;h
.E/ � ı.

Proof. Fix x 2 Œ0; b.E/�. The Bishop–Gromov inequality yields

h.x/ � h.b.E//
xN�1

b.E/N�1
� h.rh.w//

xN�1

b.E/N�1
�

The first factor is controlled using the isoperimetric inequality (5.6):

h.rh.w// �
N

D
w1�1=N .1 �O.w1=N // D

N

D
w1�1=N .1 � o.1//;

whereas the term b.E/ is controlled using estimate (6.6):

b.E/ � Dw1=N .1C o.1//:

By combining these to estimates, we reach the thesis

The following corollary gives a lower boundary for the residual, under the hypothesis
that the (positive part of the) residual is bounded from above, improving inequality (5.9).

Corollary 6.7. Fix N > 1, L > 0, and ƒ � 1. Then, for w ! 0 and ı ! 0, it holds that

ResDF;h.E/ � �o.1/;(6.11)

where D � 4Lƒ, D0 2 .0;D�, .Œ0;D0�; F; hL1/ is a one-dimensional measured Finsler
manifold satisfying the CD.0;N / condition, withƒF �ƒ, and the setE � Œ0;L� satisfies
mh.E/ D w and ResD

F;h
.E/ � ı.

Proof. By a direct computation, recalling estimates(6.10) and (6.7), we obtain

ResDF;h.E/ �
Dh.b.E//

Nw1�1=N
� 1 �

b.E/N�1.1 � o.1//

DN�1w1�1=N
� 1

�
.w1=N .1 � o.1///N�1

w1�1=N
� 1 � o.1/:
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In order to prove an upper bound for the density, we present the following, purely
technical lemma.

Lemma 6.8. Fix N > 1 and consider the function f W Œ0; 1/ � Œ0;1�! R given by

f .t; �/ D
1C � � tN

1 � t
�

Define the function g by

(6.12) g.�/ D sup¹t � s W f .t; 0/ � f .s; �/º:

Then lim�!0 g.�/ D 0.

Proof. The proof is by contradiction. Suppose that there exist " > 0 and three sequences
.�n/n, .tn/n, and .sn/n such that �n ! 0, f .tn; 0/ � f .sn; �n/, and tn � sn > ". Up to
taking a sub-sequence, we can assume that tn ! t and sn ! s, hence 1 � t � s C ". The
functions f .�; �n/ converge to f .�; 0/, uniformly in the interval Œ0; 1 � "=2�. This implies
f .sn; �n/! f .s; 0/, yielding f .t; 0/ � f .s; 0/. Since t 7! f .t; 0/ is strictly increasing,
we obtain t � s � t � ", which is a contradiction.

We now obtain an upper bound for h in the interval Œa.E/; b.E/� going in the opposite
direction of the Bishop–Gromov inequality.

Proposition 6.9. FixN > 1, L > 0, andƒ � 1. Then, for w! 0 and ı! 0, it holds that

(6.13) h.x/� h.b.E//
� x

b.E/
Co.1/

�N�1
; uniformly with respect to x2 Œa.E/; b.E/�;

where D � 4Lƒ, D0 2 .0;D�, .Œ0;D0�; F; hL1/ is a one-dimensional measured Finsler
manifold satisfying the oriented CD.0;N / condition, withƒF �ƒ, and the setE � Œ0;L�
satisfies mh.E/ D w and ResD

F;h
.E/ � ı.

Proof. Fix x 2 Œa.E/; b.E/�. In order to ease the notation, define

a WD a.E/; b WD b.E/; k WD h.x/1=.N�1/ and l WD h.b.E//1=.N�1/:

The concavity of h1=.N�1/ yields

h.y/ �
�y
x

�N�1
kN�1; 8y 2 Œa; x�;

h.y/ �
�
l C .k � l/

b � y

b � x

�N�1
; 8y 2 Œx; b�:

If we integrate, we obtain

w �

Z x

a

yN�1

xN�1
kN�1 dy C

Z b

x

�
l C .k � l/

b � y

b � x

�N�1
dy

D
kN�1 .xN � aN /

NxN�1
C
b � x

N

lN � kN

l � k
,
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yielding

1 � .k=l/N

1 � k=l
�
Nw � kN�1.xN�aN /

xN�1

lN�1.b � x/
D

Nw
blN�1

�
kN�1.xN�aN /

b.lx/N�1

1 � x=b

�

Nw
blN�1

�
xN�aN

bN

1 � x=b
D

Nw
blN�1

C
aN

bN
�
xN

bN

1 � x=b
,

where in the last inequality we used the Bishop–Gromov inequality, written in the form
kN�1=lN�1�xN�1=bN�1. We now estimate the termsNw=blN�1 and aN =bN . Regard-
ing the former, taking into account (6.7) and the isoperimetric inequality (5.6), we deduce

Nw

blN�1
D

Nw

b.E/ h.b.E//
�

Nw

b.E/ h.rh.w//

�
Nw

Dw1=N .1 � o.1// N
D
w1�1=N .1 �O.w1=N /

D 1C o.1/:

Conversely, we estimate the latter term (recall (6.6) and (6.8)) as

aN

bN
D
a.E/N

b.E/N
�

DN o.w/

DNw.1 � o.1//N
D o.1/:

Putting all the pieces together, we obtain

f
�k
l
; 0
�
D
1 � .k=l/N

1 � k=l
�

Nw
blN�1

C
aN

bN
�
xN

bN

1 � x=b
�
1C o.1/ � xN

bN

1 � x=b
D f

�x
b
; o.1/

�
;

where f is the function of Lemma 6.8. Applying this lemma, we get

k

l
�
x

b
� g.o.1// D o.1/:

If we explicit the definitions of k, l , and b, it turns out that the inequality above is precisely
the thesis.

6.3. Rescaling the diameter and renormalizing the measure

So far, we have obtained an estimate of the densities h and the set E. The presence of
the factor 1=DN in the estimate (6.10) suggests the need of a suitable rescaling to get a
non-trivial limit estimate. We rescale the space by 1=b.E/, and renormalize the measure
by mh.E/.

Fix k > 0 and define the rescaling transformation Sk.x/ D x=k. Given a density
hW Œ0;D0�! R and E � Œ0; L�, we define

�h;E D .Sb.E//#

� mhxE
mh.E/

�
2 P .Œ0; 1�/:

Clearly, �h;E � L1, so we denote by QhE W Œ0; 1� ! R the Radon–Nikodym derivative
d�h;e=dL1. The density QhE can be explicitly computed:

(6.14) QhE .t/ D 1E .b.E/t/
b.E/

mh.E/
h.b.E/t/:
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Notice that, since E could be disconnected, the indicator function in (6.14) prevents
Qh
1=.N�1/
E from being concave, i.e., QhE possibly fails the oriented CD.0; N / condition.

However, in the limit, the CD.0;N / condition reappears, as it is explicated by the follow-
ing proposition.

Proposition 6.10. Fix N > 1, L > 0, and ƒ � 1. Then, for w ! 0 and ı ! 0, it holds
that

k QhE �Nt
N�1
kL1.0;1/ � o.1/;

where D � 4Lƒ, D0 2 .0;D�, .Œ0;D0�; F; hL1/ is a one-dimensional measured Finsler
manifold satisfying the CD.0;N / condition, withƒF �ƒ, and the setE � Œ0;L� satisfies
mh.E/ D w and ResD

F;h
.E/ � ı.

Proof. Fix t 2 Œ0; 1�. The proof is divided in four parts.

Part 1. Estimate from below and t > a.E/=b.E/.
Since t > a.E/=b.E/, then t b.E/ 2 E (for a.e. t ). A direct computation gives

QhE .t/ D
b.E/

w
h.tb.E// �

Nb.E/N

DNw
tN�1.1 � o.1//

�
NDNw.1C o.1//N

DNw
tN�1.1 � o.1// D NtN�1 � o.1/;

having used the estimate (6.10), with x D tb.E/, in the first inequality, and (6.7) in the
second inequality.

Part 2. Estimate from below and t � a.E/=b.E/.
In this case, it may happen that tb.E/ … E, so the best estimate from below is the

non-negativity. For this reason, here we exploit the fact that the interval Œ0; a.E/=b.E/� is
“short” and that t � a.E/=b.E/. A direct computation gives (recall (6.7) and (6.8))

QhE .t/ � 0 � Nt
N�1
�NtN�1 � NtN�1 �N

a.E/N�1

b.E/N�1

� NtN�1 �N
DN�1o.w1�1=N /

DN�1w1�1=N .1C o.1//N�1
� NtN�1 � o.1/:

Part 3. Estimate from above and t � a.E/=b.E/.
We use estimate (6.13), with x D tb.E/, deducing

QhE .t/ D
b.E/

w
h.tb.E// �

b.E/

w
h.b.E//.tCo.1//N�1�

b.E/

w
h.b.E//.tN�1Co.1//

�
Dw1=N .1C o.1//

w
PF;h.E/.t

N�1
C o.1//

D
Dw1=N .1C o.1//

w

N

D
w1�1=N .1C ResDF;h.E//.t

N�1
C o.1//

� N.1C o.1//.1C ı/.tN�1 C o.1// D NtN�1 C o.1/

(in the second inequality we used the uniform continuity of t 2 Œ0; 1� 7! tN�1; in the third
one, estimate (6.6)).
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Part 4. Estimate from above and t � a.E/=b.E/.
Without loss of generality, we can assume that a.E/ 2 E. Using the previous part, we

compute

QhE .t/ D b.E/
1E .tb.E//

mh.E/
h.b.E/t/ �

b.E/

mh.E/
h.b.E/t/ �

b.E/

mh.E/
h.a.E//

D QhE

�a.E/
b.E/

�
� N

�a.E/
b.E/

�N�1
C o.1/ � o.1/ � NtN�1Co.1/:

The following theorem summerizes the contents of this section. Notice that the func-
tion ! takes as argument the positive part of the residual, and not the residual itself.

Theorem 6.11. Fix N > 1, L > 0, and ƒ � 1. Then there exists a function !W .0;1/ �
Œ0;1/! R, infinitesimal in 0, such that the following holds. For all D � 4Lƒ, D0 2
.0; D/, for all .Œ0; D0�; F; hL1/ one-dimensional measured Finsler manifold satisfying
the oriented CD.0;N / condition with ƒF � ƒ, and for all E � Œ0; L�, it holds that

jb.E/ �Dmh.E/
1=N
j � Dmh.E/

1=N!.mh.E/; .ResDF;h.E//
C/;(6.15)

k QhE �Nt
N�1
kL1 � !.mh.E/; .ResDF;h.E//

C/;(6.16)

ResDF;h.E/ � �!.mh.E/; .ResDF;h.E//
C/;(6.17)

where b.E/D ess supE and QhE is the density of mh.E/
�1.Sb.E//#mhxE , with Sb.E/.x/

D x=b.E/.

7. Passage to the limit as R !1

We now go back to studying the identity case of the isoperimetric inequality. Fix E a
bounded Borel set with positive measure such that

P.E/ D N.!N AVRX /
1=Nm.E/1�1=N ;

where .X;F;m/ is a CD.0;N /measured Finsler manifold having AVRX > 0. We will use
the notation introduced Section 4. Denote by 'R the 1-Lipschitz Kantorovich potential
associated to fR D 1E � m.E/

m.BR/
1BR . If we add a constant to 'R, we still get a Kan-

torovich potential, so we can assume that the family 'R is equibounded on every bounded
set. The Ascoli–Arzelà theorem, together with a diagonal argument, implies that, up to
subsequences, 'R converges to a certain 1-Lipschitz function '1, uniformly on every
compact set.

We recall the disintegration given by Proposition 4.1:

mx yTRD
Z
QR

ym˛;R yqR.d˛/ and P.EI � / �

Z
QR

P yX˛;R.EI � / yqR.d˛/:(7.1)

The effort of this section goes in the direction to understand how the properties of
the disintegration behave at the limit, and to try to pass to the limit in the disintegration.
Throughout this section, we set � D . m.E/

!N AVRX
/1=N .
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Before going on, using the self-improvement estimate of the residual (6.17), we prove
the following proposition.

Proposition 7.1. Up to taking subsequences, it holds that

(7.2) lim
R!1

ResQR.x/;R D 0; mxE -a.e.:

Proof. Corollary 5.6 guarantees that

lim sup
R!1

Z
E

ResQR.x/;R m.dx/ � 0;

Using estimate (6.17), we estimate the negative part of the residual:

.ResQR.x/;R/
�
� !

� m.E/

m.BR/
; .ResQR.x/;R/

C
�
D !

� m.E/

m.BR/
; 0
�
;

where ! is a function, infinitesimal in .0; 0/. The L1-norm of the residual is given by

kResQR.x/;R kL1.E Im/ D 2

Z
E

.ResQR.x/;R/
� dmC

Z
E

ResQR.x/;R dm:

Taking into account the previous inequality and, again, Corollary 5.6, we deduce that
ResQR.x/;R, converges to 0 in L1. By taking a subsequence, we obtain (7.2).

7.1. Passage to the limit of the radius

First of all, we define the radius function rRWE ! Œ0; diamE�. Fix x 2 E \ yTR and let

Ex;R WD .gR.QR.x/; �//
�1.E/ � Œ0; j yXQR.x/;Rj�:

Define

rR.x/ WD

´
ess supEx;R; if x 2 E \ yTR;
0; otherwise.

(7.3)

Notice that rR.x/ D b.Ex;E /, where the notation b.E/ was introduced in Section 6.1.
The radius function is defined onE for two motivations: we require a common domain

not depending on R and the domain must be compact.

Remark 7.2. The set E \ yTR has full mxE -measure in E, hence it does not really matter
how rR is defined outside E \ yTR. This fact is relevant, because we will only take limits
in the mxE -a.e. sense.

The next proposition ensures that, in the limit as R!1, the function rR converges
to �, which is precisely the radius that we expect.

Proposition 7.3. Up to subsequences, it holds true

lim
R!1

rR D � D
� m.E/

!NAVRX

�1=N
; mxE -a.e.
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Proof. By Proposition 7.1, there exist a sequenceRn and a negligible subsetN �E, such
that limn!1 ResQRn .x/;Rn

D 0, for all x 2 E nN .

Define G WD
T
n
yTRn nN , and notice that m.E nG/ D 0. Fix n 2 N and x 2 G and

let ˛ WDQRn.x/ 2 QRn . Clearly, it holds

jrRn.x/ � �j �
ˇ̌̌
rRn.x/ � .Rn C diamE/

� m.E/

m.BRn/

�1=N ˇ̌̌
C

ˇ̌̌
.Rn C diamE/

� m.E/

m.BRn/

�1=N
� �

ˇ̌̌
:

The second term goes to 0 by definition of AVR, so we focus on the first term. Consider
the ray . yX˛;Rn ; F; ym˛;Rn/. By definition, we have that

ResRnCdiamE
h˛;Rn

.Ex;Rn/ D Res˛;Rn :

We can now use Theorem 6.11 (in particular, estimate (6.15)), obtainingˇ̌̌
rRn.x/ � .Rn C diamE/

� m.E/

m.BRn/

�1=N ˇ̌̌
D
ˇ̌
rRn.x/ � .Rn C diamE/.mh˛;Rn

.Ex;Rn//
1=N

ˇ̌
� .Rn C diamE/mh˛;Rn

.E/1=N !
�
mh˛;Rn

.E/; .ResRnCdiamE
F;h˛;Rn

.Ex;Rn/
C/
�

D .Rn C diamE/
� m.E/

m.BRn/

�1=N
!
� m.E/

m.BRn/
; .ResQR.x/;Rn/

C
�
:

Taking the limit as n!1, we conclude the proof.

7.2. Passage to the limit of the rays

Consider now a constant-speed parametrization of the rays inside the set E:

(7.4) x;Rs WD

´
gR.QR.x/; s rR.x//; if x 2 E \ yTR;
x; otherwise,

where x 2 E and s 2 Œ0; 1�. Remark 7.2 applies also to the map x 7! x;R. A direct
consequence of the definition of x;R and the properties of the disintegration are

d.x;Rt ; x;Rs / D 'R.
x;R
t / � 'R.

x;R
s /; 8 0 � t � s � 1; for m-a.e. x 2 E;(7.5)

d.x;R0 ; 
x;R
1 / D rR.x/; for m-a.e. x 2 E;(7.6)

x 2 x;R; for m-a.e. x 2 E:(7.7)

Please notice the order of the quantifiers in (7.5): that equation means that 9N � E negli-
gible such that 8t � s, 8x 2 E nN , (7.5) holds true. In equation (7.7), the expression x 2
x;R means that 9t 2 Œ0; 1� such that x D x;Rt , or, equivalently, mint2Œ0;1� d.x; 

x;R
t /D 0.
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In order to compute the limit behaviour of x;R as R !1, we proceed as follows.
Define the set K WD ¹ 2 Geo.X/ W 0; 1 2 Eº; this set is compact by the Ascoli–Arzelá
theorem. Define the measure (having mass m.E/)

�R WD .Id �  � ;R/#mxE 2M.E �K/:

The measures �R enjoy the following immediate properties:

.P1/#�R D mxE ; and  D x;R; for �R-a.e. .x; / 2 E �K:(7.8)

The properties (7.5)–(7.7) can be restated using a more measure-theoretic language:

d.et ./; es.// � 'R.et .//C 'R.es.// D 0;

8 0 � t � s � 1; for �R-a.e. .x; / 2 E �K;
(7.9)

d.e0./; e1.// � rR.x/ D 0; for �R-a.e. .x; / 2 E �K;(7.10)

x 2 ; for �R-a.e. .x; / 2 E �K(7.11)

Clearly, the family of measures .�R/R>0 is tight, thus, by the Prokhorov theorem, we can
extract a sub-sequence such that �R* � weakly, i.e.,

R
E�K

 d�R!
R
E�K

 d� , for all
 2 Cb.E �K/.

The next proposition guarantees that the properties (7.9)–(7.11) pass to the limit as
R!1.

Proposition 7.4. For � -a.e. .x; / 2 E �K, it holds that

d.et ./; es.// D '1.et .// � '1.es.//; 8 0 � t � s � 1;(7.12)
d.e0./; e1.// D �;(7.13)
x 2 :(7.14)

Proof. Fix t � s and integrate (7.9) in E �K, obtaining

0 D

Z
E�K

.d.et ./; es.// � 'R.et .//C 'R.es./// �R.dx d/

D

Z
E�K

Lt;s'R./ �R.dx d/;

having set Lt;s ./ WD d.et ./; es.// �  .et .//C  .es.//. The map Lt;s'R WK ! R is
clearly continuous and converges uniformly (recall that 'R ! '1 uniformly on every
compact) to Lt;s'1 . Therefore, we can take the limit in the equation above, obtaining

0 D

Z
E�K

Lt;s'1./ �.dx d/

D

Z
E�K

.d.et ./; es.// � '1.et .//C '1.es./// �.dx d/:

The 1-lipschitzianity of '1, yields Lt;s'1./ � 0, 8 2 K, hence

d.et ./; es.// D '1.et .// � '1.es.// for � -a.e. .x; / 2 E �K:

In order to conclude, fix a countable dense subset P � Œ0; 1�, and find a � -negligible set
N � E �K such that the equation above is true outside N for all t � s in P . By density
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of P and the uniform continuity in the variables t and s, the equation above holds true
also for t and s not in P , thus obtaining (7.12).

Now we prove (7.13). The idea is similar, but now we need to be more careful, for the
function rR fails to be continuous. We integrate equation (7.10), obtaining

0 D

Z
E�X

jd.e0./; e1.// � rR.x/j �R.dx d/:

We are in position to apply Lusin’s and Egorov’s theorems. Fix " > 0 and find a compact
M � E, such that: (1) the restrictions rRjM are continuous; (2) the restricted maps rRjM
converge uniformly to �; and (3) m.E nM/ � ". We now compute the limit

0 D lim
R!1

Z
E�K

jd.e0./; e1.// � rR.x/j �R.dx d/

� lim inf
R!1

Z
M�K

jd.e0./; e1.// � rR.x/j �R.dx d/

�

Z
M�K

jd.e0./; e1.// � �j �.dx d/ � 0:

Therefore,
d.e0./; e1.// D �; for � -a.e. .x; / 2M �K:

This means that the equation above holds true except for a set of measure at most ", and
by letting "! 0, we conclude.

Finally, we prove (7.14). In this case, consider the continuous, non-negative function
L.x; / WD inft2Œ0;1� d.x; et .//. Equation (7.11) implies

0 D

Z
E�K

L.x; / �R.dx d/:

This equation passes to the limit as R!1, so the conclusion immediately follows.

7.3. Disintegration of the measure and the perimeter

Having in mind the disintegration formula (7.1), we define the mapE 3 x 7!�x;R 2P .E/

as follows:

�x;R WD

´
m.BR/
m.E/

. ymQR.x/;R/xE ; if x 2 E \ yTR;
ıx ; otherwise.

A direct computation (recall (4.4)–(4.5)) gives

m.A \E/ D

Z
QR

ym˛;R.A \E/ yqR.d˛/

D
m.BR/

m.E/

Z
QR

ym˛;R.A \E/ .QR/#.mxE /.d˛/

D
m.BR/

m.E/

Z
X

ymQR.x/;R.A \E/mxE .dx/ D
Z
X

�x;R.A/mxE .dx/;

thus the following disintegration formula holds:

(7.15) mxED
Z
E

�x;R mxE .dx/:
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Remark 7.5. We briefly discuss the measurablity of the integrand function in (7.15). It
holds that the map x 7! �x;R.A/ is measurable and the formula (7.15) holds. Indeed, the
map x 7! �x;R.A/ is (up to excluding the a negligible set) the composition of the maps
QR 3 ˛ 7!

m.BR/
m.E/

ym˛;R.A\E/ and the projection QR. The first map is yqR-measurable,
whereas the map QR is m-measurable, with respect to the � -algebra of QR, thus the
composition is measurable.

Since ym˛;R D .gR.˛; �//#.h˛;RL1x
Œ0;j yX˛;Rj�

/, we can compute explicitly the mea-
sure �x;R (recall that by (7.3) rR.x/ D ess supEx;R, for mxE -a.e. x):

�x;R D
m.BR/

m.E/
.gR.QR.x/; �//#

�
.gR.QR.x/; �//

�1.E/hQR.x/;RL1xŒ0;rR.r/�
�

D .gR.QR.x/; �//#

�
1Ex;R

m.BR/

m.E/
hQR.x/;RL1xŒ0;rR.x/�

�
D .x;R/#. Qh

x;R
E L1xŒ0;1�/; for mxE -a.e. x 2 E;

where
Qh
x;R
E .t/ D 1Ex;R.rR.x/t/ rR.x/

m.BR/

m.E/
hQR.x/;R.rR.x/t/:

Having in mind (4.6), we can perform a similar operation for the perimeter. Indeed, in
the natural parametrization of the rays, if we consider only the “right extremal” of Ex;R
and the fact that F.@t / D 1, it holds that

hR;QR.x/.rR.x//ırR.x/ � PF;hR;QR.x/
.Ex;RI � /:

This observation, naturally leads to the definition

px;R WD

´
min

°
m.BR/
m.E/

hR;QR.x/.rR.x//;
N
�

±
ıgR.QR.x/;rR.x//; if x 2 E \ yTR;

N
�
ıx ; if x 2 E n.E \ TR/:

Using the maps x;R and Qhx;R, we rewrite px;R as

px;R D

8̂̂<̂
:̂

min
° Qhx;R.1/

d.x;R0 ; 
x;R
1 /

;
N

�

±
ı

x;R
1
; if x 2 E \ yTR;

N

�
ıx ; if x 2 E n.E \ TR/:

By definition of px;R, we have that

px;R �
m.BR/

m.E/
PXR;QR.x/

.EI � /; for mxE -a.e. x 2 E;

deducing the following “disintegration” formula (equations (4.6) and (4.5) are taken into
account):

(7.16)
P.EIA/ �

Z
QR

PX˛;R.EIA/ yqR.d˛/ D
m.BR/

m.E/

Z
E

PXR;QR.x/
.EIA/mxE .dx/

�

Z
E

px;R.A/mxE .dx/; 8A � E Borel:
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Define now the compact set F WD e.0;1/.K/ D ¹t W  2 K; t 2 Œ0; 1�º and let S �
MC.F / be the subset of the non-negative measures on F with mass at mostN=�. The sets
P .F / and S are naturally endowed with the weak topology of measures. Since K and F
are compact Hausdorff spaces, the Riesz–Markov representation theorem implies that the
weak topology on P .F / and S coincides with the weak* topology induced by the duality
against continuous functions C.K/ and C.F /, respectively. The weak* convergence can
be metrized on bounded sets, if the primal space is separable; here we chose as a metric

(7.17) d.�; �/ D

1X
kD1

1

2k kfkk1

ˇ̌̌ Z
X

fk d� �

Z
X

fk d�
ˇ̌̌
;

where ¹fkºk is a dense set in C.X/. We endow the spaces P .F / and S with the distance
defined in (7.17), making them two compact metric spaces.

Define now the map GRWE �K ! P .F / � S as

GR.x; / WD
�
#. Qh

x;R
E L1xŒ0;1�/;min

° QhEx;R.1/

d.e0./; e1.//
;
N

�

±
ıe1./

�
:

Clearly, the function GR is measurable with respect to the variable x and continuous with
respect to the variable  . Define the measure (having mass m.E/)

�R WD .Id �GR/#�R 2MC.E �K �P .F / � S/:

In order to ease the notation, we set Z D E �K �P .F / � S .

Proposition 7.6. The measure �R enjoys the following properties. For all  2 C 0
b
.E/,

(7.18)
Z
E

 dm D

Z
Z

Z
E

 .y/�.dy/ �R.dx d d�dp/;

and for all  2 C 0
b
.E/,  � 0,

(7.19)
Z
E

 .y/P.E; dy/ �

Z
Z

Z
E

 .y/ p.dy/ �R.dx d d�dp/:

Proof. Fix a test function  2 C 0
b
.E/. Notice that for �R-a.e. .x; ; �; p/ 2 Z, we have

that � D �x;R, because

� D #. Qh
x;R
E L1xŒ0;1�/ D .x;R/#. Qhx;RE L1xŒ0;1�/ D �x;R; for �R-a.e. .x; ; �; p/ 2 Z;

and we used the fact that  D x;R for �R-a.e. .x; / 2 E � K. We conclude the proof
of (7.18) by a direct computation:Z

E

 dm D

Z
E

Z
E

 .y/�x;R m.dx/ D

Z
Z

Z
E

 .y/�x;R.dy/ �R.dx d d�dp/

D

Z
Z

Z
E

 .y/�.dy/ �R.dx d d�dp/:
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Now fix an open set � � X and compute, having in mind (7.16),

P.EI�/ �

Z
E

min
° QhEx;R.1/

d.x;R0 ; 
x;R
1 /

;
N

�

±
ı

x;R
1
.�/ dm.dx/

D

Z
Z

min
° QhEx;R.1/

d.e0.x;R/; e1.x;R//
;
N

�

±
ıe1.x;R/.�/ d�R.dx d d�dp/

D

Z
Z

min
° QhEx;R.1/

d.e0./; e1.//
;
N

�

±
ıe1./.�/ d�R.dx d d�dp/:

Taking into account that

p D min
° QhEx;R.1/

d.e0./; e1.//
;
N.!N AVRX /1=N

m.E/1=N

±
ıe1./.�/; for �R-a.e. .x; ; �; p/ 2 Z;

we continue this chain of inequalities:

P.EI�/ �

Z
Z

min
° QhEx;R.1/

d.e0./; e1.//
;
N

�

±
ıe1./.�/ d�R.dx d d�dp/

D

Z
Z

p.�/ d�R.dx d d�dp/:

Since
P.EIA/ D inf¹P.EI�/ W � � A is openº

for any Borel set A, we can conclude.

Before taking the limit as R!1, we state a useful lemma.

Lemma 7.7. Let X be a Polish space, let Y and Z be two compact metric spaces, and
let m be a finite Radon measure on X . Consider a sequence of functions fnWX � Y ! Z

and f WX � Y ! Z such that f and fn are Borel-measurable in the first variable and
continuous in the second. Suppose that for m-a.e. x 2 X , the sequence fn.x; �/ con-
verges uniformly to f .x; �/. Consider a sequence of measures �n 2 MC.X � Y / such
that �n * � weakly in MC.X � Y / and .�X /#�n D m.

Then we have that

.Id � fn/#�n * .Id � f /#�; weakly in M.X � Y �Z/:

Proof. In order to ease the notation, set �nD .Id� fn/#�n and � D .Id� f /#�. Fix " > 0.
We make use an extension of the Egorov’s and Lusin’s theorems for functions taking
values in separable metric spaces (see Theorem 7.5.1 in [21] and Appendix D in [20]). In
this setting, we deal with maps taking value in C.Y;Z/, the space of continuous functions
between the compact spaces Y and Z, which is separable.

Therefore, there exists a compact K � X such that: (1) the maps x 2 K 7! fn.x; �/ 2

C.Y;Z/ are continuous; (2) the restrictions x 2K 7! fn.x; �/ converge to x 2K 7! f .x; �/,
uniformly in the space C.K; C.Y; Z//; and (3) m.X nK/ � ". Regarding point (2), this
implies that the restrictions fnjK�Y ! f jK�Y converge uniformly in K � Y .
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We test the convergence of �n against a function ' 2 C 0
b
.X � Y �Z/:ˇ̌̌ Z

X�Y�Z

' d�n �

Z
X�Y�Z

' d�
ˇ̌̌

� k'kC 0 .�n..X nK/ � Y �Z/C �..X nK/ � Y �Z//

C

ˇ̌̌ Z
K�Y�Z

' d�n �

Z
K�Y�Z

' d�
ˇ̌̌

D k'kC 0 .m.X nK/Cm.X nK//C
ˇ̌̌ Z
K�Y�Z

' d�n �

Z
K�Y�Z

' d�
ˇ̌̌

� 2" k'kC 0 C
ˇ̌̌ Z
K�Y�Z

' d�n �

Z
K�Y�Z

' d�
ˇ̌̌
:

Regarding the second term, we compute the integralZ
K�Y�Z

' d�n D

Z
K�Y

'.x; y; fn.x; y// �n.dx dy/:

Using compactness, one easily checks that '.x;y;fn.x;y// converges to '.x;y;f .x;y//
uniformly in K � Y . For this reason, together with the fact that �n * � weakly, we take
the limit in the equation above, concluding the proof:

lim
n!1

Z
K�Y

'.x;y;fn.x;y//�n.dxdy/D

Z
K�Y

'.x;y;f .x;y//�.dxdy/D

Z
K�Y�Z

'd�:

Corollary 7.8. Consider the function GWE �K ! P .F / � S defined as

G.x; / D
�
#.N t

N�1L1xŒ0;1�/;max
° N

d.e0./; e1.//
;
N

�

±
ıe1./

�
;

and let � WD .Id�G/#� . Then it holds that �R * � in the weak topology of measures.

Proof. We need only to check the hypotheses of the previous lemma. Due to Remark 2.2,
the irreversiblity of the distance is not harmful. The set E is compact, hence Polish. The
set K is compact, and so is P .F / � S (with respect to the distance given by (7.17)). The
maps GR are measurable and continuous in the first and second variables, respectively.
Finally, we need to see that for mxE -a.e. x, the limitGR.x;/!G.x;/ holds uniformly
in  . Fix x and  and pick  2 Cb.F / a test function, and computeˇ̌̌ Z

F

 .y/ #. Qh
x;R
E L1xŒ0;1�/.dy/ �

Z
F

 .y/ #.N t
N�1L1xŒ0;1�/.dy/

ˇ̌̌
D

ˇ̌̌ Z 1

0

 .t /. Qh
x;R
E �NtN�1/ dt

ˇ̌̌
� k kC.F / k Qh

x;R
E �NtN�1kL1 :

The right-hand side of the inequality is independent of  (but depends only on x and  ),
and converges to 0 by Theorem 6.11 (see in particular (6.16)). Therefore, the first compo-
nent of GR.x; / converges (in the weak topology of P .F /), uniformly with respect to 
(compare with (7.17)). For the other component, the proof is analogous, so we omit it.
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We conclude this section with a proposition reporting all the relevant properties of the
limit measure � .

Proposition 7.9. The measure � satisfies the following disintegration formulae. For all
 2 L1.EImxE /,

(7.20)
Z
E

 .y/m.dy/ D

Z
Z

Z 1

0

 .et .//Nt
N�1 dt �.dx d d�dp/;

and for all  2 L1.EIP.EI � //,

(7.21)
Z
E

 .y/P.EI dy/ D
N

�

Z
Z

 .e1.// �.dx d d�dp/:

Furthermore, for � -a.e. .x; ; �; p/ 2 Z, it holds

d.et ./; es.// D '1.et .// � '1.es.//; 80 � t � s � 1;(7.22)
d.e0./; e1.// D �;(7.23)
x 2 ;(7.24)

� D #.N t
N�1L1xŒ0;1�/;(7.25)

p D N
�
ıe1./:(7.26)

Proof. Equations (7.22)–(7.24) have been already proven (see equations (7.12)–(7.14)).
Equation (7.25) follows from the definition of G. Similarly, the defintion of G and equa-
tion (7.23) imply (7.26):

p D min
° N

d.e0./; e1.//
;
N

�

±
ıe1./ D

N

�
ıe1./:

We prove now equation (7.20). Given a function  2 C 0
b
.F / D C 0

b
.e.0;1/.K//, we

define L WP .F /! R as L .�/ D
R
F
 d�. This last function is bounded and continu-

ous with respect to the weak topology of P .F /, thus we can compute the limit using (7.18)
and (7.25):Z
E

 dm D lim
R!1

Z
Z

Z
F

 .y/�.dy/ �R.dx d d�dp/

D lim
R!1

Z
Z

L .�/ �R.dx d d�dp/ D

Z
Z

Z
F

 .y/�.dy/ �.dx d d�dp/

D

Z
Z

Z 1

0

 .et .//Nt
N�1 dt �.dx d d�dp/:

Using standard approximation arguments, we see that the equation above holds true also
for any  2 L1.EImxE /.

Regarding (7.21), one can analogously deduce thatZ
E

 .y/P.EI dy/ �
N

�

Z
Z

 .e1.// �.dx d d�dp/; 8 2L
1.EIP.EI � //;  � 0:

If we test the inequality above with  D 1, the inequality is saturated, thus the two mea-
sures have the same mass, so the inequality improves to an equality.
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7.4. Back to the classical localization notation

We are now in position to re-obtain a “classical” disintegration formula for the measure m,
as well as for the relative perimeter of E.

We recall the definition of some of the objects that were introduced in Section 2.4. For
instance, let �1 WD ¹.x; y/ W '1.x/ � '1.y/ D d.x; y/º and let T1 be the transport set,
i.e., the family of points passing through only one non-degenerate transport curve. Let A1
the set of branching points (i.e., points where two of more non-degenerate transport curves
pass). The sets of forward and backward branching points are defined as

AC1 WD ¹x 2 A1 W 9y ¤ x such that .x; y/ 2 �1º;(7.27)
A�1 WD ¹x 2 A1 W 9y ¤ x such that .y; x/ 2 �1º:(7.28)

We recall that A1 D AC1 [A�1 and that A1 is negligible. Let Q1 be the quotient set,
and let Q1 WT1!Q1 be the quotient map; denote by X˛;1 WDQ�1.˛/ the disintegra-
tion rays, and let g1 WDom.g1/ �Q1 � Œ0;1/! X be the standard parametrization of
the rays.

We introduce the function t˛ WX˛;1 ! Œ0;1/ defined as

t˛.x/ WD .g1.˛; � //
�1
D d.g1.Q1.x/; 0/; x/I

the function t˛ measures how much a point is translates from the starting point of the
ray X˛;1.

The following proposition guarantees that the geodesic on which the measure � is
supported lays on the transport set T1.

Proposition 7.10. For � -a.e. .x; ;�; p/ 2 Z, it holds that et ./ 2 T1, for all t 2 .0; 1/.

Proof. Clearly, for � -a.e. .x;;�;p/2Z,  is non-degenerate, hence et ./…D , where D

is the set where no non-degenerate transport curve pass. Therefore we need only to check
that et ./ 62 A1. We will prove only that et ./ ¤ AC1, for the case et ./ ¤ A�1 is
analogous. Fix " > 0 and let

P WD ¹.x; ; �; p/ 2 Z W e"./ 2 AC1 and conditions (7.20)–(7.26) holdº:

Notice that by definition of AC1, if .x; ; �; p/ 2 P , then t 2 AC1, for all t 2 Œ0; "�, thus
we can compute

0 D m.AC1/ D

Z
Z

Z 1

0

1AC1
.et .//Nt

N�1 dt �.dx d d�dp/

�

Z
P

Z "

0

1AC1
.et .//Nt

N�1 dt �.dx d d�dp/ � "N�.P /;

thus P is negligible. Fix now .x; ; �; p/ … P . By definition of AC1 and P , we have that
t 62AC1, for all t 2 Œ"; 1�. By arbitrariness of ", we deduce that for � -a.e .x; ;�;p/ 2 Z,
it holds that et ./ … AC1, for all t 2 .0; 1�.

Corollary 7.11. It holds that E � T1, and for � -a.e. .x; ; �; p/ 2 Z, we have that
et ./ 2 XQ.x/;1 and

(7.29) et ./ D g1.Q.x/; tQ.x/.e0.//C �t/:
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Define
yq WD

1

m.E/
.Q1/#.mxE /� .Q1/#mxT1 ;

and let Qq be a probability measure such that .Q1/#mxT1� Qq. The disintegration theorem
gives the following two formulae:

(7.30) mxED
Z
Q1

ym˛;1 yq.d˛/; and mxT1D

Z
Q1

zm˛;1 Qq.d˛/;

where the measures ym˛;1 and zm˛;1 are supported on X˛;1. By comparing the two
expressions above, it turns out that d yq

d Qq
.˛/ ym˛;1D 1E zm˛;1. The localization Theorem 2.9

(see also Remark 2.10) ensures that the transport rays .X˛;1; F; zm˛;1/ satisfy the ori-
ented CD.0; N / condition. On the contrary, we cannot deduce the same condition for the
other disintegration, because the reference measure is restricted to the set E, and not the
transport set. Consider the densities yh˛ and Qh˛ given by

ym˛;1 D .g1.˛; � //#.yh˛L1
.0;jX˛;1j/

/ and zm˛;1 D .g1.˛; � //#. Qh˛L1
.0;jX˛;1j/

/:

Clearly, it holds that d yq
d Qq
.˛/ yh˛.t/ D 1E .g.˛; t// Qh˛.t/, thus we can derive a somehow

weaker concavity condition for the function yh1=.N�1/˛ : for all x0; x1 2 .0; jX˛;1j/ and for
all t 2 Œ0; 1�, it holds that

yh˛..1 � t /x0 C tx1/
1=.N�1/

� .1 � t / yh˛.x0/
1=.N�1/

C t yh˛.x1/
1=.N�1/;

if yh˛..1 � t /x0 C tx1/ > 0:
A natural consequence is the following “Bishop–Gromov inequality”:

(7.31) the map r 7!
yh˛.r/

rN�1
is decreasing on the set ¹r 2 .0; jX˛;1j/ W yh˛.r/ > 0º.

Define the full-measure set yZ � Z as
yZ WD ¹.x; ; �; p/ 2 Z W x 2 E \ T1; and the properties given by

equations (7.20)–(7.21) and (7.29) holdº:

We partition yZ as follows:

yZ˛ WD ¹.x; ; �; p/ 2 yZ WQ1.x/ D ˛º;

and we disintegrate the measure � according to the partition . yZ˛/˛2Q1 :

(7.32) � D

Z
Q1

�˛ q.d˛/;

where the probability measures �˛ are supported on yZ˛ . Moreover, let �˛ 2 P .Œ0;1// be
the measure given by

�˛ WD
1

m.E/
.t˛ ı e0 ı �K/#.�˛/

(we recall that t˛ D .g1.˛; � //�1 and �K.x; ; �; p/ D  ).
The following proposition shows that the density Oh˛ can be seen as a convolution of

the model density and the measure �˛ .
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Proposition 7.12. For yq-a.e. ˛ 2 Q1, it holds that

yh˛.r/ D N!N AVRX

Z
Œ0;1/

.r � t /N�1 1.t;tC�/.r/ �˛.dt/; 8r 2 .0; jX˛;1j/:

Proof. Fix  2 L1.mxE / and compute its integral using equations (7.20) and (7.32):Z
E

 .x/m.dx/ D

Z
yZ

Z 1

0

 .et .//Nt
N�1 dt �.dx d d�dp/

D

Z
Q1

Z
yZ˛

Z 1

0

 .et .//Nt
N�1 dt �˛.dx d d�dp/q.d˛/:

Fix now ˛ 2 Q1 and compute (recall (7.29) and the definition of yZ)Z
yZ˛

Z 1

0

 .et .//Nt
N�1 dt �˛.dx d d�dp/

D

Z
yZ˛

Z �

0

 .es=�.//N
sN�1

�N
ds �˛.dx d d�dp/

D

Z
yZ˛

Z �

0

 .g1.Q.x/; t.˛; 0/C s//N
sN�1

�N
ds �˛.dx d d�dp/

D

Z
yZ˛

Z jX˛;1j
0

 .g1.˛; r//N
.r � t .˛; 0//

N�1

�N
�

� 1.t.˛;0/;t.˛;0/C�/.r/ dr �˛.dx d d�dp/

D

Z jX˛;1j
0

 .g1.˛; r//

Z
yZ˛

N
.r � t .˛; 0//

N�1

�N

� 1.t.˛;0/;t.˛;0/C�/.r/ �˛.dx d d�dp/ dr:

Therefore, by the uniqueness of the disintegration, we can conclude

Oh˛.r/ D

Z
yZ˛

N
.r � t .˛; 0//

N�1

�N
1.t.˛;0/;t.˛;0/C�/.r/ �˛.dx d d�dp/

D N!N AVRX

Z
Œ0;1/

.r � t /N�1 1.t;tC�/.r/ �˛.dt/:

Using the fact that yh˛ is a convolution, we deduce that �˛ is indeed the Dirac delta.

Proposition 7.13. For yq-a.e. ˛ 2 Q1, it holds that �˛ D ı0.

Proof. Let T WD inf supp �˛ . If we set r 2 .T; T C �/, we can compute

yh˛;1.r/

N!N AVRX
D

Z
Œ0;1/

.r � t /N�1 1.t;tC�/.r/ �˛.dt/ D
Z
ŒT;r/

.r � t /N�1 �˛.dt/

�

Z
ŒT;r/

�r � T
2

1ŒT;.rCT /=2�.t/
�N�1

�˛.dt/ D
.r � T /N�1

2N�1
�˛.ŒT;

rCT
2
�/:(7.33)
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By definition of T , we have that �˛.ŒT; .r C T /=2�/ > 0, hence yh˛.r/ > 0, for all r 2
.T; T C �/. On the other hand,

(7.34)
yh˛;1.r/ D N!N AVRX

Z
ŒT;r/

.r � t /N�1 �˛.dt/

� N!N AVRX .r � T /
N�1 �˛.ŒT; r//! 0: as r ! TC:

We claim that T D 0. Indeed, if T > 0, then

lim
r!TC

yh˛.r/

rN�1
D 0;

contradicting (7.31). We derive now the non-increasing function

.0; �/ 3 r 7!
yh˛.r/

rN�1
D
N!N AVRX
rN�1

Z
Œ0;r/

.r � t /N�1 �˛.dt/;

obtaining

0 � N!N AVRX
�1 �N
rN

Z
Œ0;r/

.r � t /N�1 �˛.dt/C
1

rN�1
d

dr

Z
Œ0;r/

.r � t /N�1 �˛.dt/
�
:

We compute the second term:

d

dr

Z
Œ0;r/

.r � t /N�1 �˛.dt/

D lim
h!0

Z
Œr;rCh/

.rCh� t /N�1

h
�˛.dt/C lim

h!0

Z
Œ0;r/

.rCh� t /N�1�.r� t /N�1

h
�˛.dt/

� 0C

Z
Œ0;r/

lim
h!0

.rCh� t /N�1�.r� t /N�1

h
�˛.dt/ D .N�1/

Z
Œ0;r/

.r� t /N�2 �˛.dt/;

yielding

0 � .1 �N/

Z
Œ0;r/

.r � t /N�1 �˛.dt/C r
d

dr

Z
Œ0;r/

.r � t /N�1 �˛.dt/

� .N � 1/

Z
Œ0;r/

.r.r � t /N�2 � .r � t /N�1/ �˛.dt/

D .N � 1/

Z
Œ0;r/

t .r � t /N�2 �˛.dt/:

The inequality above gives �˛..0; r//D 0, for all r 2 .0;�/, hence �˛.0;�/D 0. We deduce
that

yh˛.r/DN!N AVRX

Z
Œ0;r/

.r � t /N�1 �˛.dt/DN!N AVRX r
N�1�˛.¹0º/; 8r 2 .0; �/:

If �˛.Œ�;1//D 0, then �˛ D ı0 (because �˛ has mass 1), completing the proof. Assume on
the contrary that �˛.Œ�;1// > 0, and let S WD inf supp.�˛xŒ�;1//� �. In this case, follow-
ing the computations (7.33) and (7.34), with S in place of T , we deduce limr!SC

yh˛.r/D

0, contradicting (7.31).
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Corollary 7.14. For yq-a.e. ˛ 2 Q1, for �˛-a.e. .x; ; �; p/ 2 Z˛ , it holds that et ./ D
g.˛; �t/, 8t 2 Œ0; 1�.

Proof. The fact that �˛ D ı0 implies t˛.0/ D 0 for �˛-a.e. .x;  �; p/ 2 yZ˛ , hence,
recalling the disintegration formula (7.29) and the definition of zZ, we deduce that et ./D
g.˛; t˛.e0/C �t/ D g.˛; �t/.

The next corollary concludes the discussion of the limiting procedures of the disinte-
gration.

Corollary 7.15. For yq-a.e. ˛ 2 Q1, it holds that

yh˛.r/ D N!N AVRX1.0;�/.r/rN�1:

Moreover, the following disintegration formulae hold true:

mxED N!N AVRX

Z
Q1

.g1.˛; � //#.r
N�1 L1x.0;�// yq.d˛/;(7.35)

P.EI � / D P.E/

Z
Q1

ıg1.˛;�/ yq.d˛/:(7.36)

Proof. We need only to prove equation (7.36). Equation (7.21) and Corollary 7.14 yieldZ
E

 .x/P.EI dx/ D
N

�

Z
yZ

 .e1.// �.dx d d�dp/

D
N

�

Z
Q1

Z
yZ˛

 .e1.// �˛.dx d d�dp/ yq.d˛/

D
N

�

Z
Q1

 .g1.˛; �//

Z
yZ˛

�˛.dx d d�dp/ yq.d˛/;

for all  2 L1.EIP.EI � //.

8. E is a ball

The aim of this section is to prove that E coincides with a ball of radius �, and to extend
the disintegration formula to the whole manifold. Before starting the proof, we give a
topological technical lemma. This lemma is, in some sense, a weak formulation of the
statement: let � be an open connected subset of a topological space X and let E � X be
any set; if � \E ¤ ; and �nE ¤ ;, then we have that @E \� ¤ ;.

Lemma 8.1. Let .X; F;m/ be measured Finsler manifold (with possible infinite revers-
ibility). Let E � X be a Borel set and let � � X be an open connected set with finite
measure. If m.E \�/ > 0 and m.�nE/ > 0, then P.EI�/ > 0.

Proof. Assume first that the manifold is Riemannian. In this case, we can assume by
contradiction that P.EI�/ D 0, yielding that the BV function 1E is constant in �. But
this contradicts the hypotheses m.E \�/ > 0 and m.�nE/ > 0.
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We now drop the Riemannianity hypothesis. As we stressed out in Remark 2.2, there
exists a Riemannian metric g such that its dual metric g�1 in T �X satisfies

p
g�1.!; !/�

F �.!/, for all! 2T �X . By definition of perimeter, there exists a sequence un 2Liploc.�/

such that un! 1E in L1loc and
R
�
j@unjdm! P.X;F;m/.EI�/. Since g�1.dun; dun/ �

F �.�dun/ D j@unj a.e. in �, we conclude that P.X;g;m/.EI�/ � P.X;F;m/.EI�/.

Proposition 8.2. For yq-a.e. ˛ 2 Q1, it holds that

'1.g1.˛; 0// � ess sup
E

'1; and '1.g1.˛; �// � ess inf
E

'1:

Proof. We prove only the first inequality; the second has the same proof. In order to ease
the notation, defineM WD ess supE '1. LetH WD ¹˛ 2Q1 W '1.g1.˛; 0// �M C 2"º.
Consider the following measure on E:

n.T / WD N!N AVRX

Z
H

Z "

0

1T .g1.˛; r//rN�1 dr yq.d˛/; 8T � E Borel:

Clearly, n�m (compare with (7.35)), thus '1.x/�M , for n-a.e. x 2E. If we compute
the integral

0 �

Z
E

.'1.x/�M/n.dx/ D N!N AVRX

Z
H

Z "

0

.'1.g1.˛; t// �M/tN�1 dt yq.d˛/

D N!N AVRX

Z
H

Z "

0

.'1.g1.˛; 0// � t �M/tN�1 dt yq.d˛/

� N!N AVRX

Z
H

Z "

0

"tN�1 dt yq.d˛/ D "N yq.H/;

we can deduce that yq.H/ D 0 and, by arbitrariness of ", we conclude.

Theorem 8.3. There exists a (unique) point o 2 X such that, up to a negligible set, we
have E D BC.o; �/, where � D . m.E/

!N AVRX
/1=N . Moreover, it holds that

(8.1) '1.o/ D ess sup
E

'1 D max
BC.o;�/

'1:

Proof. Define zE WD supp 1E . Recall that by definition of support, zE D
T
C C , where the

intersection is taken among all closed sets C such that m.E nC/ D 0; and in particular
m.E n zE/ D 0. Let o 2 arg max zE '1. By definition of zE, we have that max zE '1 D
ess supE '1, deducing the first equality of (8.1). The other equality in (8.1) will follow
from the fact E D BC.o; �/ (up to a negligible set).

It is sufficient to prove only that BC.o; �/ � E, for the other inclusion is automatic
Indeed, the Bishop–Gromov inequality, together with the definition of asymptotic volume
ratio, yields

m.E/ � m.BC.o; �// � !NAVRX�
N
D m.E/;

and the equality of measures improves to an equality of sets.
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Fix now " > 0 and define A D BC.o; � � "/. If m.AnE/ D 0, then we deduce that
BC.o; � � "/ � E and, by arbitrariness of ", we can conclude.

Suppose on the contrary that m.AnE/> 0. Clearly,A is connected and m.A\E/> 0
(otherwise o … zE), so we can apply Lemma 8.1 obtaining P.EIA/ > 0. DefineH D ¹˛ 2
Q1 W g1.˛; �/ 2 Aº. The set H is non-negligible because (recall (7.36))

0 <
P.EIA/

P.E/
D

Z
Q1

1A.g1.˛; �// yq.d˛/ D
Z
H

1A.g1.˛; �// yq.d˛/ D yq.H/:

By Lipschitz-continuity of '1, we deduce

'1.x/ � '1.o/ � �C " �M � �C "; 8x 2 A D B
C.o; � � "/;

hence
'1.g1.˛; �// �M � �C "; 8˛ 2 H:

Continuing the chain of inequalities, we arrive at

'1.g1.˛; 0// D '1.g1.˛; �//C � �M C "; 8˛ 2 H:

The line above, together with the fact that yq.H/ > 0, contradicts Proposition 8.2.

8.1. '1.x/ coincides with �d.o; x/

The present section is devoted to proving that '1.x/ D �d.o; x/C '1.o/.

Proposition 8.4. For yq-a.e. ˛ 2 Q1, it holds that

d.o; g1.˛; t// D t; 8t 2 Œ0; ��:(8.2)

Proof. By the 1-lipschitzianity of '1 and the fact that E D BC.o; �/ (up to a negligible
set), we deduce that '1.x/ � '1.o/ � �, for m-a.e. x 2 E. Henceforth, Proposition 8.2
and equation (8.1) yield

'1.g1.˛; 0// � '1.o/ and '1.g1.˛; �// � '1.o/ � �:

Since d
dt
'1.g1.˛; t// D �1, t 2 .o; �/, the inequalities above are saturated, i.e., it holds

that
'1.g1.˛; t// D '1.o/ � t; 8t 2 Œ0; ��; for yq-a.e. ˛ 2 Q1:

Using again the 1-lipschitzianity of '1, we arrive at

(8.3) d.o; g1.˛; t// � '1.o/ � '1.g1.˛; t// D t; 8t 2 Œ0; ��; for yq-a.e. ˛ 2 Q1:

Now fix " > 0 and let C D ¹˛ 2 Q1 W d.o; g1.˛; 0// > .1C ƒF /"º, where ƒF is the
reversibility constant. Define the function f .t/ WD inf¹d.o; g1.˛; t// W ˛ 2 C º. Clearly,
f is ƒF -Lipschitz and satisfies f .0/ � .1 C ƒF /", hence f .t/ � .1 C ƒF /" � ƒF t ,
yielding (cf. (8.3))

f .t/ � max¹..1CƒF /" �ƒF t /; tº � ":
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The inequality above implies that g1.˛; t/ … BC.o; "/ for all t 2 Œ0; 1�, for all ˛ 2 C . We
compute m.BC.0; "// using the disintegration formula (7.35):

m.BC.o; "//

N!N AVRX
D

Z
Q1

Z �

0

1BC.o;"/.g1.˛; t// tN�1 dt yq.d˛/

D

Z
Q1 nC

Z �

0

1BC.o;"/.g1.˛; t// tN�1 dt yq.d˛/:

If 1BC.o;"/.g1.˛; t// D 1, then inequality (8.3) yields t � ", so we continue the compu-
tation:

m.BC.o; "//

N!N AVRX
D

Z
Q1 nC

Z �

0

1BC.o;"/.g1.˛; t// tN�1 dt yq.d˛/

D

Z
Q1 nC

Z "

0

1BC.o;"/.g1.˛; t// tN�1 dt yq.d˛/

�

Z
Q1 nC

Z "

0

tN�1 dt yq.d˛/ D .yq.Q1/ � yq.C //
"N

N
�

On the other hand, the Bishop–Gromov inequality yields

m.BC.o; "// �
"N

�N
m.BC.o; �// D

"N

�N
m.E/ D "N!N AVRX :

The comparison of the two previous inequality gives yq.C / D 0. By arbitrariness of ", we
deduce that g1.˛; 0/ D o for yq-a.e. ˛ 2 Q1.

Finally, using again (8.3), we conclude

t � d.o; g1.˛; t// � d.o; g1.˛; 0//C d.g1.˛; 0/; g1.˛; t// D t;

for all t 2 Œ0; ��, for yq-a.e ˛ 2 Q1.

Corollary 8.5. It holds that, for all x 2 BC.o; �/, '1.x/ D '1.o/ � d.o; x/.

Proof. If x 2 E \ T1, then x D g.˛; t/, for some t , with ˛ D Q1.x/. By the previous
proposition, we may assume that g1.˛; 0/ D o, hence we have that

'1.x/�'1.o/D '1.g1.˛; t//�'1.g1.˛;0//D�d.g1.˛;0/;g1.˛; t//D�d.o;x/:

Since T1 \E has full measure in BC.o; �/, we conclude.

8.2. Localization of the whole space

We can now extend the localization given in Section 7.4 to the whole space X . Since we
do not know the behaviour of '1 outside BC.o; �/, we take as reference the 1-Lipschitz
function �d.o; � /, which coincides with '1 on BC.o; �/: we disintegrate using �d.o; � /
and we see that this disintegration coincides with the one given Section 7.4 in the set E.
From this fact, and the geometric properties of the space, we will conclude.
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We recall some of the concepts introduced in Subsection 2.4, applied to the 1-Lipschitz
function �d.o; � /. The set D where no non-degenerate transport curve pass is empty, for
we can connect o to any point with a minimal geodesic. The set of branching points, A,
contains only o and possibly elements of the boundary; this follows from the uniqueness
of the geodesics. For this reason, the transport set T coincides with X n¹oº. Let Q � T

be a measurable section, and let QW T ! Q be the quotient map; let X˛ WD Q�1.˛/ be
the disintegration rays, and let gWDom.g/�Q �R!X be the standard parametrization.
The map t 7! g.˛; t/ is the unitary speed parametrization of the geodesic connecting o
to ˛, and then maximally extended. Define q WD 1

m.E/
Q#.mxE /. Using the CD.0; N /

condition, one immediately sees that Q#.m/� q.
We are in position to use Theorem 2.9 (compare with Remark 2.10), hence there exists

a unique disintegration for the measure m:

(8.4) m D

Z
Q

m˛ q.d˛/;

where the measures m˛ are supported on X˛ and the transport rays .X˛; F;m˛/ satisfy
the oriented CD.0; N / condition. We denote by h˛W .0; jX˛j/! R the density function
satisfying m˛ D .g.˛; �//#.h˛L1x.0;jX˛ j//.

The next two propositions bind together the disintegration obtained in Section 7.4 (in
particular Corollary 7.15) with the disintegration given by (8.4).

Proposition 8.6. There exists a (unique) measurable map LWDom.L/ � Q1 ! Q such
that D.L/ has full yq-measure in Q1 and it holds

L.Q1.x// DQ.x/; 8x 2 BC.o; �/ \ T1 \ T and q D L#yq:

Proof. Since '1D '1.o/� d.o; � / onBC.o;�/, we have that the partitions .X˛;1/˛2Q1
and .X˛/˛2Q agree on the set BC.o; �/ \ T1 \ T . Consider the set

H WD ¹.x; ˛; ˇ/ 2 .BC.o; �/ \ T1 \ T / �Q1 �Q WQ1.x/ D ˛ and Q.x/ D ˇº;

and let G WD �Q1�Q.H/ be the projection of H on the second and third variables. For
what we have said,G is the graph of a map LWDom.L/�Q1!Q. The other properties
easily follow.

Proposition 8.7. For q-a.e. ˛ 2 Q, it holds that jX˛j � � and

h˛.r/ D N!N AVRXr
N�1; 8r 2 Œ0; ��:

Proof. Using equation (8.2), we deduce that for yq-a.e. ˛ 2 Q1, it holds that

g1.˛; t/ D g.L.˛/; t/; 8t 2 .0;min¹�; jX˛jº/:

Since in the disintegration (7.35), all rays have length �, we deduce that jX˛j � �. More-
over, we obtain ym˛;1 D .mL.˛//xE , concluding.

Theorem 8.8. For q-a.e. ˛ 2 Q, it holds that jX˛j D 1 and

h˛.r/ D N!N AVRXr
N�1; 8r > 0:
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Proof. Fix " > 0 and let

C WD
°
˛ 2 Q W lim

R!1

Z R

0

h˛=R
N < !NAVRX .1 � "/

±
;

with the convention that the limit above is 0 if jX˛j <1. The limit always exists, and it is
not larger than !N AVRX by the Bishop–Gromov inequality applied to each transport ray.
We compute AVRX using the disintegration:

!N AVRX D lim
R!1

m.BC.o; R//

RN
D lim
R!1

Z
Q

Z R

0

h˛.t/

RN
dt q.d˛/

D

Z
Q

lim
R!1

Z R

0

h˛.t/

RN
dt q.d˛/

D

Z
C

lim
R!1

Z R

0

h˛.t/

RN
dt q.d˛/C

Z
Q nC

lim
R!1

Z R

0

h˛.t/

RN
dt q.d˛/

�

Z
C

!N AVRX .1�"/q.d˛/C

Z
Q nC

!N AVRX q.d˛/D!N AVRX .1�"q.C //;

thus q.C / D 0. By arbitrariness of ", we deduce that limR!1

R R
0
h˛=R

N D !NAVRX ,
hence h˛.t/ D N!N AVRX tN�1, for q-a.e. ˛ 2 zQ.

The proof of Theorem 1.4 is therefore concluded. As described in the introduction,
Theorem 1.5 is an immediate consequence.

A. The relative perimeter as a Borel measure

This appendix is devoted to proving that the relative perimeter can be extended uniquely to
a Borel measure. Notice that in the result that follow, it is not needed the fact thatƒF <1,
the forward-completeness, and local forward convexity. We follow the line traced in [34].

We recall the definition of relative perimeter: fixed a Borel set E � � of a measured
Finsler manifold .X;F;m/, and fixed��X , we define the perimeter ofE relative to� as

P.EI�/ WD inf
°

lim inf
n!1

Z
�

j@unj dm W un 2 Liploc.�/ and un ! 1E in L1loc.�/
±
:

The infimum is clearly realized by a certain sequence un. Using a truncation argument,
we may assume that un takes values in Œ0; 1�; moreover, by passing to subsequences, we
may also assume that un converges also in the m-a.e. sense. If, in addition, � has finite
measure, we may also assume (by the dominated convergence theorem) that un ! 1E
in L1.�/. These assumptions will always be assumed tacitly, when dealing with a se-
quence realizing the minimum in the definition of perimeter.

The slope satisfies calculus rules, in the m-a.e. sense:

j@.f C g/j � j@f j C j@gj; j@.�f /j � ƒF j@f j;(A.1)
j@.fg/j � f j@gj C gj@f j; if f; g � 0;(A.2)
j@.fg/j � ƒF .jf jj@gj C jgjj@f j/:(A.3)
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The proof is straightforward, once we know that j@f j.x/DF �.�df .x//, for m-a.e. x2X .
The next lemma permits us to join two Lipschitz functions defined on overlapping

domains.

Lemma A.1. Let .X;F;m/ be a measured Finsler manifold. Let N;M � X be two open
sets such that @M \ @N D ; and ƒF;M\N <1. Then there exist an open set H such
that H � N \M and a constant c D c.M;N / such that the following happen. For all
u 2 Liploc.M/; v 2 Liploc.N /, for all " > 0, there exists a function w 2 Liploc.M [ N/

such that

w D u in M nN; w D v in N nM; min¹u; vº � w � max¹u; vº in M \N;

and it holds that

(A.4)
Z
M[N

j@wj dm �

Z
M

j@uj dmC

Z
N

j@vj dmC c

Z
H

jv � wj dmC ":

Proof. The hypothesis @M \ @N D ; yields M nN \N nM D ;. Define

d WD inf¹d.x; y/; x 2M nN; y 2 N nM º;

and consider the function ' WM [N ! R defined as

'.x/ WD max
°
1 �

3

d
sup

y2BC.M nN;d=3/

d.y; x/; 0
±
:

The function ' is .3=d/-Lipschitz and attains the values 1 and 0 in a neighborhood of
M nN and N nM , respectively. Define H D '�1..0; 1//. Clearly, it holds H �M \N .
Fix now " > 0 and find k 2 N such thatZ

H

.j@uj C j@vj/ dm � ƒ�2F;M\N "k:

Define Hi and  i (i D 1; : : : ; k) as

Hi D '
�1
�� i � 1

k
;
i

k

��
and  i D min

°
3
�
k' � i C

2

3

�C
; 1
±
:

Clearly,  i is .9k=d/-Lipschitz and it is locally constant outside Hi . Define wi D  iuC
.1 �  i /v. We compute the slope of wi in Hi using the calculus rules for the slope:

j@wi j D j@.v C  i .u � v//j � j@vj C j@. i .u � v//j

� j@vj CƒF;M\N j@ i jju � vj CƒF;M\N j@.u � v/j i

� j@vj C
9k

d
ƒF;M\N ju � vj Cƒ

2
F;M\N .j@uj C j@vj/:

Outside Hi , the slope of wi is either j@u or @v. Integrating over M [N , we obtainZ
M[N

j@wi j dm �

Z
M

j@uj dmC

Z
N

j@vj dmC
9kƒF;M\N

d

Z
Hi

ju � vj dm

Cƒ2F;M\N

Z
Hi

.j@uj C j@vj/ dm:
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Summing over i and dividing by k, we deduce that

1

k

kX
iD1

Z
M[N

j@wi j dm �

Z
M

j@uj dmC

Z
N

j@vj dmC
9ƒF;M\N

d

Z
H

ju � vj dmC ";

hence there exists an index i0 such thatwDwi0 satisfies (A.4), with cD 9ƒF;M\N =d .

Theorem A.2. Let .X; F;m/ be a measured Finsler manifold, and let E � X be a Borel
set. Then the following hold.

(1) (Monotonicity) P.EIA/ � P.EIB/, if A � B ,

(2) (Superadditivity) P.EIA [ B/ � P.EIA/C P.EIB/, if A \ B D ;,

(3) (Inner regularity) P.EIA/ D sup¹P.EIB/ W B � A has compact closure in Aº,

(4) (Subadditivity) P.EIA [ B/ � P.EIA/C P.EIB/,

for all open sets A and B .
Moreover, if for any Borel set A we define P.EIA/ WD inf¹P.EIB/ W B � A is openº,

then the map A 7! P.EIA/ is a Borel measure.

Proof. The monotonicity and superadditivity are immediate consequences of the defi-
nition of perimeter. Let us consider the inner regularity. Fix an open set A such that
sup¹P.EIB/ W B � Aº < 1 (otherwise, the proof is trivial). Find a sequence .Aj /j of
open sets with compact closure such that Aj � AjC1, and

S
j Aj D A, and define

Cj D A2j nA2j�3:

Since C2j \C2k D ;, if j ¤ k, by superadditivity, we have that
P
j P.EIC2j / <1, and

analogously
P
j P.EIC2jC1/ <1. Fix " > 0; there exists J such that

1X
jDJ

P.EICj / � "2
�4:

Let A WD CJC2, B 0 WD AJC1, Fh WD CJCh�1, and Gh WD
Sh
iD1 Fi ; all these sets have

compact closure, thus the irreversibility constant is finite on these sets.
By definition of perimeter, there exists a sequence m;h 2Liploc.Fh/ such that m;h!

1E in L1.Fh/ and Z
Fh

j@ m;hj dm � P.EIFh/C 2
�2�m�h:

Notice that Gh has compact closure, hence ƒF;Gn\FhC1 <1, thus we are in position to
use Lemma A.1 applied to the setsGh and FhC1. Said lemma gives a setHh �Gh \FhC1
and a constant ch, that will be used soon. Clearly, up to passing to subsequences, we can
assume that

ch

Z
Hh

j m;hC1 �  m;hj dm � "2�10�h:

We define inductively on h a sequence of functions um;hWGh ! R as follows.
For the initial step, take um;1 D  m;1.
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For the inductive step, apply Lemma A.1 to the functions um;h and  m;hC1 obtaining
a function um;hC1 such thatZ

GhC1

j@um;hC1j dm �

Z
Gh

j@um;hj dmC

Z
FhC1

j@ m;hC1j dm

C ch

Z
Hh

jum;h �  m;hC1j dmC "2�10�h:

Since um;hC1 D  m;hC1 on FhC1nGh and um;hC1 D um;h on GhnFhC1, we can deduce
by induction thatZ
GhC1

j@um;hC1j dm �

hC1X
iD1

Z
Fi

j@ m;i j dmC

hX
iD1

�
ci

Z
Hi

j m;i � m;iC1jdmC"2�10�i
�

�

hC1X
iD1

Z
Fi

j@ m;i j dmC "2�8 �

hC1X
iD1

P.EIFi /C 2
�m
C "2�8:

We define um.x/ D um;h.x/ whenever x 2 Gh�1 (the definition is well posed), and we
integrate its slope:Z

AnB 0
j@umj dm � lim

h!1

Z
Gh

j@um;h�1j dm �

1X
hD1

P.EIFh/C 2
�m
C "2�8

D

1X
hD1

P.EICJCh�1/C 2
�m
C "2�8 � "2�3 C 2�m:

The sequence um converges to 1E in L1.Gh/ for all h, hence it converges in L1loc.AnB
0/.

We take now vm 2 Liploc.B/ converging to 1E in L1.B/ such that

P.EIB/ �

Z
B

j@vmj dmC 2�m:

We are in position to use Lemma A.1 again with the sets AnB 0 and B and find an open
set H and a constant c such that, for all m, there exists a function wm WA! R such thatZ
A

j@wmj dm �

Z
AnB 0

j@umj dmC

Z
B

j@vmj dmC

Z
H

jum � vmj dmC "2�3

� 2�m C "2�3 C 2�m C

Z
H

jum � 1E j dmC

Z
H

j1E � vmj dmC "2�3

� 21�m C "C

Z
G3

jum � 1E j dmC

Z
B

j1E � vmj dm:

By taking the limit as m!1, we deduce that P.EIA/ � P.EIB/C ", concluding the
proof of the inner regularity.

We prove now the subadditivity. Fix A and B two open sets, and let A0 and B 0

be compactly included in A and B , respectively. We will prove that P.EIA0 [ B 0/ �
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P.EIA0/C P.EIB 0/. From this fact and the inner regularity, the subadditivity will follow.
Consider un 2 Liploc.A

0/ and vn 2 Liploc.B
0/ converging in L1 to 1E such thatZ

A0
j@unj dm � P.EIA0/C

1

n
and

Z
B 0
j@vnj dm � P.EIB 0/C

1

n
�

Apply Lemma A.1 to the sets A0 and B 0, and find H � A0 \ B 0 and c > 0 such that, for
all n > 0, there exists a function wn satisfyingZ

A0[B 0
j@nwnj dm �

Z
A0
j@nunj dmC

Z
B 0
j@nvnj dmC c

Z
H

jun � vnj dmC
1

n
�

We conclude by taking the limit as n!1.
The fact that the relative perimeter can be extended to a Borel measure is a conse-

quence of a well-known theorem of De Giorgi and Letta [18], that states that the conditions
we have just proven are sufficient to obtain such a measure.

B. Relaxation of the Minkowski content

In this appendix, we give a proof of the fact that the perimeter can be seen as the relaxation
on the Minkowski content. The proof follows the lines of [3], with some extra attention to
the irreversibility of the space. In the case X D Rd , this was already proven in [15], with
a different technique.

Proposition B.1. Let .X;F;m/ be a measured Finsler manifold and letE �X be a Borel
set. Then it holds that

mC.E/ � P.E/:

Proof. We just consider the case mC.E/ < 1 (the other is trivial). This implies that
m.E nE/ D 0, hence, without loss of generality, we may assume that E is closed. Con-
sider the "�1-Lipschitz function

f".x/ WD max
°
1 �

1

"
sup

y2BC.E;"2/

d.y; x/; 0
±
:

Clearly, f" ! 1E in L1.m/. In BC.E; "2/ it is equal to 1, hence j@f"j.x/ D 0, for all
x 2 E. Conversely, in X nBC.E; "C "2/ it attains its minimum, hence j@f"j.x/ D 0 for
all x 2 X nBC.E; "C "2/. We compute the integralZ
X

j@f"j.x/m.dx/ D

Z
BC.E;"C"2/nE

j@f"j.x/m.dx/ �

Z
BC.E;"C"2/nE

1

"
m.dx/

D
m.BC.E; "C "2/nE/

"
D .1C "/

m.BC.E; "C "2// �m.E/

"C "2
�

By taking the inferior limit as "! 0, we conclude.

The previous proposition guarantees that the lower semicontinuous envelope of the
Minkowski content is not smaller than the perimeter. The reverse is a bit more difficult
and, at a certain point, we will require forward-completeness.
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We consider the “semigroup” .Tt /t�0 given by the formula

Ttf .x/ WD sup
y2B�.x;t/

f .y/; T0f D f:

Note that the ball in the supremum is backward. The semigroup Tt enjoys the following
immediate property.

Lemma B.2. It holds that TtCsf � Tt .Tsf / and, if f is locally Lipschitz,

lim sup
t!0C

Ttf � f

t
� j@f j; m-a.e. in X:

Proof. For the first part, fix x 2X , and "> 0. By definition, there exists y such that d.y;x/
< t and .Tt .Tsf //.x/ � .Tsf /.y/C ". Similarly, there exists z such that d.z; y/ < s and
.Tsf /.y/ � f .z/C ". By the triangular inequality, we have that d.z; x/ < t C s, thus

.TtCsf /.x/ � f .z/ � .Tsf /.y/ � " � .Tt .Tsf //.x/ � 2":

By arbitrariness of ", we conclude the first part.
Regarding the second part, fix x 2 X . By a direct computation, we deduce

lim sup
t!0C

.Ttf /.x/ � f .x/

t
D inf
r>0

sup
t2.0;r/

supy2B�.x;t/ f .y/ � f .x/

t

D inf
r>0

sup
t2.0;r/

sup
y2B�.x;t/

.f .y/ � f .x//C

t
� inf
r>0

sup
t2.0;r/

sup
y2B�.x;t/

.f .y/ � f .x//C

d.y; x/

D lim sup
y!x

.f .y/ � f .x//C

d.y; x/
�

If x is a point where f is differentiable, then the last term of the inequality above is equal
to F �.�df / D j@f j.x/, concluding the proof.

We prove now a sort of coarea formula.

Lemma B.3. Consider .X; F;m/ a measured Finsler manifold. If f WX ! Œ0;R/ is a
Lipschitz function with compact support, it holds thatZ 1

0

mC.¹f � tº/ dt �

Z
X

j@f j.x/m.dx/:

Proof. In the first place, we notice that
R1
0

1¹f�tº.x/ dt D f .x/. Fix t � 0 and h > 0.
If x 2 BC.¹f � tº; h/, then .Thf /.x/ � t , or in other words, 1BC.¹f�tº;h/ � 1¹.Thf /�tº.
By integrating over t , we obtainZ 1

0

1BC.¹f�tº;h/.x/ dt �
Z 1
0

1¹.Thf /�tº.x/ dt � .Thf /.x/:

By subtracting the first equation to the inequality above, integrating over x and using
Fubini’s theorem, we obtainZ 1

0

m.BC.¹f � tº; h// �m.¹f � tº/

h
dt �

Z
X

.Thf /.x/ � f .x/

h
m.dx/:
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The set ¹f � 0º is compact, hence for h>0 sufficiently small,BC.¹f � 0º;h/ is compact.
Moreover, .Thf � f /=h is smaller than the Lipschitz constant of f , hence the integrand
in the right-hand side is dominated by an L1 function. We take the inferior and superior
limit in the left-hand side and right-hand side, respectively, of the inequality above; Fatou’s
lemma brings us to the conclusion.

We now prove that we can, without loss of generality, assume that the functions of a
sequence attaining the minimum in the definition of the perimeter have compact support.

Proposition B.4. Let .X; F;m/ be a forward-complete measured Finsler manifold, and
let E � X be a Borel set with finite measure. Then there exists a sequence of Lips-
chitz functions with compact support, .wn/n, such that wn ! 1E in L1 and P.E/ D
limn!1

R
X
j@wnj dm.

Proof. Fix E � X with finite measure, such that P.E/ < 1 (otherwise, the proof is
trivial). LetAn WDBC.o;n/ for some o, fixed once and for all. Up to taking subsequences,
we can assume that m.E nAn/ � 2

�n. Let 'n be the 3-Lipschitz function given by

'n.x/ WD
�
1 � 3 inf

y2BC.An;
1
3 /

d.y; x/
�C
:

This function takes value 1 and 0 in a neighborhood of An and X nAnC1, respectively.
By definition of perimeter, there exists a sequence unWAn ! Œ0; 1� of locally Lipschitz
function such that

P.An/ �

Z
An

j@unj dm � 2�n and kun � 1EkL1.An/ � 2
�n:

Define the function wn WD 'nunC1. This function is Lipschitz with compact support. We
compute its distance to 1E :Z
X

jwn � 1E jdm�

Z
An

junC1 � 1E jdmC 2m.E \AnC1nAn/Cm.E nAnC1/� 2
3�n;

thus wn ! 1E in L1.X/. Using the fact j@wnj � 'nj@unC1j C j@'njunC1, we deduceZ
X

j@wnj dm �

Z
An

j@unC1j dmC

Z
AnC1 nAn

'nj@unC1j dmC

Z
AnC1 nAn

unC1 dm

�

Z
AnC1

j@unC1j dmC 2�1�n � P.EIAn/C 2
�n
� P.E/C 2�n:

Theorem B.5. Consider .X; F;m/ a forward-complete measured Finsler manifold. Let
E � X be a Borel set with finite measure. Then there exists .En/n, a sequence of compact
sets, such that m.En 4E/! 0 and

P.E/ � lim sup
n!1

mC.En/:

Proof. Proposition B.4 guarantees the existence of a sequence .fn/n of Lipschitz func-
tions with compact support such that fn ! 1E in L1.m/ and

P.E/ D lim
n!1

Z
X

j@fnj.x/m.dx/:
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Clearly, we may assume that 0� fn � 1. Fix " 2 .0; 1=2/. By Lemma B.3, there exists
t"n 2 ."; 1 � "/ such that

mC.¹fn � t
"
nº/ �

1

1 � 2"

Z
X

j@fnj.x/m.dx/:

Define E"n WD ¹fn � t
"
nº. Since m.E"n 4 E/ ! 0, by taking an appropriate choice of

" D "n, we conclude.
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