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1. Introduction

The Sobolev multiplier spaces and their preduals have been addressed in [13]. Let us
recall the definitions of such function spaces. Let ˛ > 0, s > 1, n 2 N, and ˛s � n.
We define the Riesz and Bessel capacities respectively by

cap˛;s.E/ D inf
®
kf ksLs.Rn/ W f � 0; I˛ � f � 1 on E

¯
; ˛s < n;

Cap˛;s.E/ D inf
®
kf ksLs.Rn/ W f � 0; G˛ � f � 1 on E

¯
; ˛s � n;

where I˛.x/ D F �1.j � j�˛/.x/, G˛.x/ D F �1Œ.1C j � j2/�˛=2�.x/, x 2 Rn, are the
Riesz and Bessel kernels respectively, and F �1 is the inverse distributional Fourier
transform on Rn. By Sobolev multiplier spaces PM ˛;s

p , andM ˛;s
p , 1 < p <1, we mean

the class of locally p-integrable functions f on Rn such that

kf k PM˛;s
p
D sup

K

�R
K

ˇ̌
f .x/

ˇ̌p
dx

cap˛;s.K/

� 1
p

<1;

kf kM˛;s
p
D sup

K

�R
K

ˇ̌
f .x/

ˇ̌p
dx

Cap˛;s.K/

� 1
p

<1;

where the suprema are taken with respect to all compact subsets K � Rn with non-
zero capacities. We note that the Sobolev multiplier spaces arise naturally in many
super-critical nonlinear PDEs including the Navier–Stokes system (see [6, 14, 15]
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for examples). It is also shown in [12, Theorem 3.1.4] that the norms kf k PM˛;s
p

and
kf kM˛;s

p
correspond respectively to the best constants C > 0 of the following trace

inequalities: �Z
Rn
jI˛ � '.x/j

s
ˇ̌
f .x/

ˇ̌p
dx

� 1
p

� Ck'k
s
p

Ls.Rn/;�Z
Rn
jG˛ � '.x/j

s
ˇ̌
f .x/

ˇ̌p
dx

� 1
p

� Ck'k
s
p

Ls.Rn/;

where ' 2 Ls.Rn/.
Several preduals of the Sobolev multiplier spaces have been characterized in [13].

For the readers’ convenience, let us recall the definition of preduals in our context.
Given two function spacesX and Y ,X is said to be a predual of Y , if for any continuous
linear functional L on X , there is a corresponding function g 2 Y such that

L.f / D

Z
Rn
f .x/g.x/dx;

where f 2 X . We write X� � Y if both X and Y are equipped with quasi-norms and
c�1kgkY � kLkX� � ckgkY for some constant c > 0. Here we repeat some of the
typical preduals of PM ˛;s

p , while similar assertions regarding the preduals of M ˛;s
p will

be clear in the following context. We have X� � PM
˛;s
p for X D . PM ˛;s

p /0, PN ˛;s
q , and

PB
˛;s
q (see [13, Theorem 9.3]). They are the spaces with the following finite quantities
kf kX :

kf k. PM˛;s
p /0 D sup

²ˇ̌̌̌ Z
Rn
f .x/g.x/dx

ˇ̌̌̌
W g 2 PM ˛;s

p ; kgk PM˛;s
p
� 1

³
;

kf k PN˛;sq
D inf

w

�Z
Rn

ˇ̌
f .x/

ˇ̌q
!.x/1�qdx

� 1
q

; 1=p C 1=q D 1;(1.1)

kf k PB˛;sq
D inf

°X
j

jcj j W f .x/ D
X
j

cjaj .x/ a.e.
±
;(1.2)

where the infimum in (1.1) is taken over quasi-everywhere (i.e., except for only a set of
zero capacity) defined weights ! � 0 with k!kL1.cap˛;s/ � 1 and

k!kL1.cap˛;s/ D

Z 1
0

cap˛;s
�®
x 2 Rn W !.x/ > t

¯�
dt;

where each aj in (1.2) satisfies that kaj kLq.Rn/�cap˛;s.Aj /�1=p and ¹aj¤0º�Aj for
some bounded setAj . In this case, each aj is called a block in PB˛;sq . Note that the weights
! � 0 in (1.1) can be taken as ! 2 A1 with Œ!�A1 � c.n; ˛; s/, where c.n; ˛; s/ > 0
is a constant depending only on n, ˛, and s (see [13, Lemma 9.1 and Theorem 9.3]).
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In classical analysis, Littlewood–Paley theory serves as an important tool in charac-
terizing certain function spaces. For instance, it is well known that

kf kLp.R/ �

�X
j2Z

ˇ̌�
�¹2j�j�j<2jC1º

Of .�/
�_ˇ̌2� 12 

Lp.R/

;

which can be interpreted as characterizing an Lp.R/ function by means of frequency
localization on each block ¹2j � j�j < 2jC1º; here A � B designates the two-sided
estimates C�1A � B � CA and the constant C > 0 does not depend upon the main
parameters in A and B . For higher dimension n > 1, one has

(1.3) kf kLp.Rn/ �

�X
j2Z

ˇ̌�
y‰.2�j �/ Of .�/

�_ˇ̌2� 12 
Lp.Rn/

;

where ‰ is a sufficiently regular function. Besides that, there are similar Littlewood–
Paley characterizations of the real Hardy spaces Hp.Rn/ and the Morrey spaces
M
q
p.Rn/; we refer the readers to [7, Section 2.2.4] and [8] for further details.
In the present paper, we wish to obtain the Littlewood–Paley characterizations of

the Sobolev multiplier spaces and their preduals. Our approach will be the “continuous”
version rather than (1.3). To begin with, denote by PZ the Sobolev multiplier spaces
PM
˛;s
p and PZ0 their preduals. Let ' 2 S.Rn/ be a radial Schwartz function with compact

supported away from the origin andZ 1
0

y'.t�/
dt

t
D 1; � ¤ 0:

Denote by 't .�/ the L1-dilation of ' that 't .�/ D t�n'.�=t/ for t > 0. We will show
that

(1.4) kf kX �

�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

X

for X D PZ and PZ0 with 0 … supp. Of /, where f 2 S0.Rn/ is a tempered distribution.
As before, denote by Z the Sobolev multiplier spacesM ˛;s

p and Z0 their preduals. For
the case where X D Z and Z0 in (1.4), we need a different approach. Let '0 2 D.Rn/

be a compactly supported infinitely differentiable function on Rn with non-vanishing
integral. As usual, denote by .'0/t the L1-dilation of '0 for t > 0. Let

'.�/ D
d

dt

®
.'0/t .�/

¯
tD1
:

Then there are  0;  2 D.Rn/ such that

(1.5) f .�/ D  0 � '0 � f .�/C lim
"!0

Z 1

"

 t � 't � f .�/
dt

t
; f 2 D.Rn/;
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where the limit is taken in D.Rn/ (see [16, Remark 1.7]). We will show that

(1.6) kf kX � k'0 � f kX C

�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

X

for X D Z and Z0.
Note that (1.4) and (1.6) are about the norm estimates of Littlewood–Paley functions.

We could also address the topologies counterpart. In classical theory, if ' 2 S.Rn/

is a radial Schwartz function with y'.0/ D 0, then given any tempered distribution
f 2 S0.Rn/ with @ . Of /.0/ D 0 for all multi-indices  2 .N [ ¹0º/n, it holds that

(1.7)
Z ı

"

't � f .�/
dt

t
! f .�/; "! 0; ı !1;

in the topology of the Schwartz class S.Rn/. We also have the Calderón reproducing
formula that

(1.8)
Z ı

"

 t �  t � f .�/
dt

t
! f .�/; "! 0; ı !1;

in L2.Rn/ as long as  2 S.Rn/ is a radial Schwartz function with y .0/ D 0 and

(1.9)
Z 1
0

ˇ̌
y .t�/

ˇ̌2dt
t
D 1; � ¤ 0:

We will show that (1.7) and (1.8) hold for the weak� topology of PZ and the norm
topology of PZ0 respectively. On the other hand, assuming that  0; '0;  t ; 't are as in
(1.5), then the convergence

 0 � '0 � f .�/C

Z 1

"

 t � 't � f .�/
dt

t
! f .�/; "! 0;

holds for the weak�-topology of Z and the norm topology of Z0.
Readers may notice that there are different types of Littlewood–Paley functions in

characterizing PZ and Z (also their associated preduals). A way to view this is due to
the homogeneities of the Riesz kernels I˛.�/ and the Bessel kernels G˛.�/ respectively.
Note that

I˛.x/ D
n;˛

jxjn�˛
; x ¤ 0;

where n;˛ is a constant depending only on n and ˛, whereas

G˛.x/ � jxj
˛�n; jxj ! 0;

and
G˛.x/ D O

�
e�
jxj
2

�
; jxj ! 1:
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Note that the standard Hardy–Littlewood maximal function and Calderón–Zygmund
operator are bounded on the spaces PZ and PZ0, which are associated with Riesz capacities
(see [13, Theorem 9.5]). Meanwhile, only the local Hardy–Littlewood maximal function
and truncated Calderón–Zygmund operators, but not the standard one, are bounded
on the spaces Z and Z0, which are associated with Bessel capacities (see [13, Theo-
rem 1.11]). In view of (1.4), PZ and PZ0 are similar to the homogeneous Triebel–Lizorkin
spaces PF ˛;qp defined by

kf k PF ˛;qp
D

�X
j2Z

�
2j˛

ˇ̌
�‰j .f /

ˇ̌�q� 1q 
Lp.Rn/

;

where�‰j .f / D ‰2�j � f , and ‰ is a radial Schwartz function on Rn whose Fourier
transform is nonnegative, is supported on the annulus 1 � 1=7 � j�j � 2, is equal to
one on the smaller annulus 1 � j�j � 2 � 2=7, and satisfiesX

j2Z

y‰.2�j �/ D 1; � ¤ 0

(see [7, Definition 2.2.1]). However, in view of (1.6), Z and Z0 are similar to the
inhomogeneous Triebel–Lizorkin spaces F ˛;qp defined by

kf kF ˛;qp
D
S0.f /Lp.Rn/ C � 1X

jD1

�
2j˛

ˇ̌
�‰j .f /

ˇ̌�q� 1q 
Lp.Rn/

;

where S0 is an operator defined by

S0 C

1X
jD1

�‰j D I;

and I is the identity operator, whereas the convergence of the above series is taken in
S0.Rn/ (see [7, Definition 2.2.1]). Roughly speaking, the Sobolev multiplier spaces
and their preduals (together with their homogeneous counterpart), through the char-
acterizations in terms of Littlewood–Paley functions, can be viewed as a variant of
Triebel–Lizorkin spaces F ˛;qp (or PF ˛;qp ) with the underlying Lp.Rn/ norm taken in the
definition ofF ˛;qp replaced by Z and Z0 (or PZ and PZ0 for the homogeneous counterpart).

Lusin area and Littlewood–Paley functions always come as a pair in certain function
spaces characterizations. Let  be as in (1.9). Recall that the Lusin area function s.�/
is defined to be

s.f /.x/ D

�Z 1
0

Z
jx�yj<t

ˇ̌
 t � f .y/

ˇ̌2
dy

dt

tnC1

� 1
2

; x 2 Rn:
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It holds that
kf kLp.Rn/ �

s.f /
Lp.Rn/

; 1 < p <1:

A similar norm estimate for real Hardy spaces Hp.Rn/ also holds:

kf kHp.Rn/ �
s.f /

Lp.Rn/
; 0 < p � 1

(see [18, Chapter XII, Section 4]). We will then give the norm estimates in terms of
Lusin area functions for the Sobolev multiplier spaces and their preduals.

In what follows, we denote by S.Rn/ and D.Rn/ the spaces of Schwartz and
compactly supported infinitely differentiable functions respectively, while S0.Rn/ and
D0.Rn/ refer to their canonical dual spaces. For any scalar-valued function f , denote by
ft .�/ the L1-dilation of f that ft .�/ D t�nf .�=t/. Furthermore, for any quasi-normed
spaces X and Y , we write X ,! Y if k � kY � Ck � kX for some constant C > 0. The
notationA.B will abbreviate the inequalityA� CB for some constantC > 0,A&B

refers to B . A, and A � B simply means that both A . B and A & B .

2. Statements of main results: Riesz capacities

In this section, we focus on the Sobolev multiplier spaces PZ and their preduals PZ0 which
correspond to the Riesz capacities. Let ' 2 S.Rn/ and y'.0/D 0. The Littlewood–Paley
g-function is defined to be �Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

;

where f 2 S0.Rn/.

Theorem 2.1. Let ' 2 S.Rn/ be radial. Suppose that y' is compactly supported away
from the origin and Z 1

0

y'.t�/
dt

t
D 1; � ¤ 0:

Then

f .�/ D lim
"!0
ı!1

Z ı

"

't � f .�/
dt

t
; f 2 PZ0;

where the limit is taken in PZ0.

With the aid of the above topological properties, we obtain the two-sided norm
estimates of the Littlewood–Paley g-function.
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Theorem 2.2. Let ' 2 S.Rn/ be as in Theorem 2.1. Let X be either PZ or PZ0. Suppose
that f 2 X and 0 … supp. Of /. Then the following norm estimate holds:

kf kX �

�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

�
X

:

Now we address the issue of Calderón reproducing formula. To this end, let  2
S.Rn/ be radial which satisfies that y .0/ D 0 and

(2.1)
Z 1
0

ˇ̌
y .t�/

ˇ̌2dt
t
D 1; � ¤ 0:

Denote
S0.R

n/ D
®
f 2 S.Rn/ W Of D 0 on a neighborhood of 0

¯
;

and
S1.R

n/ D
®
f 2 S.Rn/ W @ . Of /.0/ D 0 for any multi-index 

¯
:

Clearly, S0.Rn/ is a subclass of S1.Rn/. We obtain a type of Calderón reproducing
formula.

Theorem 2.3. Let  be as in (2.1). For any f 2 PZ0, it holds that

f .�/ D lim
"!0
ı!1

Z ı

"

 t �  t � f .�/
dt

t
;

where the limit is taken in PZ0.

Subsequently, with such a  in (2.1), we define the Lusin area function by

s˛.f /.x/ D

�Z 1
0

Z
jx�yj<˛t

ˇ̌
 t � f .y/

ˇ̌2
.˛t/�ndy

dt

t

� 1
2

; x 2 Rn; 1 � ˛ <1;

where f 2 S0.Rn/. The sublinear operator s1.�/ is denoted by s.�/ for the sake of conve-
nience. The role of s˛.�/ in norm estimates can be replaced by s.�/ (see Proposition 5.5).
The next result gives the norm estimates of s.�/.

Theorem 2.4. Let X be either PZ or PZ0. Then the estimates.f /
X

. kf kX

holds. For any f 2 L2.Rn/ \X , it holds that

kf kX .
s.f /

X
:
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Consequently, the following two-sided estimates

kf kX �
s.f /

X

hold for any f 2 L2.Rn/ \X .

3. Statements of main results: Bessel capacities

We now turn to address on the Sobolev multiplier spaces Z and their preduals Z0 which
correspond to the Bessel capacities. To begin with, we need a local type Littlewood–
Paley function which is constructed in [16]. By [16, Remark 1.7], for any '0 2 D.Rn/

with non-vanishing integral and

'.�/ D
d

dt

®
.'0/t .�/

¯
tD1
;

there are  0;  2 D.Rn/ such that

(3.1) f .�/ D  0 � '0 � f .�/C lim
"!0

Z 1

"

 t � 't � f .�/
dt

t
; f 2 D.Rn/;

where the limit is taken in D.Rn/. Furthermore, the convergence in (3.1) also holds
in D0.Rn/ for any f 2 D0.Rn/. We obtain the two-sided norm estimates in terms of
local Littlewood–Paley functions.

Theorem 3.1. Let '0 and 't be as in (3.1). Then

(3.2) kf kX � k'0 � f kX C

�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

X

for X D Z and Z0.

The following theorem addresses the topological property.

Theorem 3.2. Let '0 and 't be as in (3.1). Assume that f 2 D0.Rn/ satisfies

k'0 � f kZ C

�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2


Z

<1:

Then f 2 Z and

f .�/ D  0 � '0 � f .�/C lim
"!0

Z 1

"

 t � 't � f .�/
dt

t
;

where the limit is taken in the weak�-topology of Z.



characterizations of sobolev multiplier spaces 9

Now we define a type of Lusin area function which fits into the structures of Z

and Z0. To this end, let '0 and 't be as in (3.1). For any f 2 D0.Rn/, define

S.f /.x/ D

�Z 1

0

Z
jx�yj<t

ˇ̌
't � f .y/

ˇ̌2
dy

dt

tnC1

� 1
2

; x 2 Rn;

and

Sd .f /.x/ D

�Z 1

0

X
Q2Qt

sup
z2Q

ˇ̌
't � f .z/

ˇ̌2
�Q.x/

dt

t

� 1
2

;

where Qt is the set of all dyadic cubes Q with side length `.Q/ D 2Œlog2 t�, t > 0. Note
that

Sd .f /.x/ D

� 1X
kD0

Z 2�k

2�.kC1/

X
Q2Qt

sup
z2Q

ˇ̌
't � f .z/

ˇ̌2
�Q.x/

dt

t

� 1
2

D

² 1X
kD0

X
Q2Q

2�k

�Z 2�k

2�.kC1/
sup
z2Q

ˇ̌
't � f .z/

ˇ̌2dt
t

�
�Q.x/

³ 1
2

;

which yields S.f /.x/ . Sd .f /.x/.

Theorem 3.3. The estimates

(3.3)
S.f /

X
. kf kX

and

(3.4) kf kX � k'0 � f kX C
Sd .f /

X

hold for X D Z and Z0.

4. Preliminaries

We recall the standard Sobolev embedding theorems that

jEj1�
˛s
n . cap˛;s.E/; ˛s < n;

jEj . Cap˛;s.E/; ˛s � n;

which immediately give

kf k PZ . kf k
L
np
˛s ;1.Rn/

;(4.1)

kf kZ . kf kL1.Rn/:(4.2)

It is also shown in [13, Remark 3.3] that the Schwartz class S.Rn/ is dense in both PZ0

and Z0. In fact, the dense subset can be taken into a smaller class.
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Lemma 4.1. The class S0.Rn/ is dense in PZ0. The density is also valid for Z0.

Proof. Given that f 2 PZ0� PB˛;sq , then there exist a sequence ¹cj º 2 `1 and a sequence
¹aj º of blocks in B˛;sq such that

f .x/ D
X
j

cjaj .x/ a.e.; kf kZ0 �
X
j

jcj j:

It is clear that f � NX
jD1

cjaj


PB
˛;s
q

! 0; N !1:

To establish the density in question, it suffices to approximate each block aj by an
element of S0.Rn/. Since aj 2 Lq.Rn/, we can now appeal to the density of S0.Rn/
in Lq.Rn/ (see [17, Theorem 1, p. 103]). The density for Z0 follows by exactly the
same reasoning.

Proposition 4.2. The embedding holds

S.Rn/ ,! X ,! S0.Rn/

for X D PZ;Z; PZ0, and Z0.

Proof. The embedding S.Rn/ ,! X for X D PZ and Z follows by (4.1) and (4.2). On
the other hand, for any f 2 PZ0 and g 2 S.Rn/,ˇ̌

hf; gi
ˇ̌
D

ˇ̌̌̌ Z
Rn
f .x/g.x/dx

ˇ̌̌̌
. kf k PZ0kgk PZ:

As we have just proved that S.Rn/ ,! PZ, this implies PZ0 ,! S0.Rn/. A similar argument
will prove the embedding for Z0 ,! S0.Rn/.

Remark 4.3. Note that

kf kL1.Rn/ D sup
kgkL1.Rn/�1

ˇ̌̌̌ Z
Rn
f .x/g.x/dx

ˇ̌̌̌
. sup
kgkZ�1

ˇ̌̌̌ Z
Rn
f .x/g.x/dx

ˇ̌̌̌
� kf kZ0 :

We actually have Z0 ,! L1.Rn/ ,! S0.Rn/.

Let us recall a basic fact in non-linear potential theory that

cap˛;s.BR/ � R
n�˛s; R > 0; ˛s < n;

Cap˛;s.BR/ � R
n; R > 1; ˛s � n;

where BR is any ball with radius R.
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The next lemma shows that the elements in the Sobolev multiplier spaces cannot
have polynomial growths.

Lemma 4.4. P … Z and P … PZ for any nonzero polynomial P.

Proof. It suffices to show that P.x/ D xN … Z, N 2 N. For any R > 1, we see that

kPk
p

Z
�

R
BR.0/

jxjNpdx

Cap˛;s
�
BR.0/

� &
RNpCn

Rn
D RNp:

We conclude that kPkZ D1 by taking R!1.

On the other hand, elements with a certain rate of polynomial decays belong to the
preduals of the Sobolev multiplier spaces.

Example 4.5. The following rational functions belong to the preduals of the Sobolev
multiplier spaces:

1�
1C j � j

�N 2 PZ0; N > n � ˛s; ˛s < n;(4.3)

1�
1C j � j

�N 2 Z0; N > n; ˛s � n:(4.4)

Proof. We first show the following for (4.4). Express

1�
1C jxj

�N D 1�
1C jxj

�N �¹jxj<1º C 1X
jD0

1�
1C jxj

�N �¹2j�jxj<2jC1º:
The term 1

.1Cj�j/N
�¹jxj<1º belongs to Z0. Let us estimate the second term. Indeed,

1X
jD0

1�
1C jxj

�N �¹2j�jxj<2jC1º
�

1X
jD0

1

2jN
�¹2j�jxj<2jC1º

D

1X
jD0

1

2jN
� Cap˛;s

�®
2j � jxj < 2jC1

¯�
�

�¹2j�jxj<2jC1º

Cap˛;s
�®
2j � jxj < 2jC1

¯�
.
1X
jD0

1

2j.N�n/
�

�¹2j�jxj<2jC1º

Cap˛;s
�®
2j � jxj < 2jC1

¯� :
The term

�
¹2j�jxj<2jC1º

Cap˛;s.¹2j�jxj<2jC1º/
is a block in B˛;sq , while

P1
jD0 2

�j.N�n/ < 1 for

N > n. We conclude that 1=.1C j � j/N 2 B˛;sq � Z0 and (4.3) follows similarly.
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In the sequel, we will use several types of weighted norm estimates. To this end,
let us recall the definitions of Muckenhoupt Ap weights. Let ! be a locally integrable
function on Rn such that !.x/ > 0 almost everywhere, x 2 Rn. We say that ! 2 Ap ,
1 < p <1, if�

1

jBj

Z
B

!.x/dx

��
1

jBj

Z
B

w.x/�
1
p�1dx

�p�1
� A <1;

for every ball B � Rn. However, ! 2 A1 if

M!.x/ � A � !.x/ almost everywhere, x 2 Rn;

where M is the Hardy–Littlewood maximal operator defined by

Mf .x/ D sup
r>0

1ˇ̌
Br.x/

ˇ̌ Z
Br .x/

ˇ̌
f .y/

ˇ̌
dy; x 2 Rn:

The infimum over all such constants A is denoted by Œ!�Ap . A basic fact in weighted
norm theory says that Ap � Aq for 1 � p � q <1. Moreover, ! 2 Ap if and only if
!�

1
p�1 2 Ap0 , where p0 D p=.p � 1/, 1 < p <1. The local weights are also defined

in [16]. We say that ! 2 Aloc
1 if

Mloc!.x/ � A � !.x/ almost everywhere, x 2 Rn;

where Mloc is the local Hardy–Littlewood maximal operator defined by

Mlocf .x/ D sup
0<r�1

1ˇ̌
Br.x/

ˇ̌ Z
Br .x/

ˇ̌
f .y/

ˇ̌
dy; x 2 Rn:

As usual, the infimum over all such constants A is denoted by Œ!�Aloc
1

. The class Aloc
p ,

1 < p <1, is defined analogous to Ap . It is shown in [13, Lemma 8.1] that for each
! 2 Aloc

1 with Œ!�Aloc
1
� Nc and B D BR0.x0/, there is an x! 2 A1 such that

x! D ! on B;
Œx!�A1 � c.n;R0; Nc/:

In the sequel, we will assume the strong measurability of the vector-valued functions
x ! ¹fs.x/ºs>0 which will be satisfied in the later applications.

Lemma 4.6. For any ! 2 Aloc
1 and 1 < r; q <1, it holds that

(4.5)
�Z 1

0

ˇ̌
Mlocfs.�/

ˇ̌r ds
s

� 1
r

Lq.!/

. Œ!�
cq

Aloc
1

�

�Z 1
0

ˇ̌
fs.�/

ˇ̌r ds
s

� 1
r

Lq.!/

:
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Proof. Note that the estimate

(4.6)
�Z 1

0

ˇ̌
Mfs.�/

ˇ̌r ds
s

� 1
r

Lq.x!/

. Œx!�
cq
A1
�

�Z 1
0

ˇ̌
fs.�/

ˇ̌r ds
s

� 1
r

Lq.x!/

holds, which is known as the continuous version of vector-valued Fefferman–Stein
maximal theorem. For a proof of (4.6), we use [5, Theorem 3.16, p. 496]Z T .F /.x/q

B
� x!.x/dx . Œx!�

cq
A1
�

Z F.x/q
A
� x!.x/dx;

whereADLr..0;1/; ds
s
/,BDLrX ..0;1/;

ds
s
/,XDL1.0;1/,F.x/D¹fs.x/ºs>0,

T .F /.x/ D
®®fs � �ı.x/¯ı>0L1.0;1/¯s>0.Lr .0;1/;dss /;

and � 2 S.Rn/ is nonnegative, � � 1 on the unit ball B1.0/. Observe that T can be
realized as a Calderón–Zygmund singular integral operator associated with a kernel K
satisfying Hörmander’s condition that

sup
y¤0

Z
jxj>2jyj

K.x � y/ �K.x/
L.A;B/

dx <1;

where L.A; B/ is the space of all bounded linear operators from A into B . Having
established (4.6), let us show the following for (4.5). Let Q be a cube with jQj D 1.
There is an x! 2 A1 such that x! D ! on 3Q. We haveZ

Q

�Z 1
0

ˇ̌
Mlocfs.x/

ˇ̌r ds
s

� q
r

!.x/dx

�

Z
Q

�Z 1
0

ˇ̌
Mloc.fs�3Q/.x/

ˇ̌r ds
s

� q
r

!.x/dx

�

Z
Rn

�Z 1
0

ˇ̌
Mloc.fs�3Q/.x/

ˇ̌r ds
s

� q
r

x!.x/dx

. Œx!�
cq
A1
�

Z
Rn

�Z 1
0

ˇ̌
fs�3Q.x/

ˇ̌r ds
s

� q
r

x!.x/dx

. Œ!�
cq

Aloc
1

�

Z
3Q

�Z 1
0

ˇ̌
fs.x/

ˇ̌r ds
s

� q
r

!.x/dx:

Summing over all dyadic cubes Q with jQj D 1 yields (4.5).

Suppose that ˛s � n and E � Rn with 0 < Cap˛;s.E/ <1. Then there exists a
V E � �E quasi-everywhere and

.V E /ı 2 Aloc
1 ;(4.7)
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.V E /ı

�
Aloc
1

� c.n; ˛; s; ı/;(4.8) .V E /ı
L1.Cap˛;s/

� Cap˛;s.E/;(4.9)

where ı 2 .1; n=.n � ˛// for s < 2 and ı 2 .s � 1; n.s � 1/=.n � ˛s// for s � 2 (see
[13, Theorem 3.1 and Lemma 3.2]). Fix a ı D ı.n; ˛; s/ in (4.8). Then the constant
c.n; ˛; s; ı/ D c.n; ˛; s/ in (4.8) depends only on n, ˛, and s, which we will simply
denote by c in the sequel.

By [13, Theorem 9.5], it holds that

kMf kX . kf kX

for X D PZ, and PZ0. Moreover, the above boundedness also holds for X D Z (see
[11, Theorem in Section 2.6.3, p. 98]). On the other hand, it holds that

kMlocf kZ0 . kf kZ0

(see [13, Theorem 1.10]). In general, if T is an operator (not necessarily linear or
sublinear) such thatZ

Rn

ˇ̌
T .f /.x/

ˇ̌q
!.x/dx � C

�
n; q; Œ!�A1

� Z
Rn

ˇ̌
f .x/

ˇ̌q
dx; 1 < q <1;

where C.n; q; Œ!�A1/ > 0 is a constant depending only on n, q, Œ!�A1 , and C.n; q; �/
is an increasing function, then

(4.10)
T .f /

X
. kf kX

for X D PZ and PZ0 (see [13, Theorem 9.5]). This is due to the characterizations that

kf k PZ � sup
²�Z

Rn

ˇ̌
f .x/

ˇ̌p
!.x/dx

� 1
p

W ! 2 A1; Œ!�A1�c; k!kL1.cap˛;s/�1

³
;

(4.11)

kf k PZ0 � inf
²�Z

Rn

ˇ̌
f .x/

ˇ̌q
!.x/1�qdx

� 1
q

W !2A1; Œ!�A1�c; k!kL1.cap˛;s/�1

³(4.12)

(see [13, Lemma 9.1 and Theorem 9.3]). We further note that

kf kZ�sup
²�Z

Rn

ˇ̌
f .x/

ˇ̌p
!.x/dx

�1
p

W !2Aloc
1 ; Œ!�Aloc

1
�c; k!kL1.Cap˛;s/�1

³
;

(4.13)
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kf kZ0� inf
²�Z

Rn

ˇ̌
f .x/

ˇ̌q
!.x/1�qdx

�1
q

W !2Aloc
1 ; Œ!�Aloc

1
�c; k!kL1.Cap˛;s/�1

³(4.14)

(see [13, Theorems 1.2, 1.4, and 1.8]).
The next two propositions address the vector-valued counterpart of (4.10) in terms

of maximal function.

Proposition 4.7. For any 1 < r <1, the estimate�Z 1
0

ˇ̌
Mfs.�/

ˇ̌r ds
s

� 1
r

X

.
�Z 1

0

ˇ̌
fs.�/

ˇ̌r ds
s

� 1
r

X

holds for X D PZ and PZ0.

Proof. The proof follows by (4.6), (4.11), and (4.12).

Proposition 4.8. For any 1 < r <1, it holds that�Z 1
0

ˇ̌
Mlocfs.�/

ˇ̌r ds
s

� 1
r


Z

.
�Z 1

0

ˇ̌
fs.�/

ˇ̌r ds
s

� 1
r


Z

:

Proof. Let K � Rn be a compact set with Cap˛;s.K/ > 0. Choose a .V K/ı 2 Aloc
1

as in (4.7). By lettingEt D ¹x 2 Rn W j.V K/ı.x/j > tº and using Lemma 4.6, we haveZ
K

�Z 1
0

ˇ̌
Mlocfs.x/

ˇ̌r ds
s

�p
r

dx

�

Z
Rn

�Z 1
0

ˇ̌
Mlocfs.x/

ˇ̌r ds
s

�p
r

.V K/ı.x/dx

.
Z

Rn

�Z 1
0

ˇ̌
fs.x/

ˇ̌r ds
s

�p
r

.V K/ı.x/dx

D

Z 1
0

�Z
Et

�Z 1
0

ˇ̌
fs.x/

ˇ̌r ds
s

�p
r

dx

�
dt

�

�Z 1
0

ˇ̌
fs.�/

ˇ̌r ds
s

� 1
r
p

Z

�

Z 1
0

Cap˛;s.Et /dt

D

�Z 1
0

ˇ̌
fs.�/

ˇ̌r ds
s

� 1
r
p

Z

�
.V K/ı

L1.Cap˛;s/
:
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We obtain by (4.9) that�
Cap˛;s.K/

�1

Z
K

�Z 1
0

ˇ̌
Mlocfs.x/

ˇ̌r ds
s

�p
r

dx

� 1
p

.
�Z 1

0

ˇ̌
fs.�/

ˇ̌r ds
s

� 1
r


Z

:

Taking supremum over all compact set K � Rn with Cap˛;s.K/ > 0, the result
follows.

Lemma 4.9. For any ' W Rn ! C withˇ̌
'.x/

ˇ̌
.

1�
1C jxj

�N ; x 2 Rn; N > n;

it holds that k' � f kX . kf kX for X D PZ;Z; PZ0, and Z0.

Proof. Note that
k' � f kX . kMf kX � kf kX

for X D PZ, Z, and PZ0. Now we deal with the case that X D Z0. To this end, let g 2 Z

with kgkZ � 1. We haveˇ̌̌̌ Z
Rn
' � f .x/g.x/dx

ˇ̌̌̌
�

Z
Rn

ˇ̌
f .x/

ˇ̌ Z
Rn

ˇ̌
'.�y/

ˇ̌
�
ˇ̌
g.x � y/

ˇ̌
dy dx

.
Z

Rn

ˇ̌
f .x/

ˇ̌ Z
Rn

1�
1C jyj

�N � ˇ̌g.x � y/ˇ̌dy dx
.
Z

Rn

ˇ̌
f .x/

ˇ̌
�

 1�
1C j � j

�N 
Z0
�
g.x � �/

Z
dx

. kf kL1.Rn/kgkZ . kf kZ0 ;

where we have used Example 4.5, Remark 4.3, and kg.x � �/kZ D kgkZ, which is due
to the translation invariant property of the capacity that Cap˛;s.z CE/ D Cap˛;s.E/
with z 2 Rn and E � Rn. The result then follows by the . PZ; PZ0/ duality.

The following lemma should be familiar to specialists. We include its proof for the
readers’ convenience.

Lemma 4.10. Let f 2 S0.Rn/ and ' 2 S.Rn/ be as in Theorem 2.1. Assuming that
supp.f / is compact and 0 … supp.f /, then

f D lim
"!0
ı!1

Z ı

"

't � f .�/
dt

t
;

where the limit is taken in S0.Rn/.
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Proof. Since supp.f / is compact and 0 … supp.f /, there is a function � 2 D.Rn/

such that �.0/ D 0 and � D 1 on a neighborhood W of supp.f /. Let g 2 S.Rn/ be
arbitrary. It suffices to show that

hf; Ogi D lim
"!0
ı!1

Z ı

"

h't � f; Ogi
dt

t
;

or, equivalently,

h Of ; gi D lim
"!0
ı!1

Z ı

"

h2't � f ; gidt
t
:

Since supp.g.1 � �// \ supp. Of / D ;, we have

h2't � f ; gi D h Of ; b'tgi D h Of ; b'tg�i C ˝ Of ; b'tg.1 � �/˛ D h Of ; b'tg�i:
It is routine to check that

lim
"!0
ı!1

Z ı

"

y'.t �/h.�/
dt

t
D h.�/; h 2 S.Rn/;

where the limit is taken in S.Rn/. The result follows by letting h D g�.

In the sequel, we denote a ^ b D min.a; b/ and a _ b D max.a; b/ for a; b 2 R.

Lemma 4.11. Assume that  ; ' 2 S.Rn/ satisfy y .0/ D y'.0/ D 0. Thenˇ̌
 t � 's � f .x/

ˇ̌
.
�
s

t
^
t

s

�
Mf .x/; 0 < t; s <1; x 2 Rn:

Furthermore,ˇ̌
 t � 's � f .x/

ˇ̌
.
�
s

t
^
t

s

�
Mlocf .x/; 0 < t; s � 1; x 2 Rn:

Proof. By [7, Appendix B.5, p. 599], one hasˇ̌
 t � 's.x/

ˇ̌
.
�
s

t
^
t

s

�
�

.t _ s/�n�
1C .t _ s/�1jxj

�nC1 ; x 2 Rn:

Let l D t _ s and P.x/ D .1C jxj/�.nC1/, x 2 Rn. Thenˇ̌
 t � 's � f .x/

ˇ̌
�

Z
Rn

ˇ̌
 t � 's.y/

ˇ̌
�
ˇ̌
f .x � y/

ˇ̌
dy

.
�
s

t
^
t

s

�Z
Rn
Pl.y/ �

ˇ̌
f .x � y/

ˇ̌
dy

D

�
s

t
^
t

s

�
�
�
Pl � jf j

�
.x/ .

�
s

t
^
t

s

�
Mf .x/:
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If 0 < t; s � 1, then 0 < l � 1 and we haveˇ̌
 t � 's � f .x/

ˇ̌
.
�
s

t
^
t

s

�
Mlocf .x/; 0 < t; s � 1; x 2 Rn:

5. Proofs of main results: Riesz capacities

Proof of Theorem 2.1. The estimate

(5.1)
 Z ı

"

't � f .�/
dt

t


Lq.!/

. Œ!�
cq
A1
� kf kLq.!/

holds with implicit constants independent of 0 < " < ı <1. For a proof, let

T";ı.f /.�/ D

Z ı

"

't � f .�/
dt

t
:

We claim that T";ı is a Calderón–Zygmund singular integral operator associated with a
kernel K";ı that

K";ı.x/ D

Z ı

"

't .x/
dt

t
:

The claim follows by checking thatˇ̌bK";ı.�/ˇ̌ . 1; � 2 Rn;(5.2) ˇ̌
K";ı.x/

ˇ̌
.

1

jxjn
; x ¤ 0;(5.3) ˇ̌

rK";ı.x/
ˇ̌

.
1

jxjnC1
; x ¤ 0;(5.4)

with the implicit constants independent of 0 < " < ı < 1. Indeed, assuming that
supp.y'/ � ¹a � j�j � bº with 0 < a < b <1, thenˇ̌bK";ı.�/ˇ̌ D ˇ̌̌̌ Z ı

"

y'.t�/
dt

t

ˇ̌̌̌
�

Z bj�j�1

aj�j�1

ˇ̌
y'.t�/

ˇ̌dt
t

. ky'kL1.Rn/;

so (5.2) follows. Subsequently,ˇ̌
K";ı.x/

ˇ̌
�

�
sup
x2Rn

�
1C jxj

�nC1ˇ̌
'.x/

ˇ̌�
�

Z 1
0

1�
t C jxj

�nC1dt .
1

jxjn
;

which yields (5.3) and (5.4) holds in a similar fashion. Consequently, (5.1) holds by a
standard weighted norm inequality (see [3, Theorem 7.1.1]), and it follows by (4.12)
that  Z ı

"

't � f .�/
dt

t


PZ0

. kf k PZ0 ; f 2 PZ0:
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Now, given any f 2 PZ0 and � > 0, choose by Lemma 4.1 some g 2 S0.Rn/ such that
f D g C b with kbk PZ0 < �. Thenf .�/ � Z ı

"

't � f .�/
dt

t


PZ0

�

g.�/ � Z ı

"

't � g.�/
dt

t


PZ0
C kbk PZ0 C

 Z ı

"

't � b.�/
dt

t


PZ0

.
g.�/ � Z ı

"

't � g.�/
dt

t


PZ0
C 2�:

Finally, note that Z ı

"

't � g.�/
dt

t
! g.�/; "! 0; ı !1;

in S.Rn/. The result follows by Proposition 4.2 since

lim sup
"!0
ı!1

f .�/ � Z ı

"

't � f .�/
dt

t


PZ0
� 2�;

and � > 0 is arbitrarily given.

The next two propositions provide the one-sided estimates of the Littlewood–Paley
functions on the Sobolev multiplier spaces and their preduals.

Proposition 5.1. Let ' 2 S.Rn/ and y'.0/ D 0. Then�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

X

. kf kX

for X D PZ and PZ0.

Proof. A standard fact regarding the weighted Littlewood–Paley theory says that�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

Lq.!/

. Œ!�
cq
A1
� kf kLq.!/

(see [10, Theorem 5.2.2]). Now we recourse to (4.11) and (4.12) to finish the proof.

Proposition 5.2. Let ' 2 S.Rn/ be as in Theorem 2.1. Then

(5.5) kf kX .
�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

X

for f 2 X with 0 … supp. Of /, X D PZ and PZ0.
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Proof. Choose a radial � 2 S0.Rn/ such that y� D 1 on the support of y'. As a conse-
quence, �t � 't D 't . We first assume that f 2 PZ and g2 PZ0 with kgk PZ0�1. ThenZ

Rn
f .x/g.x/dx D lim

"!0
ı!1

Z ı

"

hf; 't � gi
dt

t

D lim
"!0
ı!1

Z ı

"

h't � f; �t � gi
dt

t

D lim
"!0
ı!1

Z
Rn

Z ı

"

't � f .x/�t � g.x/
dt

t
dx:

(5.6)

We obtainˇ̌̌̌ Z
Rn
f .x/g.x/dx

ˇ̌̌̌
�

Z
Rn

�Z 1
0

ˇ̌
't � f .x/

ˇ̌2dt
t

� 1
2
�Z 1

0

ˇ̌
�t � g.x/

ˇ̌2dt
t

� 1
2

dx

�

�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ

�Z 1
0

ˇ̌
�t � g.�/

ˇ̌2dt
t

� 1
2

PZ0

.
�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ

� kgk PZ0

�

�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ

:

Hence, (5.5) follows by the . PZ; PZ0/ duality for X D PZ.
Now we let f 2 PZ0 and g 2 S0.Rn/ and kgk PZ � 1. By Theorem 2.1, (5.6) is valid.

Hence, we obtain by Proposition 5.1 thatˇ̌̌̌ Z
Rn
f .x/g.x/dx

ˇ̌̌̌
�

�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ0

�Z 1
0

ˇ̌
�t � g.�/

ˇ̌2dt
t

� 1
2

PZ

.
�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ0
� kgk PZ

�

�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ0
:

Denote by C0.Rn/ the space of all compactly supported continuous functions on Rn.

Recall the result in [13, Theorem 9.4] that .C0.Rn/
PZ
/� � PZ0, from which one may

easily modify the proof to deduce that

(5.7)
�
S0.Rn/

PZ��
� PZ0:

Consequently, the estimate (5.5) follows for X D PZ0 by the duality (5.7).
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Proof of Theorem 2.2. One obtains the result by combining Propositions 5.1 and
5.2.

If we remove the assumption that 0 … supp. Of / in Theorem 2.2, then we have only
the one-sided estimate.

Proposition 5.3. Let ' 2 S.Rn/ be as in Theorem 2.1. Assuming that f 2 S0.Rn/

satisfies �Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ

<1;

then the limit

F.�/ D lim
"!0
ı!1

Z ı

"

't � f .�/
dt

t

exists in the weak�-topology of PZ, and it satisfies

kF k PZ .
�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ

:

If, in addition, f 2 PZ, then

f .�/ D lim
"!0
ı!1

Z ı

"

't � f .�/
dt

t
;

where the limit is taken in the weak�-topology of PZ, and it holds that

kf k PZ .
�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ

:

Proof. Let

fN .�/ D

Z 2N

2�N
't � f .�/

dt

t
; N 2 N:

Proposition 5.2 yields

kfN k PZ .
�Z 1

0

ˇ̌
't � fN .�/

ˇ̌2dt
t

� 1
2

PZ

:

Assuming that supp.y'/ � ¹a � j�j � bº with 0 < a < b <1, then y'.s�/y'.t�/ D 0
for s

t
< a

b
and s

t
> b

a
, � 2 Rn. Hence,ˇ̌

't � fN .�/
ˇ̌
D

ˇ̌̌̌ Z 2N

2�N
's � 't � f .�/

ds

s

ˇ̌̌̌
D

ˇ̌̌̌ Z 2N

2�N
�a
b
� st �

b
a
� 's � 't � f .�/

ds

s

ˇ̌̌̌



k. h. ooi 22

.
Z 2N

2�N
�a
b
� st �

b
a
�M.'t � f /.�/

ds

s

�M.'t � f /.�/
Z b

a �t

a
b
�t

ds

s

. M.'t � f /.�/:

We have

kfN k PZ .
�Z 1

0

ˇ̌
M.'t � f /.�/

ˇ̌2dt
t

� 1
2

PZ

.
�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ

;

where the implicit constants are independent of N 2 N. Since . PZ0/� � PZ and PZ0 is
separable, by the sequential Banach–Alaoglu theorem, there is a subsequence ¹fNk º
such that fNk ! F in the weak�-topology of PZ; that is,

lim
k!1

Z
Rn
fNk .x/g.x/dx D

Z
Rn
F.x/g.x/dx; g 2 PZ0:

Using the above, we obtainZ
Rn
F.x/g.x/dx D lim

"!0
ı!1

Z ı

"

Z
Rn
F.x/'t � g.x/dx

dt

t

D lim
"!0
ı!1

Z ı

"

Z
Rn
't � F.x/g.x/dx

dt

t

D lim
"!0
ı!1

Z
Rn

Z ı

"

˝
F; 't .x � �/

˛dt
t
g.x/dx

D lim
"!0
ı!1

Z
Rn

lim
k!1

Z ı

"

˝
fNk ; 't .x � �/

˛dt
t
g.x/dx

D lim
"!0
ı!1

Z
Rn

Z ı

"

't � f .x/
dt

t
g.x/dx:

We conclude that the limit

(5.8) F.�/ D lim
"!0
ı!1

Z ı

"

't � f .�/
dt

t

exists in the weak�-topology of PZ.
As ¹fNk º converges to F in the weak�-topology of PZ, we have

kF k PZ � lim inf
k!1

kfNkk PZ .
�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

PZ

:
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If, in addition, f 2 PZ, then we have by Proposition 5.1 that�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

�
PZ

. kf k PZ <1:

By (5.8),2f � F is supported in the origin, and it follows thatf �F 2 PZ is a polynomial.
We conclude by Lemma 4.4 that f D F .

The following proposition gives the inversion formula for f 2 S1.Rn/ under the
topologies of the preduals PZ0 and Z0.

Proposition 5.4. Let  be as in (2.1). For any f 2 S1.Rn/, it holds that

f .�/ D lim
"!0
ı!1

Z ı

"

 t �  t � f .�/
dt

t
;

where the limit is taken in both PZ0 and Z0.

Proof. Let "; ı > 0 be given. Suppose that f 2 S1.Rn/, and then we haveˇ̌̌̌
f .x/ �

Z ı

"

 t �  t � f .x/
dt

t

ˇ̌̌̌
� c. ; f;N; n/

�
"C

1

ı

�
1�

1C jxj
�N

for each N 2 N, where c. ; f;N; n/ > 0 is a constant depending on  , f , N , and n
(see [4, p. 124]). By choosing an N > n, it holds that 1=.1C j � j/N 2 PZ0 and Z0 by
Example 4.5. As a result,f .�/ � Z ı

"

 t �  t � f .�/
dt

t


X

� c0. ; f;N; n/

�
"C

1

ı

�
! 0

as "! 0, ı !1 for X D PZ0 and Z0, and the lemma follows.

Alternative proof of Proposition 5.4. We know that for f 2 S1.Rn/,

f .�/ D lim
"!0
ı!1

Z ı

"

 t �  t � f .�/
dt

t
;

where the limit is taken in S.Rn/. Now we recourse to the embedding S.Rn/ ,! X for
X D PZ0 and Z0 as in Proposition 4.2.

Proof of Theorem 2.3. Fix a 1 < q <1 and let p D q
q�1

be its Hölder’s conjugate.
If! 2A1 �Aq , then!1�p 2Ap . By an argument of .Lq.!1�p/;Lp.!1�p// duality,
twice the applications of Hölder inequalities with appropriate indices, and the standard
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weighted Littlewood–Paley theory, for any f 2 PZ0, we have Z ı

"

 t �  t � f .�/
dt

t


Lq.!/

D

 Z ı

"

 t �  t � f .�/
dt

t
!p�1.�/


Lq.!1�p/

D sup
khk

Lp.!1�p/
�1

ˇ̌̌̌ Z
Rn

Z ı

"

 t �  t � f .x/
dt

t
h.x/dx

ˇ̌̌̌
D sup
khk

Lp.!1�p/
�1

ˇ̌̌̌ Z
Rn

Z ı

"

 t � f .x/ t � h.x/
dt

t
dx

ˇ̌̌̌

� sup
khk

Lp.!1�p/
�1

�Z 1
0

ˇ̌
 t �f .x/

ˇ̌2dt
t

�1
2

!.x/
1
q

�Z 1
0

ˇ̌
 t � h.x/

ˇ̌2dt
t

�1
2

!.x/�
1
q dx

� sup
khk

Lp.!1�p/
�1

�Z 1
0

ˇ̌
 t �f .�/

ˇ̌2dt
t

�1
2

Lq.!/

�Z 1
0

ˇ̌
 t � h.�/

ˇ̌2dt
t

�1
2

Lp.!1�p/

. Œ!�
cq
A1
� sup
khk

Lp.!1�p/
�1

�Z 1
0

ˇ̌
 t � f .�/

ˇ̌2dt
t

� 1
2

Lq.!/

khkLp.!1�p/

. Œ!�
cq
A1
� kf kLq.!/:

We deduce by (4.12) that Z ı

"

 t �  t � f .�/
dt

t


PZ0

. kf k PZ0 ; f 2 PZ0:

We combine the above with Proposition 5.4 to obtain the result by repeating the argument
given in the last part of the proof of Theorem 2.1.

Proposition 5.5. For any 1 < ˛ <1, it holds thats˛.f /X .
s.f /

X

for X D PZ and PZ0.

Proof. If ! 2 A1, thens˛.f /Lq.!/ . ˛n.
1
q�

1
2 /Œ!�

cq
A1
�
s.f /

Lq.!/
; 1 < q � 2;s˛.f /Lq.!/ . Œ!�

c0q
A1
�
s.f /

Lq.!/
; 2 < q <1;

where cq; c0q > 0 are constants depending only on 1 < q <1 (see [17, Theorems 1
and 2, Chapter IV]). The result follows by (4.11) and (4.12).
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Proof of Theorem 2.4. We quote from [9, Theorem 1.2] thats.f /
Lq.!/

. Œ!�
cq
A1
� kf kLq.!/; 1 < q <1;

which yields ks.f /kX . kf kX for X D PZ and PZ0 by (4.11) and (4.12) respectively.
On the other hand, it is computed in [18, (4.3), p. 314] that

kf kL2.Rn/ D cn
s.f /

L2.Rn/
:

By polarization technique, for any f 2 L2.Rn/ \ PZ0 and g 2 S0.Rn/, one hasˇ̌̌̌ Z
Rn
f .x/g.x/dx

ˇ̌̌̌
D cn

ˇ̌̌̌ Z
Rn

Z 1
0

Z
Rn
 t � f .y/ t � g.y/�jx�yj<tdy

dt

t
dx

ˇ̌̌̌
.
Z

Rn

�Z 1
0

Z
jx�yj<t

ˇ̌
 t � f .x/

ˇ̌2
dy
dt

t

�1
2
�Z 1

0

Z
jx�yj<t

ˇ̌
 t �g.x/

ˇ̌2
dy
dt

t

�1
2

dx

�
s.f / PZ0s.g/ PZ

.
s.f / PZ0kgk PZ:

We conclude by the duality (5.7) that kf k PZ0 . ks.f /k PZ0 , whereas the estimate kf k PZ .
ks.f /k PZ for f 2 L2.Rn/ \ PZ also holds similarly.

6. Proofs of main results: Bessel capacities

Proof of Theorem 3.1. We first note that k'0 � f kZ . kMf kZ . kf kZ and that

k'0 � f kZ0 � sup
kgkZ�1

ˇ̌̌̌ Z
Rn
'0 � f .x/g.x/dx

ˇ̌̌̌
D sup
kgkZ�1

ˇ̌̌̌ Z
Rn
f .x/e'0 � g.x/dx ˇ̌̌̌

. kf kZ0 � sup
kgkZ�1

ke'0 � gkZ
. kf kZ0 ;

where e'0.x/ D '0.�x/, x 2 Rn. For simplicity, denote

(6.1) G .f /.�/ D

�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

; f 2 D0.Rn/:

Fix a cube Q with jQj D 1. Let a > 0 be supp.'0/ [ supp.'/ � Ba.0/ and Qf D
f�.1Ca/Q. Note that G .f / can be realized as a Calderón–Zygmund singular integral
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operator so that kG .f /kLq.x!/ . Œx!�
cq
A1
� kf kLq.x!/. Given any ! 2 Aloc

1 , we extend !
to an x! 2 A1 such that x! D ! on .1C 2a/Q. Observe that G .f / D G . Qf / on Q. We
obtainG .f /


L
q
!.Q/

�
G . Qf /


L
q
x!
.Rn/

. Œx!�
cq
A1
� k Qf kLq

x!
.Rn/ D Œx!�

cq
A1
� kf kLq!..1Ca/Q/:

Summing over all dyadic cubes Q with jQj D 1 yields the . direction of (3.2) by
means of (4.13) and (4.14). To prove the & directions of (3.2), express f 2 D0.Rn/ as

f .�/ D  0 � '0 � f .�/C lim
"!0

Z 1

"

 t � 't � f .�/
dt

t
;

where the limit converges in D0.Rn/. Fix a g 2 D.Rn/ with kgkZ0 � 1. We haveˇ̌̌̌ Z
Rn
f .x/g.�x/dx

ˇ̌̌̌
�
ˇ̌
 0 � '0 � f � g.0/

ˇ̌
C lim
"!0

Z 1

"

ˇ̌
 t � 't � f � g.0/

ˇ̌dt
t

�

Z
Rn

ˇ̌
'0 � f .x/

ˇ̌
�
ˇ̌
 0 � g.�x/

ˇ̌
dx C

Z 1

0

Z
Rn

ˇ̌
't � f .x/

ˇ̌
�
ˇ̌
 t � g.�x/

ˇ̌
dx
dt

t

� k'0 � f kZ � k 0 � gkZ0 C

Z
Rn

G .f /.x/ � G .g/.x/dx

. k'0 � f kZ C
G .f /


Z
;

which yields the & direction of (3.2) for X D Z. For the case where X D Z0, we use
the duality similar to (5.7) that .D.Rn/

Z
/� � Z0.

Proposition 6.1. Let  t and 't be as in (3.1). Then

(6.2)
 Z 1

"

 t � 't � f .�/
dt

t


X

. kf kX

for X D Z and Z0, where the implicit constants are independent of 0 < " < 1.

Proof. In view of (4.13) and (4.14), it suffices to prove that Z 1

"

 t � 't � f .�/
dt

t


Lq.!/

. Œ!�
cq

Aloc
1

� kf kLq.!/

with implicit constants independent of 0 < " < 1. Fix a cube Q with jQj D 1. Take an
a > 0 so that Ba.0/ contains both supp. / and supp.'/. Let Qf D f�.1C2a/Q and

T".f /.�/ D

Z 1

"

 t � 't � f .�/
dt

t
:
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Note that the estimates in the beginning of the proof of Proposition 2.3 already show
that kT"f kLq.x!/ . Œx!�

cq
A1
� kf kLq.x!/ with implicit constants independent of 0 < " < 1.

Now we extend ! 2 Aloc
1 to an x! 2 A1 such that x! D ! on .1C 2a/Q. Observe that

T".f / D T". Qf / on Q. We obtain

kT"f kLq!.Q/ �
T". Qf /Lq

x!
.Rn/

. Œx!�
cq
A1
� k Qf kLq

x!
.Rn/ D Œx!�

cq
A1
� kf kLq!..1C2a/Q/:

Summing over all dyadic cubes Q with jQj D 1 yields (6.2).

Proof of Theorem 3.2. Let

fN .�/ D  0 � '0 � f .�/C

Z 1

2�N
 t � 't � f .�/

dt

t
; N 2 N:

Theorem 3.1 yields

kfN kZ . k'0 � fN kZ C
�Z 1

0

ˇ̌
't � fN .�/

ˇ̌2dt
t

� 1
2


Z

:

Furthermore, using Lemma 4.11, we haveˇ̌
't � fN .�/

ˇ̌
D

ˇ̌̌̌ Z 1

2�N
't �  s � 's � f .�/

ds

s

ˇ̌̌̌
; 0 < t < 1

.
Z 1

2�N

�
s

t
^
t

s

�
�Mloc.'s � f /.�/

ds

s

�

�Z 1

2�N

�
s

t
^
t

s

�
ds

s

� 1
2
�Z 1

2�N

�
s

t
^
t

s

�ˇ̌
Mloc.'s � f /.�/

ˇ̌2ds
s

�1
2

.
�Z 1

0

�
s

t
^
t

s

�ˇ̌
Mloc.'s � f /.�/

ˇ̌2ds
s

� 1
2

:

(6.3)

Besides that,ˇ̌
'0 � fN .�/

ˇ̌
.
ˇ̌
M.'0 � f /.�/

ˇ̌
C

ˇ̌̌̌ Z 1

2�N
 t � 't � '0 � f .�/

dt

t

ˇ̌̌̌
:

Using Propositions 6.1 and 4.8, one has

kfN kZ .
M.'0 � f /


Z
C

 Z 1

2�N
 t � 't � '0 � f .�/

dt

t


Z

C

�Z 1

0

Z 1

0

�
s

t
^
t

s

�ˇ̌
Mloc.'s � f /.�/

ˇ̌2ds
s

dt

t

� 1
2


Z

. k'0 � f kZ C
�Z 1

0

ˇ̌
Mloc.'s � f /.�/

ˇ̌2ds
s

� 1
2


Z

. k'0 � f kZ C
�Z 1

0

ˇ̌
's � f .�/

ˇ̌2ds
s

� 1
2


Z

;
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where the implicit constants are independent of N 2 N. The rest of the argument
follows similarly to the proof of Proposition 5.3.

Proof of Theorem 3.3. Since S.f /.�/ . Sd .f /.�/, (3.3) follows by the & direction
of (3.4). Now we show the following for (3.4). Recall the notation G .f /.�/ in (6.1).
Then Theorem 3.1 and G .f /.�/ . Sd .f /.�/ imply that

kf kX . k'0 � f kX C
Sd .f /

X
:

On the other hand, let f 2 D.Rn/ be given. We have

f .�/ D  0 � '0 � f .�/C lim
"!0

Z 1

"

 t � 't � f .�/
dt

t

where the limit is taken in D.Rn/. For any x; z 2 Q, Q 2 Qt , and 0 < t < 1, we obtainˇ̌
't �  0 � '0 � f .z/

ˇ̌
. Mloc. 0 � '0 � f /.x/;

and the estimates in (6.3) show thatˇ̌̌̌ Z 1

"

't �  s � 's � f .z/
ds

s

ˇ̌̌̌
.
�Z 1

0

�
s

t
^
t

s

�ˇ̌
Mloc.'s � f /.x/

ˇ̌2ds
s

� 1
2

; " > 0:

Since Qt is a disjoint class, it follows thatX
Q2Qt

sup
z2Q

ˇ̌
't � f .z/

ˇ̌2
�Q.x/

.
ˇ̌
Mloc. 0 � '0 � f /.x/

ˇ̌2
C

Z 1

0

�
s

t
^
t

s

�ˇ̌
Mloc.'s � f /.x/

ˇ̌2ds
s
:

Subsequently, for X D Lq!.Rn/,Sd .f /
X

�
Mloc. 0 � '0 � f /


X
C

�Z 1

0

Z 1

0

�
s

t
^
t

s

�ˇ̌
Mloc.'s � f /.�/

ˇ̌2ds
s

dt

t

� 1
2

X

.
Mloc. 0 � '0 � f /


X
C

�Z 1

0

ˇ̌
Mloc.'s � f /.�/

ˇ̌2ds
s

� 1
2

X

. k 0 � '0 � f kX C
�Z 1

0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

X

:

The above estimates still hold for general f 2 Lq!.Rn/ by approximating f with the
functions in D.Rn/ and using Fatou’s lemma. Therefore, one can conclude (3.4) by
(4.13), (4.14), and Lemma 4.9.
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For the sake of completeness, we include the following result which corresponds to
the topological property given in Proposition 5.4 with PZ0 in place of Z0 for f 2 Z0.

Proposition 6.2. Let '0 and 't be as in (3.1). For any f 2 Z0, it holds that

(6.4) f .�/ D  0 � '0 � f .�/C lim
"!0

Z 1

"

 t � 't � f .�/
dt

t
;

where the limit is taken in Z0.

Proof. Since

 0 � '0 � f .�/C

Z 1

"

 t � 't � f .�/
dt

t
! f .�/

in D.Rn/, we may use Proposition 4.2 to deduce that (6.4) holds for f 2 D0.Rn/.
Since D.Rn/ is dense in Z0, (6.4) holds for f 2 Z0 by Proposition 6.1.

7. Final remarks

The Morrey spaceLp;� for 1 � p <1, 0 < � � n is defined to be the set of all locally
p-integrable functions f on Rn such that

kf kLp;� D sup
.x;r/2Rn�.0;1/

r��n
�Z

Br .x/

ˇ̌
f .y/

ˇ̌p
dy

� 1
p

<1:

A Littlewood–Paley characterization for Lp;� and its predual Hp0;� can be obtained
through the means in this paper. First of all, part of the results in [1, 2] say that

kf kLp;� � sup
²�Z

Rn

ˇ̌
f .x/

ˇ̌p
!.x/dx

� 1
p

W ! 2 A1; k!kL1.ƒ.1/
N��

/
� 1

³
;

kf kHp0;� � inf
²�Z

Rn

ˇ̌
f .x/

ˇ̌p0
!.x/1�p

0

dx

� 1
p0

W ! 2 A1; k!kL1.ƒ.1/
N��

/
� 1

³
;

where ƒ.1/
N��

is the Hausdorff capacity. Therefore, it holds that

kf kX �

�Z 1
0

ˇ̌
't � f .�/

ˇ̌2dt
t

� 1
2

X

; 0 … supp. Of /;

forX DLp;�,Hp0;�, and' is a sufficiently regular function. This is a different approach
than the norm estimates of the Littlewood–Paley theory given in [8].
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