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Well-posedness of an evaporation model
for a spherical droplet exposed to an air flow

Eberhard Bänsch, Martin Doß, Carsten Gräser, and Nadja Ray

Abstract. In this paper, we address the well-posedness of an evaporation model for a spherical
liquid droplet taking into account the convective impact of an air flow in the ambient gas phase.
From a mathematical perspective, we are dealing with a coupled ODE–PDE system for the droplet
radius, the temperature distribution, and the vapor concentration. The nonlinear coupling arises
from the evaporation rate modeled by the Hertz–Knudsen equation. Under physically meaningful
assumptions, we prove existence and uniqueness of a weak solution until the droplet has evapor-
ated completely. Numerical simulations are performed to illustrate how different air flows affect the
evaporation process.

1. Introduction

Evaporation plays an important role in a variety of practical applications ranging from
weather forecasting [36] to the production of pharmaceutical powders [34]. If convective
currents complicate the temperature and vapor mass distributions, it is particularly import-
ant to understand their impact on the evaporation process. Mathematical models can be
powerful tools to unravel the complex physics behind convective evaporation provided that
the heat and mass fluxes across the liquid–gas interface are captured correctly. Depending
on the characteristic length and time scales, there are two different modeling approaches:
if the volatile liquid evaporates slowly, one usually assumes thermodynamic equilibrium
in the sense that the saturated vapor pressure equals the actual vapor pressure at the liquid–
gas interface. In general, however, the saturated and the actual vapor pressure do not
coincide and their difference determines the evaporation rate. Taking into account this
imbalance, nonequilibrium evaporation models are physically more accurate. The Hertz–
Knudsen equation is especially widely used to model and simulate evaporation [19]. As
a nonlinear boundary condition, it couples the heat and mass transfer within and around
the volatile liquid. Among all possible applications, the evaporation of small droplets was
found to be especially well described by the Hertz–Knudsen equation (see [39]). Our aim
is to study the mathematical well-posedness of the related evaporation model for a single
droplet taking into account the convective impact of an air flow in the ambient gas phase.
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The following literature is related to our problem: first of all, the quasi-stationary evap-
oration of a spherical droplet into stagnant air is well described analytically by the d2 law.
As suggested by its name, the d2 law states that the squared diameter (or radius) of the
droplet decreases linearly with time [22]. The same behavior follows from the model
in [2], which also accounts for nonequilibrium effects. From a mathematical perspective,
single droplet evaporation (and condensation) can be regarded as a generalized Stefan
problem [14]. The latter is widely known to be well-posed in one and more spatial dimen-
sions [11, 15, 30, 35]. The main difference between single droplet evaporation and the
classical Stefan problem arises from the fact that the saturated vapor pressure depends on
the temperature at the droplet surface, which is neglected in [14]. The authors of [28, 29]
consider a more general model for two-phase flow with phase transition derived from the
balances of mass, momentum, and energy in a thermodynamically consistent way. Their
existence result applies to nearly flat interfaces and small initial data. It should be men-
tioned that the interface laws for evaporation (and condensation) are very similar to the
ones for alloy solidification, as reviewed in [6]. Finally, the cell problems whose well-
posedness is also studied in [16] are closely related to our topic despite their application
being different. Since the upscaled model in [16] describes mineral dissolution and pre-
cipitation in a porous medium, each cell represents a single spherical grain whose radius is
governed by a nonlinear ordinary differential equation. More general cell geometries are
studied in [17] using a level-set approach to prove the stability of the corresponding dif-
fusion and permeability tensors. Even if the interface conditions for mineral dissolution
and droplet evaporation appear to be similar, it should be pointed out that the latter are
generally more complicated. While dissolution can be regarded as an isothermal process,
evaporation causes a discontinuity of the normal heat flux which is commonly known as
evaporative cooling. Therefore, the evaporation rate determines both the mass and the heat
flux across the liquid–gas interface.

Our aim is to study the mathematical well-posedness of a nonequilibrium evapora-
tion model for a single spherical droplet which is exposed to an air flow in the ambient
gas phase. The considered evaporation model consists of an ordinary differential equa-
tion for the droplet radius and two convection–diffusion equations for the temperature
and vapor mass distributions. The mathematical challenges of the resulting ODE–PDE
system mainly arise from its nonlinear coupling at the droplet surface and the evolution
of the latter as a free boundary. More precisely, the evaporation rate is computed from
the thermodynamic nonequilibrium between the saturated and the actual vapor pressure
at the droplet surface via the Hertz–Knudsen equation. To handle the resulting nonlinear
boundary condition for the heat and vapor mass flux, we apply the method of upper and
lower solutions. Regarding the radius of the droplet as its time-dependent characteristic
length, we rescale our model accordingly to immobilize the free phase boundary. By that,
the interface velocity can be treated as an additional flux term in the transport equations
for the temperature and vapor mass distributions. Finally, we apply Banach’s fixed-point
theorem to prove the existence of a unique weak solution and show stability with respect
to perturbations of the initial values.
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Figure 1. Schematic illustration of the evaporating droplet exposed to an air flow.

The paper is structured as follows: in Section 2, we introduce our mathematical model
for the convective evaporation of a single droplet. In Section 3, the latter is shown to admit
a unique maximal weak solution as outlined above. The numerical simulations performed
in Section 4 illustrate the convective impact of the ambient air flow on the evaporation
rate. Finally, Section 5 concludes our paper.

2. Droplet evaporation model

In this section, we present our mathematical model for the convective evaporation of a
single spherical droplet exposed to an air flow in the ambient gas phase. As illustrated
in Figure 1, the droplet surface is denoted by �d WD @�d , while �d � R3 represents
its liquid interior. The total droplet volume Vd WD j�d j is then governed by the ordinary
differential equation

�d
dVd

dt
D �

Z
�d

J d�; (2.1)

with the mass density �d of the volatile liquid and the evaporation rate J per surface area.
The ambient gas phase �g is usually not stagnant. In many practical applications, either
natural or forced convection can have a significant impact on the evaporation process.
Let vg be the corresponding velocity field and n the outer unit normal of the gas phase.
Likewise, the velocity field vd describes the convection inside the liquid droplet. Both
velocity fields are assumed to be given. Further assuming vd and vg to be quasi-stationary,
we require

vd � n D 0 and vg � n D 0 on �d

for the sake of simplicity. In other words, there is no convective flux across the droplet
surface. The heat and vapor mass transport is then governed by the following system of
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convection–diffusion equations:

�dCp;d@tTd D r � .kdrTd � �dCp;dTdvd / in �d ;

�gCp;g@tTg D r � .kgrTg � �gCp;gTgvg/ in �g ;

@t�v D r � .Dvr�v � �vvg/ in �g ;

subject to the interface flux conditions

.kgrTg � kdrTd / � n D �ƒJ on �d ; (2.2)

Dvr�v � n D J on �d ;

where �g denotes the total mass density of the gas phase, �v the vapor mass density, Td=g
the droplet/gas temperature, Cp;d=g the respective specific heat capacity, kd=g the respect-
ive thermal conductivity,Dv the vapor diffusion coefficient, andƒ the specific latent heat
of vaporization. The continuity of temperature naturally implies Td D Tg on �d which
serves as an additional boundary condition.

The evaporation rate J is modeled by the Hertz–Knudsen equation. It relates J to
the thermodynamic nonequilibrium between the saturated and the actual vapor pressure at
the liquid–gas interface. In its original formulation, the Hertz–Knudsen equation reads as
follows [19]:

J D

s
Md

2�RTd
.psat � pv/; (2.3)

with the molar mass Md of the volatile liquid, the ideal gas constant R, the droplet tem-
perature Td , the saturated vapor pressure psat, and the actual vapor pressure pv at the
liquid–gas interface. It should be mentioned that (2.3) models both evaporation (J � 0)
and condensation (J � 0) depending on the relative humidity RH WD pv=psat at the droplet
surface. Further notice that pv and �v are related to each other via the ideal gas law
pvMd D �vRTg . The saturated vapor pressure, on the other hand, is determined by the
interface temperature via the Clausius–Clapeyron relation. In the case of water, the latter
is well approximated by the Tetens equation [25]

psat

610:78Pa
D exp

� 17:27 Tg

Tg C 237:3 °C

�
; (2.4)

with Tg in degrees Celsius. Far away from the droplet, the temperature and vapor mass
distributions are supposed to be consistent with the drying conditions. Their radial limits
are given by

lim
jxj!1

Tg.t; x/ D T1 and lim
jxj!1

�v.t; x/ D �1;

where T1 denotes the temperature and �1 the vapor mass density of the drying air. It
should be pointed out that T1 and �1 are both regarded as constants.
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The presented evaporation model is highly relevant for a plethora of practical applica-
tions, such as spray drying or air conditioning [33]. However, to the best of our knowledge,
its mathematical well-posedness has not yet been verified in the existing literature. In this
paper, we show existence and uniqueness of a weak solution under the following assump-
tions and simplifications:

A1. Neglecting possible deformations due to external forces such as drag, the droplet
remains spherical throughout its evaporation process. This simplification is
motivated by the fact that surface tension usually dominates if the droplet is suf-
ficiently small. The evolution of the droplet radius Rd over time is then governed
by the ordinary differential equation

�d
dRd

dt
D �

1

4�R2
d

Z
�d

J d�;

which follows from (2.1) by inserting the formula Vd D 4=3�R3d for the droplet
volume.

A2. As illustrated in Figure 1, the ambient gas phase �g is truncated far away from
the droplet such that its rescaled domain ��g WD �g=Rd becomes a spherical
shell with fixed boundaries.

A3. The drying conditions are sufficiently moderate such that thermal variations
inside the droplet can be neglected. More precisely, we assume kdrTd � n � 0
in interface condition (2.2) for the normal heat flux across the droplet surface.
According to [27], this is only the case if the Biot number1 of the evaporation
process is sufficiently small. In other words, the evaporation process lasts signific-
antly longer than the initial convergence of Td towards the wet-bulb temperature2.

A4. The Hertz–Knudsen equation (see (2.3)) for the evaporation rate is approximated
as follows:

J D

s
RTg

2�Md

.�sat � �v/ � C.�sat � �v/; (2.5)

neglecting the temperature dependence of C > 0 and simply regarding it as a pos-
itive constant. Motivated by the Tetens equation (see (2.4)), the saturated vapor
mass density �sat WD psatMw=.RTg/ is assumed to admit a continuous derivative
with respect to the gas temperature satisfying

0 �
d�sat

dTg
� L

for some Lipschitz constant L > 0.

1The Biot number is defined as Bi D hRd=kd , where h denotes the heat transfer coefficient across the
droplet surface.

2The wet-bulb temperature is defined as the temperature measured by a thermometer whose bulb is
covered by a wet cloth [7]. Its constant value is uniquely determined by the drying conditions.
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A5. As we are concerned with evaporation, the relative humidity of the drying air ful-
fills RH � 100% far away from the droplet. Consequently, the drying conditions
satisfy �1 � �sat.T1/DW �� and there exists a temperature T� � T1 such that the
corresponding saturated vapor mass density equals �sat.T�/ D �1. Be aware that
droplet condensation (�1 > �sat.T1/) is not studied for the ease of presentation.
It should, however, be mentioned that the corresponding mathematical problem
can be addressed in a similar manner if some signs and inequalities (e.g., in (3.2)
or Proposition 1) are switched accordingly.

A6. The air flow is described by a quasi-stationary incompressible velocity field vg 2
H 1.�g ;R3/ which is assumed to be given. More precisely, it satisfies r � vg D 0
in �g and vg � n D 0 on �d . The velocity field vg D vg.Rd / depends continu-
ously on the droplet radius Rd in the following sense: for each � > 0, there exists
a Lipschitz constant L� > 0 such that

sup
x 2��g

jv1g.xR
1
d / � v

2
g.xR

2
d /j � L�jR

1
d �R

2
d j (2.6)

holds for all droplet radii R1
d
; R2

d
> �, where v1g and v2g denote the correspond-

ing velocity fields for the air flow in the ambient gas phase. In other words, the
rescaled velocity field v�g defined below is uniquely determined by the droplet
radius Rd and (2.6) guarantees the Lipschitz continuity of the mapping Rd 7!
v�g 2 L

1.��g IR
3/ if the droplet radius Rd is bounded away from zero.

A7. Without loss of generality, all physical constants are assumed to be one for the
ease of presentation. However, keep in mind that Tg and �v do not satisfy the
same convection–diffusion equation in the sense that their coefficients are differ-
ent!

Regarding the radius Rd of the droplet as its time-dependent characteristic length, we res-
cale our model accordingly. Define x� WD x=Rd 2 �

�
g for all spatial coordinates

x 2 �g . The time derivatives of the gas temperature Tg and its rescaled counterpart
T �g .t; x

�/ WD Tg.t; x/ are then related to each other via

@tTg.t; x/ D @tT
�
g .t; x

�/Cr�T �g .t; x
�/ � @tx

�

D @tT
�
g .t; x

�/ �
PRd

Rd
r
�T �g .t; x

�/ � x�; (2.7)

where r� D Rdr denotes the rescaled spatial gradient. Notice that (2.7) follows dir-
ectly from the chain rule. The same identity holds for the rescaled counterpart ��v .t; x

�/

WD �v.t; x/ of the vapor mass density. Altogether, the rescaled simplified version of our
single droplet evaporation model whose well-posedness will be studied in Section 3 reads
as follows:

PRd D �
1

4�

Z
��
d

J.T �g ; �
�
v / d�; (E1)
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@tT
�
g D

1

R2
d

��T �g �
1

Rd
r
�T �g � .v

�
g �
PRdx
�/ in ��g ; (E2)

@t�
�
v D

1

R2
d

����v �
1

Rd
r
���v � .v

�
g �
PRdx
�/ in ��g ; (E3)

1

Rd
r
�T �g � n

�
D �J.T �g ; �

�
v / on ��d ; (E4)

1

Rd
r
���v � n

�
D J.T �g ; �

�
v / on ��d ; (E5)

T �g D T1 on ��1; (E6)

��v D �1 on ��1 (E7)

with the Nemytskii operator J.T �g ; �
�
v / WD �sat.T

�
g / � �

�
v for the evaporation rate. Recall

that the boundaries ��
d
WD ¹x� 2 R3 W jx�j D 1º and ��1 D @�

�
g n �

�
d

of the rescaled gas
phase are now fixed. In return, the interface velocity now appears in the transport equations
of our model. For the ease of presentation, the sub- and superscripts ‘d ’, ‘g’, ‘v’, and ‘�’
will be omitted in what follows.

3. Well-posedness of the droplet evaporation model

In this section, we show that the presented droplet evaporation model (E1)–(E7) admits
a unique weak solution taking into account assumptions (A1)–(A7) from above. From
a mathematical perspective, we are dealing with a coupled ODE–PDE system for the
droplet radius, the temperature distribution, and the vapor mass concentration. The non-
linear coupling arises from the evaporation rate being modeled by the Hertz–Knudsen
equation.

As mentioned above, the well-posedness of our single droplet evaporation model will
be studied in the context of weak solutions. The underlying Lebesgue and Sobolev spaces
are denoted by L2.�/ and H 1.�/ D W 1;2.�/, respectively. Let h�; �i be the pairing of
X WD ¹' 2 H 1.�/ W ' D 0 on �1º and its dual space X�. The droplet evaporation
problem whose governing equations and boundary conditions (E1)–(E7) were derived in
Section 2 admits the following weak formulation:

Definition 1 (Weak solution of the droplet evaporation problem). Let R0 > 0 and T0;
�0 2 L

2.�/ be given. The triple .R; T; �/ is called a weak solution of the droplet evapor-
ation problem given by (E1)–(E7) if

• R 2 H 1.I / satisfies R.0/ D R0 and the evolution equation

PR.t/ D �
1

4�

Z
�

J.T; �/ d� with J.T; �/ D �sat.T / � � (P1)

for almost every t 2 I ,
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• T; � 2 L2.I;H 1.�// with @tT; @t� 2 L2.I; X�/ satisfy the weak formulations

h@tT; 'i C

Z
�

1

R2
rT � r' C

1

R
rT � Œv.R/ � PRx�' dx C

1

R

Z
�

J.T; �/' d�

D 0; (P2)

h@t�; 'i C

Z
�

1

R2
r� � r' C

1

R
r� � Œv.R/ � PRx�' dx �

1

R

Z
�

J.T; �/' d�

D 0 (P3)

for all test functions ' 2 X ,

• the initial and drying conditions

T .0/ D T0 and �.0/ D �0 in �; (P4)

T D T1 and � D �1 on �1 (P5)

are fulfilled.

As formulated in Theorem 3, our main result will be the existence of a unique weak
solution in the sense of Definition 1 until the droplet has evaporated completely. Formally
speaking, the strategy of our proof can be outlined as follows: first, we consider the droplet
radius to be given and show that the decoupled evaporation problem given by (P3)–(P5)
admits a unique weak solution. In Proposition 2, the resulting solution operator S.R/
WD .T; �/ is shown to be Lipschitz continuous. The coupled ODE–PDE system (P1)–(P5)
with unknown droplet radius is then reformulated as a fixed-point problem. Notice that R
is a fixed-point of the Volterra operator

T .R/.t/ WD R0 �
1

4�

Z t

0

Z
�

J.S.R// d� d� (3.1)

if .R; T; �/ is a weak solution of the droplet evaporation problem. On the other hand, if
R 2 H 1.I / satisfies T .R/ D R, then .R; S.R// solves the droplet evaporation problem
in the sense of Definition 1. Therefore, finding a solution to the latter is equivalent to a
fixed-point problem. In Section 3.3, we show that T is a well-defined contraction on the
following set of admissible droplet radii:

†t� WD
®
R 2 H 1.I / W R.0/ D R0 and j PR.t/j � J.T1; �1/ for a.e. t 2 I

¯
; (3.2)

provided that the underlying time interval I WD Œ0; t�/ is sufficiently small. The existence
of a fixed-pointR 2†t� with T .R/DR then follows from Banach’s fixed-point theorem.
Finally, we show that the time interval I of the weak solution can be extended until the
droplet has evaporated completely.

3.1. Preliminaries

Throughout the entire paper, the constant C > 0 is meant to be generic in the sense that its
value can be redefined. Unless stated otherwise, it only depends on constant coefficients
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and the spatial domain � of our model, but not on the time interval I of its solution. For
the ease of presentation, we define k � k2;� WD k � kL2.�/ to abbreviate the L2.�/-norm.
The following interpolation inequality will be instrumental to handle boundary terms:

Lemma 1. Let � � R3 be a bounded C 2-domain. Then, u 2 H 1.�/ satisfies

kuk22;@� � "kruk
2
2;� C

C

"
kuk22;� (3.3)

for all " 2 .0; 1/. The constant C > 0 only depends on �.

From [18, Lemma 7.9], we adopt the following proof:

Proof. First of all, the continuity of the trace operator [1, Theorem 7.58] implies

kuk2;@� � CkukH1=2.�/

for some C > 0. FromH 1.�/ ,!H 1=2.�/ ,! L2.�/ we infer the interpolation inequal-
ity

kuk2
H1=2.�/

� CkukH1.�/kuk2;�

to be found in [1, Lemma 7.16]. Using Young’s inequality, we finally obtain

kuk22;@� � CkukH1.�/kuk2;� � "kuk
2
H1.�/

C
C

"
kuk22;�

� "kruk22;� C
C

"
kuk22;�;

where the last inequality follows from " < 1.

Remark. It should be pointed out that Lemma 1 holds for general smooth geometries. In
our case, the boundary � represents the rescaled surface of a spherical droplet. Moreover,
Lemma 1 will only be applied to functions u 2 H 1.�/ satisfying u D 0 on �1. Under
these additional constraints, one obtains interpolation inequality (3.3) also directly from
the divergence theorem

kuk22;� D �

Z
�

r � .u2x/ dx D �

Z
�

2uru � x C 3u2 dx

� 2C

Z
�

jujjruj dx � "kruk22;� C
C

"
kuk22;�;

taking into account x � n D �1 for all x 2 � and jxj � C for all x 2 �.

3.2. Well-posedness for given droplet radius

In this section, we apply the method of upper and lower solutions to show that the de-
coupled droplet evaporation problem given by (P3)–(P5) admits a unique weak solution if
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R 2 †t� is given. The idea is to replace the original nonlinear boundary conditions at the
droplet surface by the following linear ones [26]:

1

R
rT k � nC LT k D �J k�1 C LT k�1;

1

R
r�k � nC �k D J k�1 C �k�1;

where L denotes the Lipschitz constant of �sat and J k�1 WD J.T k�1; �k�1/ the explicit
evaporation rate. By that, we obtain an iteration process .T k�1; �k�1/ 7! .T k ; �k/ con-
verging to the desired weak solution.

Lemma 2. Let T k�1;�k�1 2L2.I;H 1.�// andR 2†t� be given. Further assume thatR
is bounded away from zero in the sense that R.t/ � � > 0 for almost every t 2 I . Then,
there exist unique weak solutions

T k ; �k 2 L2.I;H 1.�// with @tT
k ; @t�

k
2 L2.I; X�/

of the linear iteration process governed by the weak formulations

h@tT
k ; 'i C

Z
�

1

R2
rT k � r' C

1

R
rT k � .v � PRx/' dx C

1

R

Z
�

LT k' d�

D
1

R

Z
�

.LT k�1 � J k�1/' d�; (3.4)

h@t�
k ; 'i C

Z
�

1

R2
r�k � r' C

1

R
r�k � .v � PRx/' dx C

1

R

Z
�

�k' d�

D
1

R

Z
�

.�k�1 C J k�1/' d�

for all test functions ' 2 X such that the initial and drying conditions

T k.0/ D T0 and �k.0/ D �0 in �;

T k D T1 and �k D �1 on �1

are fulfilled. Moreover, the weak solutions satisfy the following energy estimates:

sup
t2I

kT k � T1k
2
2;� C krT

k
k
2
2;I�� � C ŒkT0 � T1k

2
2;�

C kL.T k�1 � T1/ � J
k�1
k
2
2;I�� �; (3.5)

sup
t2I

k�k � �1k
2
2;� C kr�

k
k
2
2;I�� � C Œk�0 � �1k

2
2;�

C k�k�1 � �1 C J
k�1
k
2
2;I�� �; (3.6)

k@tT
k
k
2
L2.I;X�/

� C ŒkT0 � T1k
2
2;� C kL.T

k�1
� T1/ � J

k�1
k
2
2;I�� �; (3.7)



Well-posedness of an evaporation model for a spherical droplet exposed to an air flow 11

k@t�
k
k
2
L2.I;X�/

� C Œk�0 � �1k
2
2;� C k�

k�1
� �1 C J

k�1
k
2
2;I�� �; (3.8)

where the constant C > 0 depends on the positive lower bound � of the droplet radius.

Proof. The unique existence of the weak solutions T k and �k follows from Galerkin’s
method as carried out in [13, 20] for similar linear parabolic problems. Testing (3.4) with
' D T k � T1 DW w

k implies

1

2

d

dt
kwkk22;� C

1

R2
krwkk22;� �

PR

R

Z
�

.rwk � x/wk dx C
L

R
kwkk22;�

D
1

R

Z
�

.Lwk�1 � J k�1/wk d�;

since v is divergence free and tangential at the droplet surface. Applying Hölder’s inequal-
ity yields

1

2

d

dt
kwkk22;� C krw

k
k
2
2;�

� C Œkrwkk2;�kw
k
k2;� C kLw

k�1
� J k�1k2;�kw

k
k2;� �;

due to j PRj � J1 and R being bounded away from zero. The estimate

1

2

d

dt
kwkk22;� C krw

k
k
2
2;�

� C
h
"krwkk22;� C

1

"
kwkk22;� C kLw

k�1
� J k�1k22;�

i
then follows from Young’s inequality with " > 0 and the interpolation inequality from
Lemma 1. The choice "D 1=.2C / allows us to absorb theL2-norm of the gradient. Apply-
ing Grönwall’s lemma to the resulting inequality gives us

d

dt
kwkk22;� C krw

k
k
2
2;� � C Œkw

k
k
2
2;� C kLw

k�1
� J k�1k22;� �

and implies (3.5), while (3.6) can be derived analogously. On the other hand, we obtain

jh@tT
k ; 'ij � C Œkrwkk2;� C kLw

k�1
� J k�1k2;� �k'kX (3.9)

directly from (3.4) by applying Hölder’s inequality, since (A6) implies v 2 L1.�/. The
estimate

k@tT
k
kX� � C Œkrw

k
k2;� C kLw

k�1
� J k�1k2;� �

then follows from the fact that (3.9) holds for all ' 2 X . Inserting (3.5) into the resulting
inequality

k@tT
k
k
2
L2.I;X�/

� C Œkrwkk22;I�� C kLw
k�1
� J k�1k22;I�� �

finally implies (3.7), while (3.8) can be derived analogously.
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We are now in the position to show the well-posedness of (P3)–(P5) for given droplet
radius. Recall from assumption (A5) that the drying conditions are required to satisfy
�sat.T1/ � �1 such that the droplet actually evaporates. In the following proof, the con-
stant tuples .T�; �1/ and .T1; ��/ will serve as lower and upper bounds for the weak
solution .T; �/ of the decoupled droplet evaporation problem:

Proposition 1. Assume R 2 †t� to be given and bounded away from zero. Further sup-
pose that the initial values T0; �0 2 L2.�/ are bounded by the drying conditions and
constants from (A5) as follows:

T� � T0.x/ � T1 and �1 � �0.x/ � �� (3.10)

for almost every x 2�. Then, the decoupled droplet evaporation problem (see (P3)–(P5))
admits a unique weak solution

.T; �/ 2 L2.I;H 1.�//2 with .@tT; @t�/ 2 L
2.I; X�/2

satisfying the pointwise lower and upper bounds

T� � T .t; x/ � T1 and �1 � �.t; x/ � �� (3.11)

for almost every .t; x/ 2 I ��.

Proof. Following [13, 26], we apply the method of upper and lower solutions. Therefore,
let us consider the iteration process .T k�1; �k�1/ 7! .T k ; �k/ defined by the linear para-
bolic problems from Lemma 2.

Step 1. We show by induction that the iterative solutions resulting from .T 0; �0/

D .T1; ��/ satisfy

T� � T
k
� T k�1 � T1 and �1 � �

k
� �k�1 � �� (3.12)

for all k 2 N. Let us verify T� � T 1 � T1 first. Using

w WD .T 1 � T1/
C
D

´
T 1 � T1 if T 1 > T1;

0 if T 1 � T1

as a test function in (3.4) yields the identity

1

2

d

dt
kwk22;� C

1

R2
krwk22;� C

L

R
kwk22;� D

PR

R

Z
�

.rw � x/w dx; (3.13)

taking into account J 0 D 0, r � v D 0 in � and v � n D 0 on � . From Young’s inequality
we infer

PR

R

Z
�

.rw � x/w dx � "krwk22;� C
C

"
kwk22;� (3.14)
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due to the term j PRj=R and the domain � being bounded. Inserting (3.14) with "

D 1=.2R2/ into (3.13) allows us to absorb the L2-norm of the gradient. Applying Grön-
wall’s lemma to the resulting inequality

d

dt
kwk22;� � Ckwk

2
2;�

implies w D 0, and thus T 1 � T1, taking into account that w.0/D .T0 � T1/C D 0. On
the other hand, testing (3.4) with zw WD .T� � T 1/C as defined above implies

1

2

d

dt
k zwk22;� C

1

R2
kr zwk22;� C

L

R
k zwk22;� C

L

R

Z
�

.T1 � T�/ zw d�

D
PR

R

Z
�

.r zw � x/ zw dx;

which allows us to conclude T� � T 1 as before. It should be mentioned that zw is an
admissible test function, since T� � T1 guarantees zw D 0 on �1. The inequalities �1 �
�1 � �� for the vapor mass density are obtained analogously.

Now let us assume that (3.12) already holds for some k 2 N. Subtracting the weak
formulations for T kC1 and T k after inserting wkC1 WD .T kC1 � T k/C as a test function
leads to the identity

1

2

d

dt
kwkC1k22;� C

1

R2
krwkC1k22;� C

L

R
kwkC1k22;�

D
PR

R

Z
�

.rwkC1 � x/wkC1 dx C

Z
�

ŒJ k�1 � J k � L.T k�1 � T k/�wkC1 d�

for all k � 2. Since our induction hypothesis (3.12) implies

J k�1 � J k � �sat.T
k�1/ � �sat.T

k/ � L.T k�1 � T k/;

we obtain wkC1 D 0, and thus, T kC1 � T k from the same Grönwall argument as before.
Likewise, testing (3.4) with zwkC1 WD .T� �T kC1/C yields T��T kC1, taking into account
that

�sat.T
k/ � �k � �sat.T

k/ � �1 � L.T
k
� T�/

already holds. The remaining inequalities �1 � �kC1 � �k for the vapor mass density are
obtained analogously. This concludes the proof of (3.12) for all k 2 N by induction.

Step 2. We are now in the position to show that the iteration process ¹.T k ; �k/ºk2N

from Lemma 2 converges (up to a subsequence) to the desired weak solution .T; �/ of the
decoupled evaporation problem. From (3.12) we infer that the pointwise limits

T .t; x/ WD lim
k!1

T k.t; x/ and �.t; x/ WD lim
k!1

�k.t; x/

exist for almost every .t; x/ 2 I ��. In fact, we have T k ! T and �k ! � in L2.I ��/
and L2.I � �/ due to Lebesgue’s dominated convergence theorem. According to the
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energy estimates from Lemma 2, it follows from (3.12) that the iterative solutions ¹T kºk2N

and ¹�kºk2N are both bounded in L2.I; H 1.�//. Likewise, their time derivatives
¹@tT

kºk2N and ¹@t�kºk2N are both bounded in L2.I; X�/. Hence, there exists a sub-
sequence ¹.T kl ; �kl /ºl2N such that

T kl * T and �kl * � weakly in L2.I;H 1.�//;

@tT
kl * @tT and @t�

kl * @t� weakly in L2.I; X�/:

Consequently, the respective limits T and � satisfy the following weak formulations:

h@tT; 'i C

Z
�

1

R2
rT � r' C

1

R
rT � .v � PRx/' dx C

1

R

Z
�

LT ' d�

D
1

R

Z
�

ŒLT � J.T; �/�' d�;

h@t�; 'i C

Z
�

1

R2
r� � r' C

1

R
r� � .v � PRx/' dx C

1

R

Z
�

�' d�

D
1

R

Z
�

Œ�C J.T; �/�' d�

for almost every t 2 I and all test functions ' 2 X . Notice that the convergence
J kl ! J.T; �/ in L2.I � �/ follows from �sat being Lipschitz continuous. Subtracting
the redundant boundary integrals yields the desired weak formulation (see (P2) and (P3))
of the decoupled evaporation problem.

Step 3. To show uniqueness, let .T1; �1/ and .T2; �2/ be two weak solutions of the
decoupled droplet evaporation problem given by (P3)–(P5). Then, their differences
ıT WD T1 � T2 and ı� WD �1 � �2 satisfy

1

2

d

dt
kıT k22;� C

1

R2
krıT k22;�

D
PR

R

Z
�

.rıT � x/ıT dx �
1

R

Z
�

.ı�sat � ı�/ıT d�; (3.15)

1

2

d

dt
kı�k22;� C

1

R2
krı�k22;�

D
PR

R

Z
�

.rı� � x/ı� dx C
1

R

Z
�

.ı�sat � ı�/ı� d� (3.16)

with ı�sat WD �sat.T1/ � �sat.T2/. Applying Young’s inequality with " > 0 yields

PR

R

Z
�

.rıT � x/ıT dx � "krıT k22;� C
C

"
kıT k22;�;

PR

R

Z
�

.rı� � x/ı� dx � "krı�k22;� C
C

"
kı�k22;�;
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which allows us to absorb the L2-norms of the gradients. Therefore, adding (3.15)
and (3.16) implies

d

dt
.kıT k22;� C kı�k

2
2;�/C krıT k

2
2;� C krı�k

2
2;�

� C.kıT k22;� C kı�k
2
2;�/ �

1

R

Z
�

.ı�sat � ı�/.ıT � ı�/ d�; (3.17)

since R is bounded away from zero. Taking into account that �sat is Lipschitz continuous,
we obtain

�
1

R

Z
�

.ı�sat � ı�/.ıT � ı�/ d� � C.kıT k
2
2;� C kı�k

2
2;�/

� ".krıT k22;� C krı�k
2
2;�/C

C

"
.kıT k22;� C kı�k

2
2;�/; (3.18)

using the interpolation inequality from Lemma 1. Inserting (3.18) with "D 1=2 into (3.17)
allows us to absorb the L2-norms of the gradients. Applying Grönwall’s lemma to the
resulting inequality

d

dt
.kıT k22;� C kı�k

2
2;�/ � C.kıT k

2
2;� C kı�k

2
2;�/

finally implies kıT .t/k22;�Ckı�.t/k
2
2;� D 0 for all t 2 I , and thus, T1 D T2 and �1 D �2

almost everywhere in I ��.

3.3. Short time existence for the coupled evaporation problem

We are now in the position to show that the coupled droplet evaporation problem from
Section 2 admits a unique weak solution in the sense of Definition 1 if the time interval
I D Œ0; t�/ is sufficiently small. From now on, the droplet radius R is no longer given
but considered as an additional unknown. First of all, we need to understand how the
weak solution of the decoupled problem from Proposition 1 depends on the corresponding
droplet radius.

Proposition 2. Let T0;1; �0;1 2 L2.�/ and T0;2; �0;2 2 L2.�/ be two pairs of initial
values, both bounded by (3.10) almost everywhere in �. Further assume that the droplet
radii R1; R2 2 †t� are bounded away from zero in the sense that R1.t/ � �1 > 0 and
R2.t/ � �2 > 0 for almost every t 2 I . Then, the corresponding weak solutions .T1; �1/
and .T2; �2/ of the decoupled droplet evaporation problem (P3)–(P5) satisfy the following
stability estimates:

sup
t2I

kT1 � T2k
2
2;� C kr.T1 � T2/k

2
2;I��

� C.kT0;1 � T0;2k
2
2;� C k�0;1 � �0;2k

2
2;� C kR1 �R2k

2
H1.I /

/;
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sup
t2I

k�1 � �2k
2
2;� C kr.�1 � �2/k

2
2;I��

� C.kT0;1 � T0;2k
2
2;� C k�0;1 � �0;2k

2
2;� C kR1 �R2k

2
H1.I /

/;

where the Lipschitz constant C > 0 depends on the lower bound � WD min¹�1; �2º of both
droplet radii.

Proof. Let us first briefly outline the main idea of our proof: after subtracting the weak
formulations of both solutions, we sort all defect terms to the right-hand side and estimate
them with respect to the difference of both droplet radii. Applying Grönwall’s lemma to
the resulting inequality then finally implies the desired stability estimate.

Since R1; R2 2 †t� are bounded away from zero, the corresponding weak solu-
tions .T1; �1/ and .T2; �2/ from Proposition 1 are well-defined. Testing (P3) with the dif-
ference ' D T1 � T2 DW ıT yields two equations for T1 and T2, respectively. Subtracting
one from the other implies

h@tıT; ıT i C

Z
�

r

� T1
R21
�
T2

R22

�
� rıT dx C

Z
�

r �

�T1v1
R1
�
T2v2

R2

�
ıT dx

�

Z
�

r

� PR1T1
R1
�
PR2T2

R2

�
� xıT dx C

Z
�

� J1
R1
�
J2

R2

�
ıT d� D 0 (3.19)

with the evaporation rates Ji WD J.Ti ; �i / for i 2 ¹1; 2º. We define ıR WDR1 �R2, ı PR WD
PR1 � PR2, ıv WD v1 � v2, and ıJ WD J1 � J2 for the ease of presentation. Inserting the

decompositions

T1

R21
�
T2

R22
D
ıT

R21
� ıR

R1 CR2

R1R2
T2; (3.20)

T1v1

R1
�
T2v2

R2
D
ıT v1

R1
C

� ıv
R1
�
ıRv2

R1R2

�
T2; (3.21)

PR1T1

R1
�
PR2T2

R2
D
PR1

R1
ıT C

�ı PR
R1
�
ıR PR2

R1R2

�
T2; (3.22)

J1

R1
�
J2

R2
D
ıJ

R1
�
ıRJ2

R1R2
(3.23)

into (3.19) and sorting the resulting terms yields

1

2

d

dt
kıT k22;� C

1

R21
krıT k22;�

D
PR1

R1

Z
�

.rıT � x/ıT dx �
1

R1

Z
�

ıJ ıT d� C dT ; (3.24)

where the temperature defect

dT WD
1

R1R2

Z
�

rT2 � .ıRv2 �R2ıv C ı PRR2x � ıR PR2x/ıT dx C
ıR

R1R2

Z
�

J2ıT d�

C ıR
R1 CR2

R1R2

Z
�

rT2 � rıT dx (3.25)
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contains all products with ıR, ı PR, or ıv. Notice that the integral of .rıT � v1/ıT over �
vanishes, since v1 is divergence free and tangential at the droplet surface. Young’s inequal-
ity implies

PR1

R1

Z
�

.rıT � x/ıT dx �
1

2R21
krıT k22;� C CkıT k

2
2;�; (3.26)

taking into account j PR1j � J1 and jrıT � xj � C jrıT j, due to� being bounded. Insert-
ing (3.26) into (3.24) allows us to absorb the L2-norm of the gradient. By that, we obtain

d

dt
kıT k22;� C

1

R21
krıT k22;� � CkıT k

2
2;� �

2

R1

Z
�

ıJ ıT d� C 2dT (3.27)

for almost every t 2 I .
Likewise, testing (P2) with ' D �1 � �2 DW ı� yields

d

dt
kı�k22;� C

1

R21
krı�k22;� � Ckı�k

2
2;� C

2

R1

Z
�

ıJ ı� d� C 2d� (3.28)

with the vapor mass defect d� being defined by

d� WD
1

R1R2

Z
�

r�2 �
�
ıRv2 �R2ıv C ı PRR2x � ıR PR2x

�
ı� dx �

ıR

R1R2

Z
�

J2ı� d�

C ıR
R1 CR2

R1R2

Z
�

r�2 � rı� dx; (3.29)

applying the same decompositions (see (3.20)–(3.23)) as before. Adding (3.27) and (3.28)
implies

d

dt
.kıT k22;� C kı�k

2
2;�/C

1

R21
.krıT k22;� C krı�k

2
2;�/

� C.kıT k22;� C kı�k
2
2;�/C

2

R1

Z
�

jıJ jjıT � ı�j d� C d; (3.30)

where d WD 2.dT C d�/ denotes the total defect. The rough estimate

2

Z
�

jıJ jjıT � ı�j d� � C.kıT k22;� C kı�k
2
2;�/

follows from �sat being Lipschitz continuous. Together with interpolation inequality (3.3),
we obtain

2

R1

Z
�

jıJ jjıT � ı�j d�

�
1

2R21
.krıT k22;� C krı�k

2
2;�/C C.kıT k

2
2;� C kı�k

2
2;�/; (3.31)
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which allows us to absorb the L2-norms of the gradients. Therefore, inserting (3.31)
into (3.30) implies

d

dt
.kıT k22;� C kı�k

2
2;�/C

1

2R21
.krıT k22;� C krı�k

2
2;�/

� C.kıT k22;� C kı�k
2
2;�/C d (3.32)

for almost every t 2 I . As carried out in the appendix, the total defect is bounded by

jd j �
1

4R21
.krıT k22;� C krı�k

2
2;�/C C ŒkıT k

2
2;� C kı�k

2
2;�

C .1C krT2k
2
2;� C kr�2k

2
2;�/ıR

2
C ı PR2�; (3.33)

which directly follows from the repeated application of Hölder’s and Young’s inequal-
ities together with the interpolation inequality from Lemma 1. After combining (3.32)
and (3.33), we absorb the L2-norms of the gradients. By that, we obtain

d

dt
.kıT k22;� C kı�k

2
2;�/C krıT k

2
2;� C krı�k

2
2;�

� C ŒkıT k22;� C kı�k
2
2;� C .1C krT2k

2
2;� C kr�2k

2
2;�/ıR

2
C ı PR2�; (3.34)

since R1 � �1 is bounded away from zero. Integration over time implies

E.t/ � E.0/C C

Z t

0

E.�/ d� CD.t/

with the energy

E.t/ WD kıT .t/k22;� C kı�.t/k
2
2;� C

Z t

0

krıT k22;� C krı�k
2
2;� d�

and the integrated total defect

D.t/ WD C

Z t

0

�
1C krT2k

2
2;� C kr�2k

2
2;�

�
ıR2 C ı PR2 d� (3.35)

for t 2 I . We are now in the position to apply Grönwall’s lemma. The latter implies

E.t/ � exp.C t/.D.t/CE.0//; (3.36)

since D is nondecreasing. From the Sobolev embedding theorem in one dimension, we
know that jıRj2 � CkıRk2

H1.I /
. Inserting this into (3.35) yields the desired upper bound

D.t/ � C Œ1C t C krT2k
2
2;I�� C kr�2k

2
2;I���kıRk

2
H1.I /

� CkıRk2
H1.I /

(3.37)

for the integrated total defect. Therefore, combining inequalities (3.36) and (3.37) con-
cludes our proof.
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Recall from the beginning of this section that finding a weak solution in the sense of
Definition 1 can be reformulated as a fixed-point problem. In the following, we finally
apply Banach’s fixed-point theorem to prove the short time existence of a unique weak
solution to our droplet evaporation problem:

Theorem 1. Let the initial values T0; �0 2 L2.�/ be bounded by (3.10) almost every-
where in �. Then, the Volterra operator T W †t� ! †t� defined by (3.1) is a contraction
with respect to theH 1-norm if the underlying time interval I D Œ0; t�/ is sufficiently small.
Consequently, the droplet evaporation problem from Section 2 admits a unique weak solu-
tion .R; T; �/ on I in the sense of Definition 1.

Proof. Assume t� < R0=.2J1/ such that the droplet radii in †t� are uniformly bounded
away from zero. Now let R1; R2 2 †t� and define ıT WD T .R1/ � T .R2/. From
ıT .0/ D 0, we infer

kıT k2
H1.I /

D kıT k22;I C kı
PT k22;I �

�
1C

Z
I

t dt
�
kı PT k22;I D

�
1C

t2�
2

�
kı PT k22;I ;

taking into account jıT .t/j �
p
tkı PT k2;I due to Hölder’s inequality. The latter further

implies

kı PT k22;I D

Z
I

� 1
4�

Z
�

ıJ d�
�2
d� �

1

4�

Z
I

Z
�

ıJ 2 d�d�;

since j�j D 4� . Recall that the rough estimate ıJ 2 �C.ıT 2C ı�2/ follows from Young’s
inequality and �sat being Lipschitz continuous. Together with Lemma 1, we thus obtain

kı PT k22;I � C

Z
I

".krıT k22;� C krı�k
2
2;�/C

1

"
.kıT k22;� C kı�k

2
2;�/ d�

� C
h
".krıT k22;I�� C krı�k

2
2;I��/C

t�

"
sup
t2I

.kıT k22;� C kı�k
2
2;�/

i
;

which finally makes Proposition 2 applicable. By that, we arrive at the desired inequality

kıT k2
H1.I /

� C
�
"C

t�

"

�
kıRk2

H1.I /

whose Lipschitz constant becomes strictly smaller than one if " and t� are chosen accord-
ingly. For instance, " D 1=.2C / and t� < 1=.2C /2 would be one possible choice. Hence,
the operator T turns out to be a contraction on†t� if t� > 0 is sufficiently small. The short
time existence of a unique weak solution .R;T; �/ then follows from Banach’s fixed-point
theorem.

We will now show stability of solutions with respect to perturbed initial values.

Theorem 2. Assume that .T1; �1;R1/ and .T2; �2;R2/ are two solutions for initial values
.T0;1; �0;1; R0;1/ and .T0;2; �0;2; R0;2/ on a common time interval I D .0; t�/. Then, we
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have

sup
t2I

.kT1 � T2k
2
2;� C k�1 � �2k

2
2;� C jR1 �R2j

2/C kr.T1 � T2/k
2
2;I��

C kr.�1 � �2/k
2
2;I�� � CT2;�2.kT0;1 � T0;2k

2
2;� C k�0;1 � �0;2k

2
2;�

C jR0;1 �R0;2j
2/

with a constant CT2;�2 depending on krT2k22;I�� C kr�2k
2
2;I�� and t�.

Proof. Since all arguments of Proposition 2 apply, in particular, if .T1; �1; R1/ and
.T2; �2; R2/ solve the coupled problem, we first proceed as in the proof of Proposition 2
to obtain (3.34). Adding

d

dt
jıRj2 D 2ıRı PR � jıRj2 C jı PRj2

to (3.34) gives

d

dt
.kıT k22;� C kı�k

2
2;� C jıRj

2/C krıT k22;� C krı�k
2
2;�

� .C C 1/ŒkıT k22;� C kı�k
2
2;� C .2C krT2k

2
2;� C kr�2k

2
2;�/jıRj

2

C jı PRj2�: (3.38)

SinceR1 andR2 satisfy the differential equation, we can use the arguments from the proof
of Theorem 1 to derive the bound

jı PRj2 � C".krıT k22;� C krı�k
2
2;�/C

C

"
.kıT k22;� C kı�k

2
2;�/:

Inserting this into (3.38) with a sufficiently small " > 0 gives

d

dt
.kıT k22;� C kı�k

2
2;� C jıRj

2/C
1

2
.krıT k22;� C krı�k

2
2;�/

� C ŒkıT k22;� C kı�k
2
2;� C .2C krT2k

2
2;� C kr�2k

2
2;�/jıRj

2�

� C.2C krT2k
2
2;� C kr�2k

2
2;�/.kıT k

2
2;� C kı�k

2
2;� C jıRj

2/:

Integrating this over time, we obtain

E.t/ � E.0/C

Z t

0

ˇ.s/E.s/ds

with the energy E.t/ and ˇ.s/ given by

E.t/ WD kıT .t/k22;� C kı�.t/k
2
2;� C jıR.t/j

2

C

Z t

0

krıT k22;� C krı�k
2
2;� d�;

ˇ.s/ WD C.2C krT2.s/k
2
2;� C kr�2.s/k

2
2;�/:
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Notice that E is continuous, while ˇ 2 L1.0; t/ is such that Grönwall’s lemma [37,
Lemma 29.2] yields

E.t/ � E.0/CE.0/

Z t

0

ˇ.s/ exp
�Z s

0

ˇ.�/d�
�
ds

� E.0/.1C kˇkL1.I / exp.kˇkL1.I ///:

This proves the assertion.

3.4. Maximal time interval of existence

The weak solution .R; T; �/ of the coupled evaporation problem is said to be maximal
if it cannot be extended on a larger time interval. The following theorem shows that the
maximal time interval can only be finite if the droplet evaporates completely:

Theorem 3. Let the initial values T0; �0 2 L2.�/ be bounded by (3.10) almost every-
where in�. Then, the droplet evaporation problem admits a unique weak solution .R;T;�/
in the sense of Definition 1 whose time interval Imax WD Œ0; tmax/ is maximal. If tmax <1,
then the droplet evaporates completely, meaning that

lim
t!t�max

R.t/ D 0 (3.39)

where t ! t�max denotes the one-sided limit from below.

Proof. First of all, it should be mentioned that (3.39) is well defined, since the Sobolev
embeddingH 1.Imax/ ,!C

0.Œ0; tmax�/ ensures the required continuity of the droplet radius.
Now assume that

Rmax WD lim
t!t�max

R.t/ > 0

is strictly positive. According to the Lions–Magenes lemma, there exist Tmax;�max2L
2.�/

such that

lim
t!t�max

kT .t/ � Tmaxk2;� D 0 and lim
t!t�max

k�.t/ � �maxk2;� D 0:

According to Proposition 1, we have �1 � �max � �� and T� � Tmax � T1 almost every-
where in �. Therefore, the limits .Rmax; Tmax; �max/ are admissible initial values for the
droplet evaporation problem. Theorem 1 thus yields a unique weak solution on Œtmax;

tmax C "/ for some " > 0. Concatenating the weak solutions on Imax and Œtmax; tmax C "/

defines a weak solution on the extended time interval Œ0; tmax C "/, which contradicts Imax

being maximal. Consequently, Rmax has to be zero.

4. Numerical examples

The following numerical examples illuminate how different air flows around a single
spherical droplet affect its evaporation process. For the ease of presentation, we always
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Figure 2. Mesh refinement towards the droplet. Due to the large aspect ratio of our computational
domain, only three sections of the mesh are shown. The r-axis is interrupted accordingly.

consider a 1 �l water droplet evaporating at T1 D 60 °C and RH1 D 10 % where
RH1 WD �1=�sat.T1/ denotes the relative humidity of the drying air. Other drying con-
ditions are studied in [4, 9, 10] with similar direct numerical simulations. From [10] we
also adopt the physical parameters of our model.

The considered air flows will be rotationally symmetric with respect to the vertical
axis. Therefore, transforming our single droplet evaporation model into spherical coordin-
ates allows us to neglect the azimuth. Let � 2 Œ0; �� be the polar angle and r � 0 the
radial distance to the droplet center. Taking into account the aforementioned symmetry,
all simulations are performed in the computational domain

� D
®
.�; r/ 2 R2 W 0 � � � �; 1 � r � 50

¯
;

representing the two-dimensional generatrix of the rescaled gas phase. We use Gmsh
(version 4.4.1) to generate a structured mesh for � consisting of 58,882 triangles. As
shown in Figure 2, their resolution increases towards the droplet surface. To be more
specific, the triangles are successively stretched by 0:25% in each horizontal layer start-
ing from the droplet surface. We then apply the finite element method (FEM) using a
semi-implicit Euler scheme to compute the temperature and vapor mass distributions in
a monolithic (coupled) manner. Apart from the droplet radius, all unknowns are treated
implicitly and Newton’s method is applied in each time step. Regarding the accuracy of
our numerical results, the uniform time step size �t D 1s was found to be sufficiently
small. Second-order Lagrange elements serve as basis functions for our FEM simulations,
which are implemented in C++ with the Distributed and Unified Numerics Environment
DUNE [5, 12, 24, 31]. The corresponding linear systems are assembled automatically by
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the module dune-fufem3 from our weak formulations after being linearized and trans-
formed into spherical coordinates. We apply UMFPACK [8] as a direct solver to compute
the resulting 237; 762 degrees of freedom. Our numerical results are finally visualized
with ParaView (version 5.7.0) after being transformed back into Euclidean coordinates.
The resulting images in Figures 3, 4(a), and 5(a) do not show the whole computational
domain, but only the interesting area near the droplet.

4.1. Stokes flow

We first consider the evaporation of a spherical droplet exposed to a laminar air flow in
the ambient gas phase. The corresponding velocity field is described by the following
analytical solution of the Stokes equations [21]:

v� D �V1 sin �
�
1 �

1

4r3
�
3

4r

�
;

vr D V1 cos �
�
1C

1

2r3
�
3

2r

�
;

(4.1)

where v� and vr denote the velocity components in polar and radial direction, respectively.
The flow parameter V1 � 0 determines the ambient velocity far away from the droplet.
Notice that the required Lipschitz continuity in (2.6) holds, since (4.1) does not even
depend on the droplet radius. This is due to the fact that the radial coordinate r is rescaled
with the droplet radius. Further notice that (4.1) meets the boundary condition vg � n D 0
on �d required in assumption (A6), since vr D 0 at the droplet surface.

Figure 3(a) illustrates the Stokes flow around the droplet for V1 D 40 cm/s. The con-
vective impact of the Stokes flow on heat and vapor mass distributions is visualized in
Figure 4(a).

One can clearly see that the vapor evaporating from the droplet is blown away in
vertical direction. Likewise, the air above the droplet has a lower temperature than the
one below or around its equator. Therefore, the evaporation rate increases from the north
towards the south pole of the droplet where the normal heat flux assumes its maximum.
Recall from Section 1 that the evaporation of a spherical droplet into stagnant air is well
described by the d2 law. According to [9, 10], the d2 law is given by

dR2
d

dt
D �

2kg.T1 � Td /

�wƒw
;

together with the implicit equation

�sat.Td / � �1

T1 � Td
D

kg

Dvƒw

for the uniform temperature Td of the droplet. Figure 4(b) compares the evolution of
the normed squared droplet radius obtained from the d2 law and our direct numerical

3Module description of dune-fufem: httpsW//www.dune-project.org/modules/dune-fufem/

https://www.dune-project.org/modules/dune-fufem/
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(a) Stokes flow at V1 D 40 cm/s.

(b) Acoustic streaming at SPL D 164 dB.

Figure 3. Air flows around the 1�l droplet considered in our numerical examples.

simulations. If the latter are performed without convection, both curves coincide almost
exactly. Notice that the simulated droplet evaporates slightly faster than predicted by
the d2 law. This is due to the truncation of the gas phase at the rescaled distance r D 50
from the droplet center. The Stokes flow, on the other hand, makes the droplet evaporate
significantly faster. Depending on the ambient gas velocity, the lifetime of the droplet is
reduced by up to 50%. Furthermore, the normed squared droplet radii are no longer lin-
ear but slightly convex. Therefore, the evaporation rate decreases as the droplet becomes
smaller.

4.2. Acoustic streaming

Our second numerical example addresses the convection inside an acoustic levitator and
requires a brief introduction to understand its physical background. Acoustic leviation is
a very elegant way to perform single droplet drying experiments [32]. Avoiding physical
contact, a standing ultrasound wave is used to immobilize a single droplet in one of its
sound pressure nodes. More precisely, the so-called acoustic radiation pressure counter-
acts gravity [3]. However, the rapid attenuation of the sound wave at the droplet surface
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(a) Heat and vapor mass transport at V1 D 40 cm/s.
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(b) Evolution of the normed squared droplet radius.

Figure 4. Convective impact of the Stokes flow on the evaporation process of a 1 �l water droplet
under the drying conditions T1 D 60 °C and RH1 D 10%.

also causes fluid circulations inside the viscous boundary layer. This microscopic effect
induces a steady air flow in the ambient gas phase, which is commonly known as outer
acoustic streaming [38]. According to [23], its polar and radial components are given by

v� D �
45A2

32!Rd�2gc
2
0

1

r4
sin 2�;

vr D
45A2

32!Rd�2gc
2
0

� 1
r2
�
1

r4

�
.3 cos2 � � 1/;

(4.2)

where A denotes the sound pressure amplitude, ! the angular sound frequency, and c0
the speed of sound in air. It should be pointed out that (4.2) only applies to a spherical
droplet whose center lies in one of the sound pressure nodes generated by a planar acoustic
levitation wave. Further notice that (4.2) meets the boundary condition vg � n D 0 on �d
required in assumption (A6), since vr D 0 at the droplet surface. The sound pressure
amplitudeA is usually expressed in terms of the corresponding sound pressure level (SPL)



E. Bänsch, M. Doß, C. Gräser, and N. Ray 26

(a) Heat and vapor mass transport at SPL D 164 dB.
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(b) Evolution of the normed squared droplet radius.

Figure 5. Convective impact of the acoustic streaming (AS) on the evaporation process of a 1 �l
water droplet under the drying conditions T1 D 60 °C and RH1 D 10%.

given by
SPL D Œ20 � log10.A=Pa/C 94� dB

in decibels [38]. Unlike the Stokes flow in (4.1) considered in Section 4.1, the acoustic
streaming now actually depends on the droplet radius. Lipschitz condition (2.6) can be
easily verified.

Figure 3(b) illustrates the acoustic streaming around a 1 �l droplet levitated at
SPL D 164 dB. The corresponding heat and vapor mass distributions in the ambient gas
phase are visualized in Figure 5(a).

It can be observed that the vapor evaporating from the droplet is blown away from
its equator towards its vertical poles. Likewise, the air above and below the droplet has
a lower temperature than the one around its equator. As argued in [10], the evaporation
rate increases with the normal heat flux from the vertical poles towards the equator of
the levitated droplet. Figure 5(b) compares the evolution of the normed squared droplet
radius obtained from the d2 law and our direct numerical simulations. The small devi-
ation of our simulated curve without the acoustic streaming from the d2 law was already
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discussed before. Like the Stokes flow, the acoustic streaming also accelerates the evap-
oration process of the levitated droplet. Especially at higher sound pressure levels, the
lifetime of the droplet is reduced significantly. As a concluding remark, we mention that
the droplet levitated at SPLD 166dB evaporates approximately as fast as the one exposed
to the Stokes flow with V1 D 80 cm/s.

5. Conclusion

We successfully applied Banach’s fixed-point theorem to study the well-posedness of a
coupled ODE–PDE system describing the convective evaporation of a spherical droplet.
The decoupled problem (for given droplet radius) was shown to admit a unique weak
solution using the method of upper and lower solutions. To address the fully coupled
ODE–PDE system, we reformulated it as a fixed-point problem. The underlying Volterra
operator for the droplet radius was shown to be a contraction for short time intervals.
The unique existence of a maximal weak solution finally followed from a topological
argument. Apart from these analytical results, we applied the finite element method to
perform direct numerical simulations. The d2 law was used to validate our numerical
results. We visualized the temperature and vapor mass distributions to investigate the con-
vective impact of two different air flows (Stokes flow and acoustic streaming) around the
droplet. Both turned out to accelerate its evaporation process.

Recall that our single droplet evaporation model is limited to several simplifications.
Instead of assuming the droplet to be isothermal, it would be physically more accurate to
compute its temperature from an additional heat equation. Also, the shape of the droplet
could be derived from a balance of forces including surface tension to account for pos-
sible deformations. Finally, the air flow in the ambient gas phase should be modeled by
the Navier–Stokes equations with a nontrivial convective flux across the droplet surface,
taking into account its evolution over time. Extending our model in the aforementioned
ways leads to new mathematical challenges that are to be addressed in the future.

A. Proof of the defect bound for Proposition 2

In the following, we derive the upper bound in (3.33) for the sum d D 2.dT C d�/ of the
defects in (3.25) and (3.29) containing all products with ıR, ı PR, or ıv that appear in the
proof of Proposition 2.

Lemma. The total defect d defined in the proof of Proposition 2 is bounded by

jd j � ".krıT k22;� C krı�k
2
2;�/C C

h
.1C krT2k

2
2;� C kr�2k

2
2;�/ıR

2

C
1

"
.ı PR2 C kıT k22;� C kı�k

2
2;�/

i
(�)

with " > 0 being arbitrarily small.
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Proof. Recall jıT j � T1 � T�, jı�j � �� � �1, and jJ2j � J1 due to lower and upper
bounds (3.11) from Proposition 1. Assumption (A6) further implies kıvk1;� � C jıRj
and kv2k1;� � C . Therefore, the individual terms of the temperature defect in (3.25) can
be handled as follows:Z

�

ıR.rT2 � v2/ıT dx � C jıRjkrT2k2;�kıT k2;� � C.ıR
2
krT2k

2
2;� C kıT k

2
2;�/;

�

Z
�

R2.rT2 � ıv/ıT dx � C jıRjkrT2k2;�kıT k2;� � C.ıR
2
krT2k

2
2;� C kıT k

2
2;�/;

�

Z
�

ıR PR2.rT2 � x/ıT dx � C jıRjkrT2k2;�kıT k2;� � C.ıR
2
krT2k

2
2;�CkıT k

2
2;�/;Z

�

ıRJ2ıT d� � C.ıR
2
C kıT k22;�/

� "krıT k22;� C C
�
ıR2 C

1

"
kıT k22;�

�
; (��)Z

�

ıRrT2 � rıT dx � jıRjkrT2k2;�krıT k2;� � "krıT k
2
2;� C

C

"
ıR2krT2k

2
2;�

using Hölder’s and Young’s inequalities. Notice that the last inequality in (��) follows
from Lemma 1. The temperature defect term involving ı PR is somewhat more delicate and
thus treated separately. First of all, we apply the divergence theorem to compute

�

Z
�

R2ı PR.rT2 � x/ıT dx D 3

Z
�

R2ı PRT2ıT dx C

Z
�

R2ı PRT2ıT d�

C

Z
�

R2ı PRT2.rıT � x/ dx;

taking into account rT2 � x D r � .T2x/ � 3T2 in � and x � n D �1 on � . The estimate

�

Z
�

R2ı PR.rT2 � x/ıT dx � "krıT k
2
2;� C

C

"
.ı PR2 C kıT k22;�/

then follows from Young’s inequality and Lemma 1. Altogether, we obtain the upper
bound

jdT j � "krıT k
2
2;� C C

h
.1C krT2k

2
2;�/ıR

2
C
1

"
.ı PR2 C kıT k22;�/

i
for the temperature defect. Likewise, we obtain a similar upper bound for the vapor mass
defect

jd�j � "krı�k
2
2;� C C

��
1C kr�2k

2
2;�

�
ıR2 C

1

"

�
ı PR2 C kı�k22;�

��
;

using the same arguments as before. The upper bound given by (�) for the total
defect d D 2.dT C d�/ then follows from the previous estimates for dT and d�
via summation.
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Nomenclature

� gas phase
� droplet surface
�1 outer boundary of the gas phase
R droplet radius
T gas temperature
T1 gas temperature of the drying air
� vapor mass density
�1 vapor mass density of the drying air
�sat saturated vapor mass density
J evaporation rate
v air flow velocity
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