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Abstract. In a combined mean-field and semiclassical regime, we consider the time evolution of
N fermions interacting through singular pair interaction potentials of the form ˙jx � yj�a, which
includes the Coulomb and gravitational interactions. We prove that the many-body dynamics of
mixed states are well approximated by solutions of the Hartree–Fock and Vlasov equations in terms
of Schatten norms. The errors in these approximations are expressed in terms of the expected num-
ber of particles,N , and the Planck constant, h. For cases where a 2 .0;1=2/, we obtain local-in-time
results when N�1=2 � h � N�1=3. Notably, this leads to the derivation of the Vlasov equation
with singular potentials. For cases where a 2 Œ1=2;1�, our results hold only within a small time scale
or require an N -dependent cut-off. A fundamental ingredient in our analysis is the propagation of
regularity for solutions to the Hartree–Fock equation uniformly in the Planck constant, which holds
for a 2 .0; 1�.

Keywords: mean-field limit, semiclassical limit, Hartree–Fock equation, many-body Schrödinger
equation, Vlasov equation, singular interaction.
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Part I
Introduction

1. Background

1.1. The equations

We consider a system of N identical fermions with unit mass interacting through a pair
potential K.x � y/. The state of the system at time t is described by an N -body anti-
symmetric wave function  N D  N .t; x1; : : : ; xN / belonging to the Hilbert space h D

L2.R3N ;C/ of square-integrable complex-valued functions, with evolution given by the
N -body Schrödinger equation

i„@t N D

NX
kD1

�
„2

2
�xk N C

X
1�k<l�N

K.xk � xl / N ; (1)
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where h is the Planck constant and „ D h
2�

is the reduced Planck constant. In applica-
tions, one is typically interested in systems where the number of particles N is large,
thus making the microscopic description given by the solution to equation (1) unsuitable
for studies. In fact, the high-dimensionality of the problem presents a formidable barrier
for understanding qualitative behaviors of the many-body dynamics from the wave func-
tion at the microscopic scale. Instead, one could consider the problem at a macroscopic
scale and look at the classical phase space distributions of particles f D f .t; x; �/, where
.x;�/2R3 �R3 are the spatial and momentum variables. In particular, we consider scales
where the dynamics of a large number of interacting particles can be approximated by the
Vlasov equation

@tf C � � rxf CEf � r�f D 0; (2)

where Ef D �rVf is the force field corresponding to the mean-field potential

Vf .x/ D .K � �f /.x/ D

Z
R3
K.x � y/�f .y/ dy

and �f is the spatial distribution of particles defined by

�f .x/ D

Z
R3
f .x; �/ d�: (3)

To explore the connection between the microscopic and macroscopic scales of the
system, we consider an intermediate mean-field quantum equation. Roughly speaking, we
approximate the many-body effects exerted by the system on each particle by an effective
interaction potential obtained by averaging the pair potential K with the underlying spa-
tial density of the system. To draw a parallel with classical mechanics, one could consider
the mean-field equation called the Hartree equation which is the quantum analogue of the
Vlasov equation. More precisely, let us take a positive self-adjoint trace class operator
� acting on L2.R3;C/, which can be seen as a positive linear convex combination of
projections onto one-particle wave functions. We use the same notation to denote both
the operator � and its integral kernel �.x; y/. Here, � plays the role of the quantum
one-particle phase space distribution of particles. Moreover, the effective one-particle
Hamiltonian is given by H D �„

2

2
� C V�, called the Hartree Hamiltonian, where V�

is the mean-field potential V� D K � �.x/ and �.x/ is the quantum spatial distribution of
particles defined by

�.x/ D diag.�/.x/ WD h3�.x; x/: (4)

With these notations, the Hartree equation reads

i„@t� D ŒH;��;

where ŒA; B� WD AB � BA is the commutator of the operators A and B . If the particles
obey the Fermi statistics, a more accurate description of their evolution is given by the
Hartree–Fock equation

i„@t� D ŒH�;��; H� D �
„2

2
�C V� � h

3 X� ; (5)
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where the exchange term X� is the operator with integral kernel

X�.x; y/ D K.x � y/�.x; y/: (6)

1.2. Mean-field and semiclassical scalings

Our goal in this paper is to study simultaneously the mean-field limit, corresponding to the
approximations made when the numberN of particles is large and each pair interaction is
weak, and the semiclassical limit, corresponding to a change of scales where the Planck
constant h becomes negligible. Let us elaborate more on the two scalings.

To understand the dynamics generated by the many-body Schrödinger equation (1) at
different scales, it is convenient to recast the equation in its dimensionless form. Suppose
L is some characteristic length of the problem and T is some characteristic time scale.
Then we define the dimensionless variables

zx WD x=L and zT WD t=T:

We also recast the interaction potential in its dimensionless form via the change of scale

zK.zx/ WD
NT 2

mL2
K.x/ D

NT 2

mL2
K.Lzx/;

where m denotes the mass which we set to 1. If we define the rescaled dimensionless
parameter

z„ D
„T

mL2

and the new rescaled wave function

z N .zt ; zx1; : : : ; zxN / WD L
dN=2 N .t; x1; : : : ; xN /;

then multiplying (1) by T 2

mL2
yields the dimensionless equation

iz„@zt z N D

NX
kD1

�

z„2

2
�zxk
z N C

1

N

X
1�k<l�N

zK.zxk � zxl / z N :

Moreover, in the case of a homogeneous interaction of the formK.x/D �jxj�a for some
parameter � 2 R, this gives zK.zx/ D z�jzxj�a where z� D �NT 2=.mL2Ca/. From now
on, we consider the case of space-time scales where z� is of order 1 and we simply set
z�D 1. This provides anN�1 prefactor in front of the interaction potential which is usually
referred to as the mean-field scaling. In this class of scales, the dimensionless parameter
z„ is of the order La=.�NT /. Furthermore, we shall refer to the scale where z„ becomes
negligible as the semiclassical regime. For convenience, let us express L and T in terms
of the parameters N; � and z„:

L D

�
„2

m�N z„2

� 1
2�a

; T D
z„m

„

�
„2

m�N z„2

� 2
2�a

: (7)

From now on, we impose the conditionN z„2� ��1 to guarantee thatL� 1. In particular,
we could set � D N�1.
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Lower densities of
bosons or fermions

Higher densities of bosons

Maximal density of fermions

Schrödinger Hartree(–Fock)

Newton Vlasov

N�1 ! 0 .h D 1/

h! 0
h! 0

.N D1/

N�1 ! 0 .h D 0/

Fig. 1. The different scalings for the combined mean-field and semiclassical limits. The dashed
(red) curve corresponds to the equation hDN�1=2 and the continuous (blue) curve to hDN�1=3.

While „ and N can a priori be considered as independent parameters, certain con-
straints arise when dealing with fermions. In Section 1.4, it is explained that the Pauli
principle imposes a limitation on Nh3, which must remain bounded to ensure conver-
gence of the one-particle density operator to a nonzero function on the phase space. This
is in contrast to bosonic systems, which are systems of particles that have permutation
symmetry as opposed to the anti-permutation symmetry of fermions, where the Pauli
principle does not apply.

In addition, observe that the particle density, defined as the number of particles per
unit of characteristic volume, scales as NL�3, where N is the total number of particles.
By using the scaling given by (7), we can express the density as

N=L3 ' N
5�a
2�a h

6
2�a �

3
2�a :

This explains why the region of Figure 1 closer to the Hartree–Fock equation corner
corresponds to relatively high densities, while the region below corresponds to relatively
low densities. Moreover, note that in this work, we consider h satisfying the constraint
N�1=2 � h � CN�1=3, which corresponds to the dark shaded region in the figure. It
should be noted that the constraint N�1=2 � h, meaning Nh2 !1, could be technical
and it arises in the proof of the main result (see Proposition 10.1).

With a little abuse of notation and language, we shall drop the tildes and study the
equation

i„@t N D HN N ; HN D

NX
kD1

�
„2

2
�xk C

1

N

X
1�k<l�N

K.xk � xl /; (8)
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where N is large and „ is small, and with

K.x/ D �=jxja; (9)

where � 2 R is of order 1 and a 2 .0; 1�.
More precisely, we study the time evolution ofN -body fermionic mixed states, which

are self-adjoint, positive trace class operators of rank larger than 1. By the spectral theo-
rem, they can be expressed as

�N D

1X
jD1

�j j j ih j j with �j � 0; (10)

where ¹ j ºj2N � h˝N is an orthonormal set of anti-symmetric wave functions. The oper-
ator �N is called a pure state provided it is a rank one projection, that is, �N D j N ih N j.
The time evolution equation for density operators is given by the Liouville–von Neumann
equation

i„@t�N D ŒHN ;�N � (11)

where the HamiltonianHN is given in (8), which is the quantum analogue of the classical
Liouville equation, equivalent to the N -body Newton laws.

1.3. State of the art

Both the problems of the mean-field limits and the semiclassical limits are well-known
questions that are largely addressed in the literature. However, the derivation of the
Vlasov–Poisson equation, i.e. the case of the Coulomb and gravitational potentials,
remains an open problem, both in the case of quantum mechanics and in the case of
classical Newton laws.

1.3.1. The classical mean-field limit. In the context of classical mechanics, the problem
of justifying the Vlasov equation (2) starting from the dynamics of N -particles obeying
Newton’s laws was first considered for twice differentiable potentials in the pioneering
works by Neunzert and Wick [58], Braun and Hepp [19], and then by Dobrushin [27] using
the Wasserstein–Monge–Kantorovich distance (see also [74] for an introduction to the
topic). The class of potentials was then extended to less regular potentials but still locally
Hölder continuous by Hauray and Jabin [42,43], which was later improved by Jabin and
Wang using entropy methods in [45], where the potential is only required to be bounded.

From another point of view, it was also proved in [17, 43] that it is possible to obtain
the mean-field limit for potentials with a vanishing cut-off, converging to potentials almost
as singular as the Coulomb potential when N !1. This is in particular interesting from
a numerical point of view. These results were then improved by Lazarovici [50], allow-
ing the cut-off potential to converge to the Coulomb potential, and by Lazarovici and
Pickl [51], with N -dependent cut-off of the order of the inter-particle distance.
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1.3.2. Combined mean-field and semiclassical limits. The first rigorous derivation of the
Vlasov equation (2) from the N -body Schrödinger equation (1) was obtained by Narn-
hofer and Sewel [57] in the case of smooth potentials and with „ D N�1=3. Subsequently,
the restriction on the potential was substantially relaxed by Spohn [73] to twice differ-
entiable potentials. For the same kind of potentials, a more explicit rate of convergence
without assuming „ D N�1=3 was later obtained by Graffi, Martinez, and Pulvirenti [39]
in the case of weak convergence, and more recently by Golse and Paul [36] in the quan-
tum Wasserstein metrics, and by Chen, Lee and Liew for fermions [22] in the scaling
„ D N�1=3.

1.3.3. Quantum mean-field limit. It is also possible to first look at the mean-field limit
with „ D 1, that is without taking the semiclassical limit, leading to the Hartree and
Hartree–Fock equations. In this case, the situation is better understood, even for singular
potentials such as the Coulomb and gravitational potentials. For bosons, weak conver-
gence was proved in [8,10,30], and explicit rates in stronger norms were obtained in [23,
24, 40, 46, 56, 59, 62, 66]. For fermions, weak convergence was proved in [9] for bounded
potentials, and estimates in trace norm and singular potentials such as the Coulomb poten-
tial were obtained in [5, 34, 60, 61].

Some of these results have been extended by taking into account the semiclassical
parameter „. For fermions, taking „ D N�1=3, convergence of the Husimi transform has
been proven in [29] for analytic interactions and short times. Schatten norms estimates
have been obtained in [13, 14, 61] for at least twice differentiable potentials. Assuming
a certain semiclassical structure on the solution of the Hartree equation, a result was
obtained in the case of pure states and singular potentials in [63, 67].

For bosons, results were obtained for at least twice differentiable potentials in
[35, 37, 38].

1.3.4. Semiclassical limit. Another possible direction is to look only at the semiclassi-
cal limit „ ! 0, either for the number of particles N fixed or in the mean-field regime.
This last case corresponds to going from the Hartree or the Hartree–Fock equation to
the Vlasov equation. In the case of the Hartree equation, this was proved in [54, 55] in
weak topology, but including singular potentials such as the Coulomb interaction (see
also [32] for the case of quantum Liouville dynamics). Explicit rates in stronger norms
were then obtained in [1, 4, 12, 36] for at least twice differentiable potentials, and then
in [47–49, 68, 69] for singular interactions.

To our knowledge our work is the first one addressing mixed states (see (10)) in the
case of singular interactions of the form (9) and proving in this context the approxi-
mation of the mean-field dynamics with the Hartree–Fock equation on time scales of
order 1 when a 2 .0; 1=2/ and up to time scales of order

p
„ when a 2 Œ1=2; 1�; see also

Remark 3.9.
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1.4. Constraints on the scalings

Let C1 > 0 be a constant bounded above independently ofN and „. We restrict ourselves
to the class of initial data � of the Hartree–Fock equation (5) that satisfies the conditions

k�k1 D C1;

Tr.�/ D h�3; (12)

where k�k1 denotes the operator norm, that is, the largest eigenvalue of � is bounded
uniformly in „ and the sum of its eigenvalues are normalized to h�3. These quantities are
invariant under the Hartree–Fock dynamics. As will be clarified in Section 2.1, this choice
of normalization makes the connection with classical kinetic theory. In particular, we see
that

R
R3 �.x/dx D h3 Tr.�/D 1. For such an operator, we define its Wigner transform by

f�.x; �/ WD

Z
R3
e�iy��=„�.x C y=2; x � y=2/ dy;

so that it is a function of the phase space with mass
’
f� dx d� D h3 Tr.�/ D 1. It is

well known that, under some regularity assumptions, the Wigner transform of solutions �
to the Hartree–Fock equation (5) converge to solutions of the Vlasov equation (2) in the
semiclassical limit h! 0 (see e.g. [54]). We refer to [54] for a listing of the properties of
the Wigner transform. One of them is

kf�kL2.R6/ D h
3=2
k�k2; (13)

where we denote by
k�kp D .Tr.j�jp//1=p (14)

the Schatten norm of order p. Here, the absolute value of an operator A is defined by
jAj D

p
A�A. Since we want to address the case when f� converges in L2.R6/ to a

solution f of the Vlasov equation, this implies that h3=2k�k2 ���!
h!0

kf kL2.R6/, so that
k�k2 is of size h�3=2.

For anN -particle density operator �N , we will consider its corresponding one-particle
reduced density operator �N W1 defined as the partial trace of �N with respect to the vari-
ables 2 to N , that is,

�N W1 D Tr2;:::;N .�N /:

Since we also want the corresponding Wigner transform fN W1 of the operator �N W1 of the
N -particle density operator to converge to f , we have as well

kfN W1kL2.R6/ D h
3=2
k�N W1k2 ! kf kL2.R6/ as N !1 and h! 0: (15)

However, in the case of fermions, we also know that (see for instance [53, equation
12.5.12], or [72, Theorem 8.4])

0 � �N W1 � Tr.�N W1/=N D h
�3=N : (16)
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Therefore, by bounding the square of the Hilbert–Schmidt norm by the product of the
trace norm and the operator norm, we deduce that

k�N W1k
2
2 � k�N W1k1k�N W1k1 � h

�6=N : (17)

Combining inequality (17) and formula (13) with � D �N W1, we obtain the bound

h � C
�2=3
2 N�1=3; (18)

where C2 D kfN W1kL2.R6/ converges to kf kL2.R6/, which remains of order 1. Hence, we
are mainly interested in the case when Nh3 is bounded above by a constant independent
of N and h. In particular, the case when Nh3 is of order 1 is called the critical scaling
regime. This corresponds to the blue line in Figure 1.

Notice that our analysis still makes sense if Nh3 !1. However, in this situation,
even though the solution to the N -body Schrödinger equation and the solution to the
Hartree–Fock equation are close, they will not converge in the semiclassical limit to a
nontrivial solution of the Vlasov equation, but to zero.

2. Function spaces

2.1. Semiclassical spaces

The Fourier transform is defined by

yg.�/ D

Z
R3
e�2�ix��g.x/ dx (19)

for g 2L2.R3/. Since we want to look at the convergence in the semiclassical limit „! 0

towards probability distributions of the phase space, we define the semiclassical versions
of the Lebesgue norms of the phase space as the following scaled Schatten norms:

k�kLp D h
3=p
k�kp D h

3=p Tr.j�jp/1=p: (20)

More generally, given any positive operator m, we define the corresponding weighted
spaces by the norm k�kLp.m/ D k�mkLp . With this choice of scaling of the norm, for
any operator � � 0 satisfying the scaling assumptions (12), one obtains

k�kL1 D 1; k�kL2 D kf�kL2.R6/; k�kL1 D C1:

One useful property of the norm (20) is that it is compatible with taking powers of the
operator, in the sense that for any c > 0, k�ckLp D k�kcLpc . In particular, in the rest of
the paper we will often work with the operator

p
�, which satisfies, as one would expect,

k
p
�kL2 D 1 and k

p
�kL1 D

p
C1.

The fact that these norms are good analogues of the classical Lebesgue norms can
be better understood in light of particular examples. One class of examples is when the
density operator has the form f .x/g.p/, where p D �i„r is the momentum operator.
Then the Kato–Seiler–Simon inequality [71, Theorem 4.1] reads

kf .x/g.p/kLp � kf kLpkgkLp if p 2 Œ2;1/; (21)
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with equality when p D 2, and where Lp D Lp.R3/. It is the analogue of the identity
kf .x/g.�/kLp

x;�
D kf kLpkgkLp . Another class of examples is the class of Toeplitz oper-

ators, namely when � is an averaging of coherent states, as presented in Remark 3.3.
We also want to consider the semiclassical version of Sobolev spaces of the phase

space. Thus, as in [49], we introduce the operators

rx� WD Œr;�� and r�� WD

�
x

i„
;�

�
; (22)

which can be seen as an application of the correspondence principle of quantum mechan-
ics. More precisely, one can observe that these operators correspond to the gradients of
the Wigner transform, since

frx� D rxf� and fr�� D r�f�:

In the rest of the paper, we shall refer to rx� and r�� as the first-order quantum gradients,
or simply the quantum gradients.

We define the semiclassical analogues of the weighted kinetic homogeneous Sobolev
norms by

k�k
p

PW1;p.mn/
WD

3X
jD1

.kr�j�k
p

Lp.mn/
C krxj�k

p

Lp.mn/
/;

k�k PW1;1.mn/
WD sup

j2¹1;2;3º
.kr�j�kL1.mn/; krxj�kL1.mn//;

and consider the particular case of the weight defined for n 2 N by

mn WD 1C jpj
n: (23)

where p D �i„r so jpj2 D �„2�. We also define the inhomogeneous version by

k�k
p

W1;p.mn/
WD k�k

p

Lp.mn/
C k�k

p

PW1;p.mn/
; (24)

with the usual modification when p D 1. In particular, for p D 2, we have k�kW1;2 D

kf�kH1.R6/.

2.2. Fermionic Fock space

Let h^N WD h ^ � � � ^ h be the n-fold anti-symmetric tensor product of h D L2.R3;C/.
We define the fermionic (anti-symmetric) Fock space over h to be the closure of

F .h/ D F WD C ˚
1M
nD1

h^n (25)

with respect to the norm induced by the inner product

h j'iF D  .0/'
.0/
C

X
n�1

Z
R3n

 .n/.xn/ '
.n/.xn/ dx1 � � � dxn (26)
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for any pair of vectors  D . .0/;  .1/; : : :/ and ' D .'.0/; '.1/; : : :/ in F where xk D
.x1; : : : ; xk/ 2 R3k . For simplicity of notation, we will also denote the closure by F . The
vacuum, defined by the vector

�F D .1; 0; : : :/ 2 F ;

describes the state with no particles. We define the number of particles operator by

N D .n .n//n2N (27)

whose meaning can be interpreted as counting the number of particles in each sector of F .
A class of operators on F that is important to our studies is the class of mixed states
on F , which are high rank density matrices on F . More specifically, we are interested in
operators of the form

�N WD
X
j2N

�j j jih jj (28)

for some orthonormal set  j of vectors of F with the normalization

Tr.�N / D
X

j

�j D h
�3 and h3 Tr.N �N / D N: (29)

Here, N is the mean number of particles. Moreover, for each .n; m/ 2 N2, we define
�
.n;m/
N as the operator with integral kernel

�
.n;m/
N .xn; ym/ D

X
j2N

�j 
.n/
j .xn/  

.m/
j .ym/: (30)

As in the case of the one-particle operator given in (20), we define the Fock space semi-
classical Schatten norms by

k�N kLp.F / WD h
3=p TrF .j�N j

p/1=p; (31)

so that k�N kL1.F / D 1 and kN �N kL1.F / D N . We also define the one-particle reduced
density matrix, i.e. the analogue of the classical one-particle marginal, by

�N W1 WD
X
n2N

n

N
Tr2;:::;n.�

.n;n/
N /;

where Tr2;:::;n indicates the partial trace with respect to all variables except the first.

3. Main results

3.1. Propagation of regularity

Our first result gives the local-in-time and uniform-in-„ propagation of regularity of the
solution to the Hartree–Fock equation (5). Let us notice that there are no constraints on
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the scaling here since we are only considering the mean-field equation. Moreover, this
result also holds uniformly in „ in the case of the Coulomb potential.

Recall that we work exclusively with the singular interaction potentialK.x/D �j � j�a

for 0 < a � 1. We define the parameter

b WD
3

aC 1
; (32)

which corresponds to the integrability of the force field since rK 2 Lb;1.

Theorem 3.1 (Propagation of regularity). Let a 2 .0; 1� andmn D 1C jpjn with n 2 2N
satisfying n � 6, and let � be a solution to the Hartree–Fock equation (5) with initial
condition �in 2 L1.mn/ satisfying (12) and such that

�in
2 W1;2.mn/ \W1;4.mn�2/: (33)

Then there exists T > 0 such that

� 2 L1.Œ0; T �;W1;2.mn/ \W1;4.mn�2// (34)

uniformly in „ 2 .0; 1/.

Remark 3.2. When a 2 .0; 1=2/, we further extend in [25] the local-in-time and uniform-
in-„ propagation of regularity result of Theorem 3.1 to a global-in-time result.

Remark 3.3 (On the initial data of the Hartree equation). Define '.x/ D e��jxj
2=2 and

'x;�.y/ WD
1

h9=4
'.y�xp

h
/eiy��=„. Then one can define an approximation of the Dirac delta

on the phase space by �x;� WD j'x;�ih'x;� j. Now for any g W R6 ! R such that g 2
W 1;1.1C j�jn/\W 1;2.1C j�jn/\L2, one can define the averaging of coherent states,
also called a Toeplitz operator (see e.g. [35, 36]) or Wick quantization (see e.g. [52]), as
the operator

Q�g WD

“
R6
g.x; �/�x;� dx d�:

This defines a positive compact operator such that

k Q�gkL1 � kgkL1.R6/; k Q�gkL2 � kgkL2.R6/;

and more generally, as proved for example in [54], such that for any convex function ˆ
with ˆ.0/ D 0 we have

h3 Tr.ˆ. Q�g// �
“

R6
ˆ.g/ dx d�:

In particular, in Theorem 3.1, we can take �in D Q�g with kgkL2.R6/ D 1 and kgkL1.R6/
D C

1=2
1 , and then �in satisfies the assumptions (12).

However, we can consider more general operators than simply the averaging of coher-
ent states. Given a function g on the phase space, one can take the inverse of the Wigner
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transform, called the Weyl quantization, to define �g as the operator with integral kernel

�g.x; y/ D

Z
R3
e�2i�.y�x/��g

�
x C y

2
; h�

�
d�: (35)

This operator satisfies the hypotheses on the initial condition of Theorem 3.1 if g is suffi-
ciently smooth and decays at infinity, as proved for example in [49, Section 3].

3.2. Mean-field and semiclassical limits

To state our mean-field results, we assume there exists a constant C > 0 independent ofN
and „ such that

N�1=2 � h � CN�1=3; (36)

where a� b means that a=b! 0 asN !1. We further assume that the constant C1>0

satisfies the bound
C1 < .Nh3/�1: (37)

We define the following trace class norm over the Fock space weighted by the number
operator:

k�N kL1
k
.F / WD k.N CN/

k�N kL1.F /: (38)

In what follows, for technical reasons related to well-posedness of the auxiliary dynamics
given in Appendix A, we will assume that the initial quantum spatial distribution (4) of
particles satisfies Z

R3
�in.x/.1C jxj/3 dx � C;

where C may depend on h.

Theorem 3.4 (Mean-field limit). Let a 2 .0; 1=2/ and assume that conditions (36)
and (37) are satisfied. Let n 2 2N satisfy n � 6. Let � be a solution to the Hartree–Fock
equation (5) with initial condition �in 2 L1.mn/ satisfying (12) and such that

�in
2 W2;2.mn/ \W2;4.mn�2/; (39a)p

�in 2 W1;2.mn/ \W1;q.mn�2/; (39b)

with q 2 Œ 6
1�2a

;1�. Then there exist T > 0, �in
N;� 2 L1.F /, � > 0 and C > 0 such that

for any solution �N of the second quantized version of (11) .see (51) below/ with initial
condition �in

N 2 L1.F / commuting with N , for any t 2 Œ0; T � and p 2 Œ1;1�,

k�N W1 � �kLp �
Ce�t

min.N 1=2; Nh3=p
0
/
.1C k�in

N � �
in
N;�kL1

k
.F //

for any k � 1
2p
C

3
2
d

lnN
p ln.Nh2/

e where p0 D p=.p � 1/ is the Hölder conjugate of p.

Remark 3.5. The N -body operator �in
N;� is explicitly created from �in via the

Bogolyubov transformation (see (77) in Section 4.3). In particular, �in
N;� is so constructed

that its one-particle reduced density matrix coincides with the initial data �in of the
Hartree–Fock equation.
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Remark 3.6. If hD N�1=3, k�in
N � �

in
N;�kL1.F / � CN

�4, and kN 4.�N � �N;�/kL1.F /
� C , then for any t 2 Œ0; T �, one obtains

kfN W1 � f�kL2 D k�N W1 � �kL2 � CT =N
1=2;

where fN W1 denotes the Wigner transform of �N W1.

One can combine the above theorem with the result proved in [49] by two of
the present authors to obtain an estimate directly between the solution of the N -body
Schrödinger equation (1) and the Vlasov equation (2). To simplify, we restrict our atten-
tion to the case when p � 2.

Theorem 3.7 (Combined mean-field and semiclassical limits). Under the assumptions of
Theorem 3.4, assume that f is a positive solution of the Vlasov equation (2) with initial
condition satisfying

.1C jxj8 C j�j8/r`0x r
`
�f

in
2 L1.R6/ \ L2.R6/ where `0 C ` � 9:

Moreover, assume �in
N 2 L1.F / is such that ŒN ;�in

N � D 0. Then, for any p 2 Œ1; 2�, there
exist T > 0;CT > 0 and an operator �in

N;f
2 L1.F / such that for any solution �N to the

second quantized version of (11) .see (51) below/ with initial condition �in
N , the estimate

k�N W1 � �f kLp � CT

�
1

Nh3=p
0
C h

�
.1C k�in

N � �
in
N;f kL1

k
.F //;

holds for any t 2 Œ0; T � and any k � 1
2p
C

3
2
d

lnN
p ln.Nh2/

e.

Remark 3.8. In particular, if k�in
N � �N;f kL1

k
.F / �C and pD 2, then, by (13), we again

obtain L2 convergence with the quantitative bound

kfN W1 � f kL2.R6/ � CT

�
1

Nh3=2
C h

�
;

where fN W1 is the Wigner transform of �N W1.
In our result, the semiclassical error h is larger than the mean-field error when N �

h�5=2, and smaller whenN � h�5=2. When the two are of the same order, one obtains an
error of order h D N�2=5, which is optimal in terms of the number of particles, while the
rate is of order h D N�1=3 in the critical scaling. However, we do not claim our results
yield the optimal rates.

Remark 3.9. In the case of the Coulomb potential, we can still obtain an estimate for
small times or with an N -dependent cut-off (see Theorem 4.1 and Remark 4.3). Our
results are summarized in the following table.

Time of validity

a 2 .0; 1=2/ a 2 Œ1=2; 1�

Semiclassical regularity t < T t < T

Mean-field t < T t � ha�1=2 or cut-off
Mean-field + semiclassical t < T t � ha�1=2 or cut-off
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4. The strategy and the general result

4.1. Second quantization

The method of second quantization provides a mathematical framework for studying the
notion of quantum fluctuations. The goal of this section is to recast the original Cauchy
problem (11) with a mixed state initial data on h^N as a problem on the Fock space F .
We briefly present the method of second quantization and state the corresponding Hamil-
tonian evolution problem on F . We refer the interested reader to [6, 15, 26, 33, 65] for a
more complete presentation.

For every f 2 h, we define the associated creation operator a�.f / and its adjoint, the
annihilation operator a.f /, on F by their actions on the n-sector of F :

.a�.f / /.n/.xn/ WD
1
p
n

nX
jD1

.�1/j�1f .xj / 
.n�1/.xnnj /;

.a.f / /.n/.xn/ WD
p
nC 1

Z
R3
f .x/ .nC1/.x; xn/ dx;

where xnnj WD .x1; : : : ; �xj ; : : : ; xn/. Moreover, the action of the annihilation operator on
the vacuum of F is defined to be a.f /�F D 0. Then, we extend the operators linearly
to the whole F . It can be easily checked that the collection of creation and annihilation
operators on F satisfies the canonical anti-commutation relations (CAR)

Œa.f /; a�.g/�C D hf; gih; Œa.f /; a.g/�C D Œa
�.f /; a�.g/�C D 0 (40)

for all f;g 2 h where ŒA; B�C D AB CBA is the anti-commutator of the operators A;B .
Moreover, from (40), we have the identity

ka.f / k2F D ka
�.f / k2F D kf k

2
hk k

2
F ; so ka].f /k1 D kf kh (41)

for all f 2 h where a] is either a� or a. Thus, both the creation and annihilation operators
are bounded operators on F .

At times, it is more convenient to deal with creation and annihilation operators at a
given position, say x, as opposed to a�.f / and a.f /. Thus, it is useful to introduce, at
least formally, the fermionic creation and annihilation operator-valued distributions at x,
denoted respectively by a�x and ax , as follows:

.a�x /
.n/.xn/ D

1
p
n

nX
jD1

.�1/j�1ı.x � xj / 
.n�1/.xnnj /; (42a)

.ax /
.n/.xn/ D

p
nC 1 .nC1/.x; xn/: (42b)

It is also straightforward to check that a�x and ax satisfy the anti-commutation relations

Œax ; a
�
y �C D ı.x � y/; Œax ; ay �C D Œa

�
x ; a
�
y �C D 0; (43)
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and that the creation and annihilation operators can be rewritten as follows:

a�.f / D

Z
R3
f .x/a�x dx; a.f / D

Z
R3
f .x/ ax dx: (44)

To every observable O on h corresponds an induced linear operator d�.O/ W F ! F

called the second quantization of O on F , defined as

d�.O/ D 0˚
1M
nD1

d�n.O/; (45)

where d�n.O/ is the n-particle operator

d�n.O/ D
nX

jD1

1hj�1 ˝O ˝ 1hn�j : (46)

An important example of a second quantized operator is the number operator which is
simply the second quantization of the identity operator. Another relevant class of operators
is the trace class operators. It is straightforward to check that the second quantizations of
trace class operators on h are also trace class operators on F .

If the observable O has the distributional kernel O.x; y/, then we can rewrite d�.O/
in terms of the operator-valued distributions a�x and ax :

d�.O/ D
Z

R6
O.x; y/a�xay dx dy: (47)

In particular, the number operator can be rewritten as

N D

Z
R3
a�xax dx: (48)

4.2. State purification and time evolution

We define the Fock space Hamiltonian by

HN D

Z
R3
a�x

�
�
„2

2
�x

�
ax dx C

1

2N

Z
R6
K.x � y/a�xa

�
yayax dx dy: (49)

By direct computation, HN commutes with the number operator, which implies that the
expectation of the number of particles is conserved under the Hamiltonian dynamics.
Moreover, its action on the n-sector is given for any  2 F by

.HN /
.n/
D H.n/N  .n/ D

nX
kD1

�
„2

2
�xk 

.n/
C
1

N

nX
k<l

K.xl � xk/ 
.n/; (50)

which, on the N -sector of F , coincides with the mean-field Hamiltonian defined in (8).
We consider the Cauchy problem

i„@t�N D ŒHN ;�N � with �N .t D 0/ D �
in
N D

X
j

�j j jih j j; (51)
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where the data are defined as in (28). Following the idea of [11], we reformulate (51) as
an evolution problem of a pure state1 in the fermionic Fock space

G WD F .h˚ h/ (52)

which hereinafter will be referred to as the double Fock space. This procedure is com-
monly known as purification of mixed states. For completeness, we devote the remainder
of this section to review the state purification process.

For any operator �N as defined in (28) and any orthonormal basis �j of F , we con-
struct the following Hilbert–Schmidt operator on F :

�N WD
X
j2N

"j j jih�jj; (53)

where j"jj
2 D �j. Then �N D j�N j

2, which is called the Schmidt decomposition of �N . In
particular, the scaled Hilbert–Schmidt norm of �N , defined by k�k2

L2.F /
D h3 Tr.j�j2/,

is
k�N k

2
L2.F /

D k�N kL1.F / D 1: (54)

It is important to observe that the decomposition is not unique. In fact, we will need to
make a definite choice later.

Recall that the space L2.F / of Hilbert–Schmidt operators is isomorphic to the ten-
sor product F .h/ ˝ F .h/, as Hilbert spaces, via the linear mapping Jh D J that maps
j ih�j 7! h�3=2 x� ˝  . One can then associate to �N an element of F .h/ ˝ F .h/ as
follows:

J�N D h
�3=2

X
j2N

"j � j ˝  j: (55)

Furthermore, we can associate to every element (55) a vector in the double Fock space G

via the isomorphism U W F ˝F ! G defined by setting, for F 2 h^n and G 2 h^m,

U.F ˝G/ D

r
.nCm/Š

nŠmŠ
.J˝n
l
F /˝a .J

˝m
r G/; (56)

where Jl ; Jr W h ! h ˚ h are respectively the canonical embeddings of h into the left
and right coordinate of h ˚ h, and ˝a is the anti-symmetric tensor product. Then we
extend the mapping linearly to the entire F ˝F . The unitary map U is known as the
exponential law for Fock spaces and it has the following properties (see [26, Theorem
3.43] or [6, Chapter 3]):

�G D U.�F ˝�F /; (57a)

a
]

l
.f / WD a].f ˚ 0/ D U.a].f /˝ 1/U�; (57b)

a]r .f / WD a
].0˚ f / D U..�1/N ˝ a].f //U�; (57c)

1Here, we make the identification of j‰ih‰j with ‰ 2 G . In other words, pure state density
matrices are simply vectors.
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where a] is either a or a� and f 2 h. The presence of the operator .�1/N ensures that
the operators satisfy the CAR. It can also be readily checked that a]

l
.f / anti-commutes

with a]r .g/ for all f; g 2 h.
Just as in the case of F , it is useful to define the left and right creation and annihilation

operator-valued distributions at x by

.a�x;l‰/
.n;m/.xn; ym/ WD

1
p
n

nX
jD1

.�1/j�1ı.x � xj /‰
.n�1;m/.xnnj ; ym/;

.ax;l‰/
.n;m/.xn; ym/ WD

p
nC 1‰.nC1;m/.x; xn; ym/;

.a�x;r‰/
.n;m/.xn; ym/ WD

1
p
m

mX
jD1

.�1/nCj�1ı.x � yj /‰
.n;m�1/.xn; ymnj /;

.ax;r‰/
.n;m/.xn; ym/ WD .�1/

n
p
mC 1‰.n;mC1/.xn; x; ym/:

This allows us to express a]� .f / for f 2 h in terms of operator-valued distributions:

a� .f / D

Z
R3
f .x/ ax;� dx and a�� .f / D

Z
R3
f .x/a�x;� dx; (58)

where � 2 ¹l; rº. It is again straightforward to check the CAR relations: Œax;� ; a�y;� �C D

ı.x � y/ and Œa]x;� ; a
]
y;� 0 �C D 0 where �; � 0 2 ¹l; rº.

For every observableO on h, we can define the left and right induced linear operators
d�l .O/; d�r .O/ W G ! G by

d�l .O/ WD d�.O ˚ 0/ D U.d�.O/˝ 1/U� D
Z

R6
O.x; y/a�x;lay;l dx dy;

d�r .O/ WD d�.0˚O/ D U.1˝ d�.O//U� D
Z

R6
O.x; y/a�x;ray;r dx dy:

The number operator on G is defined by

N D Nl CNr D U.N ˝ 1C 1˝N /U�: (59)

We shall denote by
IG WD UJ (60)

the transformation from L2.F / to G mapping density operators to vectors of the double
Fock space. Then for an operator �N 2L2.F /, the action of the operator N in G becomes
N IG .�N / D IG .N �N C �NN /.

With the above purification process, we can recast our Cauchy problem for mixed
states as a Cauchy problem for pure states defined on the double Fock space G . Recall
that the solution to the Cauchy problem (51) in the Schrödinger picture is given by

�N D e
�i.t=„/HN �in

N e
i.t=„/HN : (61)
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We define the time evolution of �N with initial state �in
N by

�N D e
�i.t=„/HN�in

N e
i.t=„/HN : (62)

Then �N D j�N j
2 solves (11) with initial data �in

N D j�
in
N j
2. In the double Fock space G ,

this corresponds to saying that the evolution is given by ˆ D ˆ.t/ with

ˆ WD IG .�N / D e
�i.t=„/LN IG .�

in
N / D e

�i.t=„/LNˆin; (63)

where the Liouvillian LN is defined by LN D U.HN ˝ 1 � 1˝ HN /U�. In particular, for
any observable O of F , we have the relation

TrF .O�N / D hˆ j .O˝ 1/ˆiG D TrG ..O˝ 1/jˆihˆj/; (64)

which allows us to compute the mean value of the observable O with respect to the mixed
state �N in terms of the purified state ˆ. In particular, we could express the one-particle
reduced density matrix of �N in terms of ˆ: the integral kernel of �N W1 is given by

�N W1.x; y/ D
1

Nh3
hˆ j a�x;lay;lˆi: (65)

Notice that we are using the normalization Tr.�N W1/ D h
�3.

4.3. Bogolyubov transformation and quasi-free states

In general, we do not know if the evolution of the Cauchy problem (51) can be well-
approximated by its mean-field dynamics. Therefore, it is natural to restrict our studies
to a subclass of initial data. As stated in [11], equilibrium states at finite positive temper-
ature are believed to be well-approximated by mixed quasi-free states. In the particular
case of noninteracting fermions at positive temperature, equilibrium states are exactly
described by mixed quasi-free states (see [18]). Furthermore, mixed quasi-free states have
the important property that they can be represented by the action of a Bogolyubov trans-
formation on the vacuum of the double Fock space G , which is a key object in our study
of the mean-field limit.

In this section, we give a brief overview of rudimentary facts about Bogolyubov trans-
formation in the framework of the double Fock space G and construct a class of quasi-free
states exhibiting the structure of pure states in G , with average number N of particles and
pairing density equal to zero. We follow closely the presentation given in [72].

4.3.1. Bogolyubov transformation. For the pairs f D f1˚ f2; g D g1˚ g2 2 h˚ h, we
define the corresponding field operators by

A.f; g/ WD a.f /C a�.xg/ D al .f1/C ar .f2/C a
�
l .xg1/C a

�
r .xg2/;

A�.f; g/ WD .A.f; g//� D al .xg1/C ar .xg2/C a
�
l .f1/C a

�
r .f2/:

Notice that the field operator A.f; g/ and its adjoint satisfy the relation

A�.f; g/ D A.C.f; g// (66)
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for all f; g 2 h˚ h, where C W .h˚ h/˚ .h˚ h/! .h˚ h/˚ .h˚ h/ is the anti-linear
map defined by C.f1 ˚ f2; g1 ˚ g2/ D .xg1 ˚ xg2; xf1 ˚ xf2/. We can also readily check
that the collection of field operators satisfy the anti-commutation relations

ŒA.f; g/; A�.h; k/�C D h.f;g/ j .h; k/i.h˚h/˚.h˚h/; ŒA].f; g/; A].h; k/�C D 0; (67)

where A] D A or A� and f; g; h; k 2 h˚ h.
A linear isomorphism � W .h ˚ h/ ˚ .h ˚ h/ ! .h ˚ h/ ˚ .h ˚ h/ is called a

Bogolyubov (canonical) transformation of .h ˚ h/ ˚ .h ˚ h/ provided it preserves the
anti-commutation relations (67), that is,

ŒA.�.f; g//; A�.�.h; k//�C D h.f; g/ j .h; k/i.h˚h/˚.h˚h/ (68)

for all f; g; h; k 2 h˚ h, and likewise for the other relations. Hence, it follows from (66)
and (68) that � is a Bogolyubov transformation provided it satisfies the conditions

�C D C� and ��� D ��� D I; (69)

where I is the corresponding identity map.
It is more convenient to express conditions (69) as follows: � is a Bogolyubov trans-

formation on .h˚ h/˚ .h˚ h/ if there exist operators U , V W h˚ h! h˚ h satisfying

U �U C V �V D I and U � xV C V � xU D 0 (70)

such that � has the form

� D

�
U xV

V xU

�
: (71)

Moreover, we say that the Bogolyubov transformation � is (unitarily) implementable on G

if there exists a unitary map R� W G ! G such that

R��A.f; g/R� D A.�.f; g// (72)

for all f; g 2 h˚ h. A necessary and sufficient condition for the transformation � to be
implementable is given by Shale and Stinespring [70]: � is implementable if and only if
V is a Hilbert–Schmidt operator. In particular, if Tr.V �V / is finite, then � is an imple-
mentable Bogolyubov transformation. It is common to refer to R� as the Bogolyubov
transformation on G .

4.3.2. Quasi-free states. A fermionic state �N on F is said to be quasi-free provided it
has the following factorization properties:

TrF

�
a]1.f1/ � � � a

]2nC1.f2nC1/�N
�
D 0; (73a)

TrF

�
a]1.f1/ � � � a

]2n.f2n/�N
�

D

X
�

.�1/�
nY

jD1

TrF

�
a]�.2j�1/.f�.2j�1//a

]�.2j/.f�.2j //�N
�
; (73b)

where fk 2 h and the sum is over all permutations � of ¹1; : : : ; 2nº satisfying

8j 2 ¹1; : : : ; nº; �.2j � 1/ < �.2j /; and �.2j � 1/ < �.2j C 1/ if j < n:
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In short, a state is said to be quasi-free if the higher-order reduced density matrices of �N
are completely determined by the generalized one-particle reduced density matrix. We
could also express conditions (73) in terms of the purified state ˆ. This means that
any quasi-free mixed state can be viewed as the partial trace of a quasi-free pure state.
Moreover, using the fact that pure quasi-free states are completely characterized by their
generalized one-particle reduced density matrix, it can be shown that a pure quasi-free
state ˆ on G can be written as ˆ D R�� for some Bogolyubov transformation R� .

Let us now construct the Bogolyubov transformation and its corresponding class of
quasi-free states that we will study in Part III. Let ! be a one-particle density operator on
h with 0 � ! � 1 and Tr.!/ D N . Define � W .h˚ h/˚ .h˚ h/! .h˚ h/˚ .h˚ h/

by (71) with U and V having the explicit forms

U D

�
u 0

0 u

�
and V D

�
0 v

�v 0

�
(74)

with
u WD

p
1 � ! and v WD

p
!: (75)

Notice that U and V satisfy (70), which means � is a Bogolyubov transformation. Fur-
thermore, V is a Hilbert–Schmidt operator. Indeed, since Tr.V �V / D 2 Tr.!/ D 2N is
clearly finite, it follows that, by the Shale–Stinespring condition [70], � is implementable.
Hence, there exists a unitary map R� W G ! G implementing �. Consequently, (72) yields
the relations

R��ax;lR� D al .ux/ � a
�
r .xvx/;

R��ax;rR� D ar .xux/C a
�
l .vx/:

where we have used the notation ux.y/ D u.y; x/ and vx.y/ D v.y; x/.
Let us now use the Bogolyubov transformation to represent quasi-free mixed states.

The construction we present here is an example of the well-known Araki–Wyss represen-
tation [2,3,26]. More precisely, we are interested in constructing a quasi-free mixed state
with one-particle reduced density � on the double Fock space G . To this end, we define
R� as the Bogolyubov transform with

! D Nh3�

and let the unitary map R� act on the vacuum �G , i.e.

ˆ� WD R��G 2 G : (76)

We can now compute the integral kernel of the one-particle reduced density matrix asso-
ciated with the state ˆ�:

�N W1.x; y/ D
1

Nh3
hˆ� j a

�
l;yal;xˆ�i D

1

Nh3
h�G jR

�
�a
�
l;yR�R��al;xR��G i

D
1

Nh3
h�G j al .vy/a

�
r .vx/�G i D

1

Nh3
.v�v/.x; y/ D �.x; y/:
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Therefore, the one-particle reduced density matrix associated with ˆ� corresponds to the
operator �. Furthermore, the off-diagonal term associated with the state ˆ�, referred to
as the pairing density, is zero. Indeed,

˛ˆ�.x; y/ WD hR��G j al;yal;xR��G i D h�G j al .uy/al .xvx/�G i D 0;

where we have used Œal .uy/;a�r .vx/�CD 0. Undoing the purification process, we can now
define the reference state (mean-field approximation) �N;�, associated to the solution �
of the Hartree–Fock equation (5), as stated in Theorem 3.4, by

�N;� D jI
�1
G .ˆ�/j

2: (77)

4.4. The general result

In this section, we state a more general result from which our main results will follow.
The result is obtained by controlling the growth of the weighted norm

k‰kGk WD k.N C 1/
k‰kG :

Theorem 4.1. Let a 2 Œ0; 1� and assume condition (36) is satisfied. Let .k; n/ 2 N2 and
˛ 2 Œ0; 1� satisfy n � 6 and ˛ > a � 1=2. Let � be a solution of the Hartree–Fock equa-
tion (5) with initial condition �in 2 L1.mn/ satisfying (12) and such that

�in
2 W2;2.mn/ \W2;4.mn�2/; (78)p

�in 2 W1;2.mn/ \W1;q.mn�2/; (79)

with q 2 Œ2;1� satisfying

3=q 2 Œ2.˛ � a � 1=4/; ˛ � aC 1=2�: (80)

Let ‰in 2 G . Then there exist T > 0 and C > 0 such that for any t 2 Œ0; T � and any
p 2 Œ1;1/,

k�N W1 � �kLp �
Ce�h

�˛ t

min.N 1=2; Nh3=p
0
/

�
k‰in
k
2
G
3k=2C 1

2p

C
h2k.˛�1/

N k�1=p
t2k‰in

k
2
G3k=2

�
;

where �DCa;˛j�jC� for some constant C� depending only on T and the initial condition
of the Hartree–Fock equation.

In the above theorem, we have assumed we know the perturbation of the vacuum,
‰in. As done in (77) for the reference state �N;�, we can associate to ‰in an operator
�N D jI

�1
G
.R�‰/j2 which solves the Schrödinger equation (51).

Remark 4.2. In particular, notice that

h2k.˛�1/

N k�1=p
� 1 ” k �

lnN
p ln.Nh2.1�˛//

:
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More specifically, if N D h�c , then this is equivalent to k � c
p.cC2.˛�1//

. For instance,
take c D 3. Then for any a < 1=2, we can take ˛ D 0 and k D 3, leading to

k�N W1 � �kLp �
Ce�t

Nmin.1=2;1=p/
k‰k2G5 :

In the case of the Coulomb potential a D 1, we can take k D 2 and any ˛ > 1=2, leading
to

k�N W1 � �kLp �
C

Nmin.1=2;1=p/
k‰k2G4e

�t=h˛ ;

which is small only for small times t � N�1=6 D h1=2. This is an improvement in com-
parison to nonsemiclassical estimates which are valid only for t � h.

Remark 4.3. When a � 1=2, one can also consider the potential with an h-dependent
cut-off. For example, a way to get a potential bounded at distance jxj � R is to take

KR.x/ D
!a�

2

Z R�2

0

sa=2�1e��jxj
2s ds ���!

R!0
�
1

jxja
; (81)

which is a radial decreasing potential satisfying KR.x/ � j�jmax. 1
jxja

; !a
aRa

/. For the
Coulomb interaction potential for example, assuming R � 1 and N D h�c and taking
c D 3 and p � 2, this leads to

k�N W1 � �kLp �
Ce�t=

p
R

N 1=2
k‰k2G5 :

Thus, one obtains a quantitative convergence result as long as R > 4�2t2=.lnN/2.

Remark 4.4. Let �N;� be defined by (77). Then the standard deviation of the number of
particles, �2

N
WD h3 Tr.N 2�N;�/ � .h

3 Tr.N �N;�//
2, is given by

�2N D Tr.! � !2/ D N.1 � C22Nh
3/:

In particular, �N �
p
N .

Notice also that �N D 0, ! D !2, C22Nh
3 D 1. This implies that in order for the

reference state �N;� to have a fixed number of particles, it has to be a pure state and the
scaling has to be the critical scaling Nh3 D C�22 . In this case, the regularity conditions
(33) are not expected to hold. However, it is a good question to ask whether it is possible
to find a state �N D jI

�1
G
.R�‰/j2 with a fixed number of particles but still close to �N;�,

in the sense that the associated ‰ satisfies k‰kG5 � N 1=2.

Part II
Propagation of regularity

This part is devoted to the proof of Theorem 3.1 about the propagation of the semiclassical
regularity of the solutions of the Hartree–Fock equation (5), and also of higher regularity
properties needed to obtain Theorem 3.4.
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5. The classical case: Regularity for the Vlasov equation

As a warm-up and an explanation of our strategy, we start by the analogue of our method
in the classical case of the kinetic Vlasov equation. We define

Np;x WD

“
R6
jrxf j

pm and Np;� WD

“
R6
jr�f j

pm:

Denoting T WD � � rx CE � r� , we have

@t .rxf / D �Trxf � rE � r�f; @t .r�f / D �Tr�f � rxf: (82)

Proposition 5.1. Let n > 3 and f be a solution of (2) with initial condition satisfying

rx;�f
in
2 Lp.1C j�jn/

for any p 2 Œ1;1/. Then there exists a time T > 0 such that

rx;�f 2 L
1..0; T /; Lp.1C j�jn//:

Proof. Let m WD 1C j�jnp . To simplify the computations, we observe that T� D �T and
T.uv/ D uT.v/C T.u/v, so that by writing up WD jujp�1u, we have“

R6
T.u/ � up�1m D �

“
R6
u � T.up�1/mC jujpT.m/:

But

u � T.up�1/ D up�1 � T.u/C .p � 2/.T.u/ � u/jujp�2 D .p � 1/up�1 � T.u/:

We deduce

�p

“
R6

T.u/ � up�1m D

“
R6
jujpT.m/:

Therefore, differentiating the weighted Lp norms, we obtain

dNp;x
dt
D

“
R6
Œjrxf j

pT.m/ � p.rxf /
p�1
� rE � r�f m� dx d�;

dNp;�
dt
D

“
R6
Œjr�f j

pT.m/ � p.r�f /
p�1
� rxf m� dx d�:

Then by Young’s inequality for the product,

T.m/ D npE � �np�1 � npkEkL1m:

We decompose rK D F1 C F2 2 Lb1 C Lb2 . The difficult term is“
R6
.rxf /

p�1
� rE � r�f m dx d� � krK � r�kL1

“
R6
jrxf j

p�1
jr�f jm dx d�

� .kF1kLb1 kr�kLb0
1
C kF2kLb2 kr�kLb0

2
/N 1�1=p
p;x N

1=p

p;�

� BK.kr�k
L

b0
1
C kr�k

L
b0
2
/N 1�1=p
p;x N

1=p

p;�
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with BK D krKkLb1CLb2 and where we have used Hölder’s inequality three times.
When n � 3=b, we get

kr�kLb0 D





Z
R3
rxf d�






Lb0
� krxf .1C j�j

n/k
Lb0

x;�

� CN
1=b0

b0;x :

Therefore, taking respectively p D b01 and p D b02 and using the notation uk D uk.t/ WD

N
1=b0

k

b0
k
;x

and vk D vk.t/ WD N
1=b0

k

b0
k
;�

for k D 1 and k D 2, we obtain

d
dt
uk � nkEkL1uk C BK.u1 C u2/vk ;

d
dt
vk � nkEkL1vk C ukvk ;

so that defining U WD u1 C u2 C v1 C v2 we get

d
dt
U � nkEkL1U C

�
BK C

1

2

�
U 2; (83)

where we have used the fact that 2uv � u2 C v2, and by Grönwall’s inequality we find
that U remains finite as long as t < T where T depends on the growth of kE.t; �/kL1 ,
which we can control by

kEkL1 � CK.kr�k
L
c0
1
C kr�k

L
c0
2
/ � CK.N

1=c0
1

c0
1
;x
CN

1=c0
2

c0
2
;x
/

with CK D kKkLc1CLc2 . In particular, for the Coulomb interaction, one can choose c1 D
b1 < 3=2 and c2 D b2 > 3.

6. The quantum case: Propagation of regularity for the Hartree–Fock equation

In this section, we prove the semiclassical analogue of the propagation of regularity for
the Vlasov equation shown in Section 5. The main difficulty is to close the Grönwall
inequality, which we manage to do by propagating at the same time the L1.mn/, the
W1;2.mn/, and the W1;q.mn�2/ norms with q � 2 and

mn D 1C jpj
n;

where n 2 2N. This first step allows us to prove that the W1;q.mn/ norm remains bounded
on some time interval for q 2 Œ2; qa/ with qa WD 1 if b WD 3

aC1
� 2 and

1

qa
WD

1

b
�
1

2

when b < 2. It is the content of the following proposition, where we only consider
q 2 Œ2; 4� for simplicity.
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Proposition 6.1. Fix a 2 .0; 1�. If �in 2W1;2.mn/\W1;4.mn�2/\L1.mn/, then there
exists T > 0 such that

� 2 L1..0; T /;W1;2.mn/ \W1;4.mn�2/ \L1.mn//;

� 2 L1..0; T /;H 1
\W 1;4

\ L1 \ L1/:

Now that we know that the first-order semiclassical Sobolev norms remain bounded
for some finite time T > 0 for q 2 Œ2; qa/, we can use this first result and a similar strategy
to prove the propagation of higher Sobolev norms on the same time scale. This is done in
the following proposition.

Proposition 6.2. Under the hypotheses of Proposition 6.1 and assuming moreover that
�in 2 W2;2.mn/ \W2;4.mn�2/, we have

� 2 L1..0; T /;W2;2.mn/ \W2;4.mn�2/ \W1;1.mn//;

� 2 L1..0; T /;H 2
\W 2;4/:

Remark 6.3. The propagation of second-order Sobolev norms will allow us to remove
the constraint q 2 Œ2; qa/ and to get the boundedness of first-order Sobolev norms also for
q � qa. This is relevant when a � 1=2.

In order to tahe the mean-field limit, we actually need to prove the propagation of
these norms for

p
� instead of � (cf. (162a)–(162b)), which works in a similar way.

Proposition 6.4. Under the hypotheses of Proposition 6.2, if
p
�in 2W1;q.mn/ for some

q 2 Œ2;1�, then
p
� 2 L1..0; T /;W1;q.mn//:

This proposition then also implies the regularity of � as indicated in next lemma.

Lemma 6.5. Let � � 0 be a compact operator. Then for any q 2 Œ1;1�,

k�k PW1;q.mn/
� 2k
p
�kL1.mn/k

p
�k PW1;q.mn/

: (84)

Proof. By the product rule for commutators and Hölder’s inequality for Schatten norms,
for any � 2 ¹x; �º,

kr��kLq D


�r�.p�/p�Cp�r�.

p
�/
�
mn




Lq

� kr�.
p
�/kLqk

p
�mnkL1 C k

p
�kL1kr�

p
�mnkLq ;

which implies (84).

6.1. The strategy

Both the Hartree and the Hartree–Fock equations can be written in the form

i„@t� D ŒH;��
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with H D jpj2=2 C V� � h3X� (with X� D 0 in the case of the Hartree equation). If
we look at the time derivatives of quantum gradients, since rxH D rV� D �E� and
1
i„
Œr�H;�� D

1
i„
Œp;�� D �rx�, and since Œx;X�� D XŒx;�� and Œr;X�� D XŒr;�� (see

Lemma 6.18 below), we obtain

@trx� D
1

i„
ŒH;rx�� �

1

i„
Œh3Xrx�;�� �

1

i„
ŒE�;��;

@tr�� D
1

i„
ŒH;r��� �

1

i„
Œh3Xr��;�� � rx�:

(85)

These equations are of the form

i„@t� D ŒA;��C ŒB;�� (86)

with A and B self-adjoint. Our goal is to propagate the weighted Schatten norms for
solutions of these equations, where we recall that Schatten norms were defined in (14).
Computing the time derivative of such quantities, we get the following result.

Lemma 6.6. Let �, A and B be self-adjoint operators and � D �.t/ be a family of self-
adjoint operators satisfying (86). Then, formally, for any even integer q � 2,

d
dt
k�mnkq �

1

„
kŒA; mn��kq C

1

„
kŒB;��mnkq :

Applying this lemma for � D � solving the Hartree–Fock equation or for � D rx�

or � D r��, and with mn D 1 (for n D 0) or mn D pnj for some j 2 ¹1; 2; 3º, we obtain

d
dt
k�mnkq �

1

„
kŒV�; mn��kq C

1

„
kŒh3X�; mn��kq; (87)

d
dt
krx�mnkq �

1

„
kŒV�; mn�rx�kq C

1

„
kŒE�;��mnkq

C
1

„
kŒh3X�; mn�rx�kq C

1

„
kŒh3Xrx�;��mnkq; (88)

d
dt
kr��mnkq �

1

„
kŒV�; mn�r��kq C krx�mnkq

C
1

„
kŒh3X�; mn�r��kq C

1

„
kŒh3Xr��;��mnkq; (89)

where we have used the fact that ŒH;mn� D ŒV� � h
3X�; mn� since Œjpj2; mn� D 0. In

the next sections, we will bound all the weighted Schatten norms of the commutators
appearing on the right-hand sides of inequalities (87)–(89) in order to get a Grönwall-
type inequality.

Proof of Lemma 6.6. First notice that

@t�
2
D

1

i„
ŒA;�2�C

1

i„
.ŒB;���C �ŒB;��/:
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Therefore, using the fact that 2p WD q is even and the cyclicity of the trace, we get

d
dt
k�mnk

2p
2p D

d
dt

Tr..mn�2mn/p/ D p Tr
�
mn

�
d
dt
.�2/

�
mn.mn�

2mn/
p�1

�
D
p

i„
Tr
�
mn.ŒA;�

2�C ŒB;���C �ŒB;��/mn.mn�
2mn/

p�1
�

DW IA C IB: (90)

For IA, we use again the cyclicity of the trace to write

IA D
p

i„
Tr
�
A�2m2n.�

2m2n/
p�2�2m2n � �

2Am2n.�
2m2n/

p�2�2m2n
�

D
p

i„
Tr
�
m2nA�2m2n.�

2m2n/
p�2�2 � Am2n.�

2m2n/
p�2�2m2n�

2
�

D
p

i„
Tr
�
Œm2n;A�.�

2m2n/
p�1�2

�
:

This can also be written as

IA D
p

i„
Tr
�
�.Œmn;A�mn CmnŒmn;A�/�jmn�j

2.p�1/
�

D
2p

i„
Im
�
Tr.�mnŒmn;A��jmn�j2.p�1//

�
:

Therefore, by Hölder’s inequality for the trace, we obtain

jIAj �
2p

„
k�mnk2pkŒmn;A��k2pkmn�k

2.p�1/
2p

�
q

„
k�mnk

q�1
q kŒA; mn��kq; (91)

where we have used the fact that since � and mn are self-adjoint, and since the Schatten
norm is invariant by taking the adjoint, we have kmn�k2p D k�mnk2p . For the B term,
we get more easily

IB D
2p

i„
Im
�
Tr.mnŒB;���mnjmn�j2.p�1//

�
:

By using again Hölder’s inequality and the commutation in the Schatten norm, we obtain

jIBj �
q

„
kmnŒB;��kqk�mnk

q�1
q : (92)

We conclude the proof by combining inequalities (91) and (92) with formula (90) and
using the fact that d

dt k�mnkq D
1
q
k�mnk

1�q
q

d
dt k�mnk

q
q .

6.2. Preliminary inequalities

In order to simplify the computations, we will sometimes use weights of the form

mn D 1C jpj
n and Qmn D 1C

3X
jD1

pnj :

Thanks to the following lemma, these weights define equivalent weighted Schatten norms.
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Lemma 6.7. Let n 2 N be even. Then there exists C > 0 such that for any p 2 Œ1;1�
and any operator �,

C�1k� Qmnkp � k�mnkp � Ck� Qmnkp; (93)

C�1k�pnj kp � k�mnkp � C
�
k�kp C

3X
jD1

k�pnj kp

�
: (94)

Proof. We observe that Qmn and mn commute, mn is invertible, and m�1n Qmn D g.p/ with
kgkL1 < C uniformly in „. Therefore,

k� Qmnkp D k�mng.p/kp � Ck�mnkp;

which proves the first inequality of (93). The second one follows by reversing the roles of
Qmn andmn, and the first inequality of (94) by replacing Qmn by pnj . The second inequality

of (94) follows from the second inequality of (93) and the triangle inequality for Schatten
norms.

We will need the following operator rearrangement inequality similar to [49, (56)].

Lemma 6.8. Let p � 1 and .n;m/ 2 N2. Then for any self-adjoint operators A and B ,

kBnABmkp � 2kAB
nCm
kp: (95)

Proof. Assume first that A � 0. Then by Hölder’s inequality,

kBnABmkp � kB
nA

n
nCm knCm

n p
kA

m
nCmBmknCm

m p
: (96)

Now observe that since by definition of the absolute value we have jBAj D
ˇ̌
jBjA

ˇ̌
, and

since the Schatten norm is invariant by taking the adjoint,

kA
m
nCmBmknCm

m p
D kBmA

m
nCm knCm

m p
D


jBjmA m

nCm




nCm
m p

:

Now, by the Araki–Lieb–Thirring inequality,

jBjnA n
nCm




nCm
n p
�


jBjnCmA

 n

nCm

p
D kABnCmk

n
nCm
p ;

jBjmA m

nCm




nCm
m p
�


jBjnCmA

 m

nCm

p
D kABnCmk

m
nCm
p :

Combining these inequalities with (96) leads to

kBnABmkp � kAB
nCm
kp: (97)

In the more general case of a self-adjoint operator A possibly not nonnegative, we write
A D AC � A� with AC D

jAjCA
2

and jAj�A
2

. Then by (97) and the triangle inequality for
Schatten norms, we get

kBnABmkp � kACB
nCm
kp C kA�B

nCm
kp

�
1
2

�

jAjBnCm C ABnCm


p
C


jAjBnCm � ABnCm



p

�
�


jAjBnCm



p
C kABnCmkp

and we conclude by using again the fact that
ˇ̌
jAjB

ˇ̌
D jABj.
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Let us define the adjoint representation of A as

adA.B/ WD ŒA; B�:

Then, using the above lemma, we can prove the following inequality.

Lemma 6.9. Let n 2 N. Then for any self-adjoint operators A and B ,

kadnB.A/kp � 2
nC1
kABnkp:

Proof. This follows from the expansion

adnB.A/ D
nX
kD0

�
n

k

�
.�1/kBn�kABk

together with the triangle inequality for the Schatten norms and the rearrangement
inequality (95).

Lemma 6.10. Let .p0; p1/ 2 Œ2;1�2 and .n0; n1/ 2R2C. Then for any A self-adjoint and
� 2 Œ0; 1�,

kABn� kp� � kAB
n0k

1��
p0
kABn1k�p1 ; (98)

where 1
p�
D

1��
p0
C

�
p1

and n� D .1 � �/n0 C �n1.

Proof. Let S be the set of values of � 2 Œ0; 1� such that (98) holds. Then 0 and 1 are in S .
Moreover, if �1 and �2 are in S , then for � WD .�1 C �2/=2, since the Schatten norms are
invariant by taking the adjoint and A and B are self-adjoint,

kABn� kp� D kB
n�Akp� D kAB

2n�Ak
1=2

p�=2

Hence, as 2n� D n�1 C n�2 , p� � 2 and 2=p� D 1=n�1 C 1=n�2 , by Hölder’s inequality
we get

kAB2n�Ak
1=2

p�=2
� kABn�1 k1=2p�1

kABn�2 k1=2p�2
;

where we have used again the invariance of Schatten norms by taking the adjoint. Hence
� 2 S , and so we deduce finally that S is a dense subset of Œ0; 1�.

The next proposition allows us to control kr�kLp by krx� mnkLp for some
weight mn.

Proposition 6.11. Let p 2 Œ1;1� and n > 3=p0. Then there exists a constant C > 0 such
that for any compact self-adjoint operator �,

kdiag.�/kLp � Ck�mnkLp

with mn D 1C jpjn.

Remark 6.12. In particular, since for k 2 N, rk� D diag.rkx �/, the above estimate
implies

kr
k�kLp � Ckr

k
x �mnkLp :
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Proof of Proposition 6.11. Let ��.x/ WD diag.�/.x/ D h3�.x; x/. Then, using the dual
formulation of the Lp norm and separating ' into the sum of its positive and negative
parts, ' D 'C C '�, we have

k��kLp � sup
k'k

Lp
0�1

�ˇ̌̌̌Z
R3
��'�

ˇ̌̌̌
C

ˇ̌̌̌Z
R3
��'C

ˇ̌̌̌�
;

from which we deduce that we can actually restrict ourselves to nonnegative functions '
and identifying the function ' with the operator of multiplication by ', we get

k��kLp � 2 sup
'�0

k'k
Lp
0�1

ˇ̌̌̌Z
R3
��'

ˇ̌̌̌
D 2 sup

'�0
k'k

Lp
0�1

jh3 Tr.�'/j: (99)

Taking mn.y/ WD
p
1C jyjn and w.y/ D mn.y/�1, we see that m WD mn.p/ is a pos-

itive invertible operator and its inverse w WD w.p/ is a compact operator. By Hölder’s
inequality for the trace, we have

h3 Tr.�'/ D h3 Tr.m�mw'w/ � km�mkLpkw'wkLp0 : (100)

However, since ' is a nonnegative function, it is also a positive operator. Hence

kw'wkLp0 D


jp'wj2



Lp
0 D k

p
'wk2

L2p
0 � k'kLp0 kwk

2

L2p
0 ;

where to get the last inequality we have used the Kato–Seiler–Simon inequality (21) since
2p0 � 2. Combining the above inequality with inequalities (99) and (100) yields

k��kLp � Cp;nkm�mkLp � Cp;nk�m
2
kLp ;

where the second inequality is a consequence of Lemma 6.8, and Cp;n D 2kwk2
L2p
0 is

finite because n > 3=p0 by assumption.

6.3. Commutators involving the direct term

In the semiclassical case, instead of rE� � r�f (see (82)), the time derivative of the gra-
dient brings about the term 1

i„
ŒE�;�� (see (85)). Hence we will need to get semiclassical

estimates on this quantity, which is the purpose of the following proposition.

Proposition 6.13 (Commutator estimates). Let a 2 .0; 1�, b D 3
aC1

and .q; r/ 2 Œ2;1�2

be such that 1=r C 1=q D 1=2. Then for any compact operator �2,

1

„
kŒE�;�2�kLq � Ck�kB1�3.1=r

0�1=b/
r;1

kr��2kLq : (101)

When q D 2 and r D1, we also have

1

„
kŒE�;�2�kL2 � Ckr�kLb0;1kr��2kL2 (102)
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for a 2 Œ1=2; 1�, and

1

„
kŒE�;�2�kL2 � Ck�k

L
3
1�a

;1
kr��2kL2 (103)

for a 2 .0; 1=2/.

From the fact that .Lr ;W 1;r /s;1 D B
s
r;1 for any r 2 Œ1;1/ and s 2 .0; 1/, we deduce

the following inequality in terms of more classical Sobolev spaces.

Corollary 6.14. Let .q; r/ 2 .2;1� � .b0;1/ be such that 1=r C 1=q D 1=2. Then

1

„
kŒE�;�2�kLq � Ck�k

1�s
Lr k�k

s
W 1;r kr��2kLq

with s D 1 � 3.1=r 0 � 1=b/.

From the fact that 1=r C 1=q D 1=2 and r > b0, when a � 1=2, the above results only
work when q < qa with 1=qa D 1=b � 1=2.

Proof of Proposition 6.13. First observe that the integral kernel of the operator ŒE�;�2�
can be written as

ŒE�;�2�.x; y/ D .E�.x/ �E�.y//�2.x; y/

D
.E�.x/ �E�.y//˝ .x � y/

jx � yj2
� .x � y/�2.x; y/:

Thus, we can explicitly compute its Hilbert–Schmidt norm by computing the L2 norm of
the kernel, and since the kernel of the operator r��2 is x�y

i„
�2.x; y/, we get

1

„
kŒE�;�2�k2 D

�“
R6
j
.E�.x/ �E�.y//˝ .x � y/

jx � yj2
� r��2.x; y/j

2 dx dy
�1=2

� krE�kL1kr��2k2: (104)

In particular, for a 2 Œ1=2; 1�, since rE� D rK � r� with rK 2 Lb;1, we deduce
inequality (102) using the fact that the dual of Lb0;1 is Lb;1 (see e.g. [44])

If a 2 .0; 1=2/, we use rE� D r2K � � with r2K 2 L
3
aC2

;1. Thus (103) follows
from Hölder’s inequality for Lorentz norms.

A second possibility is to use the fundamental theorem of calculus for E� and then
the Fourier inversion theorem to rewrite the integral kernel of the commutator as

1

i„
ŒE�;�2�.x; y/ D

Z 1

0

rE�..1 � �/x C �y/ d� � .r��2/.x; y/

D

Z
Œ0;1��R3

brE�.z/e2i�z�.1��/x � .r��2/.x; y/e2i�z��y d� dz;

which implies that denoting by e! the operator of multiplication by e2i�!�x , we have

1

i„
ŒE�;�2� D

Z
Œ0;1��R3

brE�.z/e.1��/z.r��2/e�z d� dz:
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Since the operators e! are bounded of norm ke!k1D 1, we deduce the following estimate
on the operator norm of the commutator:

1

„
kŒE�;�2�k1 �

Z
Œ0;1��R3

jbrE�.z/j kr��2k1 d� dz D kbrE�kL1kr��2k1: (105)

In order to get a result for a general q 2 Œ2;1�, we proceed by complex interpola-
tion. Defining the vector-valued Hilbert–Schmidt operator � WD r��2, we observe that
�2.x; y/ D i„

x�y

jx�yj2
� �.x; y/ and the commutator can be rewritten as the bilinear oper-

ator

ƒ.E;�/ WD

�
E;

x � y

jx � yj2
� �

�
D

1

i„
ŒE;�2�:

Thus, using the fact that B01;1 � L
1 and B3=22;1 � F .L1/, inequalities (104) and (105)

imply

kƒ.E;�/k2 � CkEkB1
1;1
k�k2; kƒ.E;�/k1 � CkEkB1C3=2

2;1

k�k1:

By the same proof, one obtains the inequality for any vector-valued Hilbert–Schmidt oper-
ator �. Finally, we use the fact that the complex interpolation space between the Besov
spaces involved is given by ŒB11;1; B

1C3=2
2;1 �2=r D B

1C3=r
r;1 (see for example [16, Theorem

6.4.5]), while the complex interpolation of Schatten spaces Sq gives ŒS2;S1�1�2=q D

Sq (see for example [75, Section 1.19.7]), so that by bilinear interpolation (see [16, Sec-
tion 4.4]) we obtain

kƒ.E;�/kq � CkEkB1C3=r
r;1

k�kq with 1=r D 1=2 � 1=q:

If we take E� D rK � � with � 2 L1 \ Lp for some p 2 .1;1/ and rK 2 Lb;1, we
know thatE� 2LQr for some Qr 2 .1;1/. Moreover,E� is proportional to .��/.a�3/=2r�,
so we can apply [7, Proposition 2.30] to deduce that

kE�kB1C3=r
r;1

� Ck�k
B
3=rCa�1
r;1

D k�k
B
1�3.1=r0�1=b/
r;1

:

Taking � D r��2 yields the results.

To get estimates with weights, notice that we can write ŒE�;��p2nj in the form

1

i„
ŒE�;��p

2n
j D

1

i„
ŒE�;�p

2n
j � �

1

i„
ŒE�;p

2n
j ��:

To control the Lq norm of the first term of the right-hand side we use Proposition 6.13,
which gives

1

„
kŒE�;�p

2n
j �kLq � Ck�kB1�3.1=r

0�1=b/
r;1

kr�.�p
2n
j /kLq ;

and we can also replace k�k
B
1�3.1=r0�1=b/
r;1

by kr�kLb0;1 when q D 2.
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To bound the second term, we will write the potential K.x/ as a sum of a singular
part localized near x D 0 and a long-range part and use Propositions 6.15 and 6.17 below.
More precisely, for some infinitely smooth and compactly supported function � satisfying
1jxj�1 � �.x/ � 1jxj�2, we can write

K D K0 CK1 (106)

with
K0 D �K and K1 D .1 � �/K:

Now the first part ofK satisfies rK0 2 Lb for any b < 3=2, whileK1 2 L1 \ C1. We
start with the following proposition to control the singular part of the potential.

Proposition 6.15 (Weighted commutator estimate). Let E0� D �rK0 � � withK0 D �K
as described above and letmn WD 1C jpjn. Take .q; r; r1/ 2 Œ3=2;1�� Œ1;1�2 such that

1

r
C
1

r1
D
1

q
C
1

3
: (107)

Then for any n0 > 3=b� 1, k0 > 3=r 0 � 2 and k > 3=r � 1 there exists a constant C > 0

such that

1

„
kŒE0�;p

2n
j ��kLq

� C.krxj�mnCn0kLb0 k�m2n�1kLq C krxj�m2nCk0kLr k�mnCkkLr1 /:

Replacing E0� by V 0� D K0 � � just amounts to replacing rxj� by �, hence by the same
proof,

1

„
kŒV 0� ;p

2n
j ��kLq � C.k�mnCn0kLb0 k�m2n�1kLq C k�m2nCk0kLr k�mnCkkLr1 /:

Proof of Proposition 6.15. To shorten notation, let E WD E0�. We notice that ŒE;pj� D

Epj � pjE D i„@jE is the operator of multiplication by x 7! i„@jE.x/, and since p2j D
pjpj, we get

1

i„
ŒE;p2j � D

1

i„
.ŒE;pj�pj C pjŒE;pj�/ D .@jE/pj C pj.@jE/;

and more generally, for any n 2 N,

1

i„
ŒE;p2nj � D

n�1X
kD0

p2kj .@jE pj C pj@jE/p
2.n�k�1/
j D

2n�1X
kD0

pkj @jE p
2n�1�k
j :

From this formula and the triangle inequality for Schatten norms, we deduce

1

„
kŒE;p2nj ��kLq �

2n�1X
kD0

kpkj @jE p
2n�1�k
j �kLq :
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We cannot directly apply Hölder’s inequality here since pkj E is an unbounded operator,
therefore we have to make some commutations between pkj and @jE. By the Leibniz
formula

pkj @jE D

kX
`D0

�
k

`

�
g`p

k�`
j ;

where g` is the function defined by g`.x/ D .p`j .@jE//.x/, as usual also identified with
a multiplication operator. This yields

1

„
kŒE;p2nj ��kLq �

2n�1X
`D0

C`kg`p
2n�1�`
j �kLq ;

where C` D
P2n�1
kD`

�
k
`

�
. We will now distinguish two cases to bound the terms of the sum

depending on the values of `.

1. Case ` small. Take ` < n. In this case, we use Hölder’s inequality for Schatten norms
and the fact that the norm of the operator of multiplication by a function is the L1 norm
of this function to deduce that

kg`p
2n�1�`
j �kLq � kg`kL1kp

2n�1�`
j �kLq � kg`kL1k�m2n�1kLq ;

where we have used inequality (94). Now, observe that

g` D �rK0 � .p
`
j @j�/ D �rK0 � diag.ad`pj

.rxj�//:

Therefore, since rK0 2 Lb with b < 3=2, by Young’s inequality

kg`kL1 � CKkdiag.ad`pj
.rxj�//kLb0 ;

where CK D krK0kLb . By Proposition 6.11 and Lemma 6.9, for any n0 > 3=b� 1 > 0,

kg`kL1 � CK;n0kad`pj
.rxj�/m2Cn0kLb0 � 2

`C1CK;n0krxj�mnCn0kLb0

where we have used the fact that ` � n � 1.

2. Case ` large. Take ` 2N \ Œn; 2n� 1� and define 1= QqD 1=qC 1=3. Then since Qq � q,

k�kLq D h
3=q
k�kq � h

3=q
k�k Qq D h

�1
k�kL Qq :

Since 1=r D 1= Qq � 1=r1, multiplying and dividing by mk WD 1C jpjk we deduce

kg`p
2n�1�`
j �kLq � h

�1
kg`m

�1
k mkp

2n�1�`
j �kL Qq

� C 1=rm h�1kg`kLr k�mnCk�1kLr1 ;

where Cm D
R

R3
dx

.1Cjxjk/r
is finite because k < 3=r and we have used the fact that ` � n.

Note that since ` � 1,

g` D �@jrK0 � p
`
j � D i„.@jrK0/ � diag.ad`�1pj

.rxj�//:
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Hence, to control g`, we can use the fact that the convolution by @jrK0 is continuous
from Lr to Lr by the Calderón–Zygmund Theorem (see e.g. [28, Theorem 5.1]) to obtain

kg`kLr � CKhkdiag.ad`�1pj
.rxj�//kLr :

By Proposition 6.11 and Lemma 6.9, this yields, for any " D k0 C 2 � 3=r 0 > 0,

h�1kg`kLr � CK;"kad`�1pj
.rxj�/m3=r 0C"kLr � 2

`CK;k0krxj�m2nCk0kLr :

Thanks to Lemma 6.10, we can modify Proposition 6.15 in a way depending only on
the L2 and L4 norms.

Corollary 6.16. Assume n � 3. Then there exist � 2 .0; 1/ and C > 0 such that

C

„
kŒE0�;p

2n
j ��kL2 � krxj�m2nk

1��
L2
krxj�m2n�2k

�
L4
k�m2nkL2

C krxj�m2nkL2k�m2nk
1=3

L2
k�m2n�2k

2=3

L4

and

C

„
kŒE0�;p

2n
j ��kL4 � krxj�m2nC2k

1��
L2
krxj�m2nk

�
L4
k�m2nkL4

C krxj�m2nC2k
1=3

L2
krxj�m2nk

2=3

L4
k�m2nkL4 :

Proof. In the case q D 2, use Proposition 6.15 with r D 2, r1 D 3 to get, for any n0 >
3=b � 1 and k > 1=2,

1

„
kŒE0�;p

2n
j ��kL2 � C.krxj�mnCn0kLb0 k�m2nkL2 C krxj�m2nkL2k�mnCkkL3/:

Since rK0 2 Lb for any b < 3=2, we can in particular take b 2 .4=3; 3=2/ so that b0 2

.3; 4/ and we can apply Lemma 6.10 with p0 D 2, p1 D 4 and p� D b0, leading to

krxj�mnCn0kLb0 � krxj�m2nk
1��
L2
krxj�mQnk

�
L4
;

where � D 4.1=b � 1=2/ 2 .2=3; 1/ and Qn � .2��1/nCn0
�

2 .nC3n0
2

; nC n0/. On the other
hand, taking p� D 3 yields

k�mnCkkL3 � k�m2nk
1=3

L2
k�mQnk

2=3

L4

with Qn � .nC 3k/=2. In particular, when n � 3, taking b close to 3=2, k close to 1=2 and
n0 close to 1 allows one to take Qn � 2n � 2.

In the case q D 4, take r D 3 and r1 D 4 in Proposition 6.15 to get, for any n0 >
3=b � 1 and k0 > 0,

1

„
kŒE0�;p

2n
j ��kL4 � C.krxj�mnCn0kLb0 k�m2nkL4 C krxj�m2nCk0kL3k�m2nkL4/:

As previously, we interpolate the Lb0 norm between the L2 and the L4 norm, leading to

krxj�mnCn0kLb0 � krxj�mQnk
1��
L2
krxj�m2nk

�
L4
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with again � D 4.1=b � 1=2/ 2 .2=3; 1/ but with Qn � .1�2�/nCn0
�

possibly negative. On
the other hand, taking p� D 3 yields

krxj�m2nCk0kL3 � krxj�mQnk
1=3

L2
krxj�m2nk

2=3

L4

with Qn � 2nC 3k0. In particular, taking b close to 3=2, n0 close to 1 and k0 sufficiently
small allows one to take Qn � 2nC 2.

Now we treat the long range part K1 of the potential.

Proposition 6.17. Let E1� D �rK1 � � and V1� D K1 � � with � D diag.�/ and
n � 1 be an integer. Then there exists a constant C > 0 independent of „ such that for any
q 2 Œ1;1� and any positive compact operators � and �,

1

„
kŒE1� ;p

2n
j ��kLq � C.k�m2nkL2 C „krxj�m2nkL2/k�m2nkLq ;

1

„
kŒV1� ;p2nj ��kLq � C.k�kL1 C „k�m2nkL2/k�m2nkLq :

Proof. As in the proof of Proposition 6.15, and with the same notations, we have

1

„
kŒE1� ;p

2n
j ��kLq �

2n�1X
`D0

C`kg`p
2n�1�`
j �kLq ;

where C` D
P2n�1
kD`

�
k
`

�
. We use Hölder’s inequality for Schatten norms and the fact that

the norm of the operator of multiplication by a function is the L1 norm of this function
to deduce that

kg`p
2n�1�`
j �kLq � kg`kL1kp

2n�1�`
j �kLq � kg`kL1k�m2nkLq ;

where we have used inequality (94). Now, observe that

g` D �@jrK1 � .p
`
j �/ D �@jrK1 � diag.ad`pj

.�//:

Therefore, since @jrK1 2 L
2, by Young’s inequality, which is just the Cauchy–Schwarz

inequality in this case,

kg`kL1 � CKkdiag.ad`pj
.�//kL2 ;

where CK D k@jrK1kL2 . By Proposition 6.11, we get

kg`kL1 � Ckad`pj
.�/m2kL2 :

When ` D 0, since 2n � 2, this implies

kg`kL1 � Ck�m2nkL2 :

When ` > 0, we use the fact that adpj.�/ D �i„rxj�, ` � 2n � 1 and Lemma 6.9 to get

kg`kL1 � C„kad`�1pj
.rxj�/m2kL2 � 2

`CK;n0„krxj�m2nkL2 :
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When E1� is replaced by V1� , one obtains the same estimates with ` > 0 and rxj�

replaced by �. The only remaining point is the case ` D 0, that is, defining g` D

�@jK1 � .p
`
j �/, it remains to notice that since @jK1 2 L

1,

kg0kL1 D k@jK1 � �kL1 � CKk�kL1

with CK D krK1kL1 .

6.4. Preliminary properties of the exchange operator

6.4.1. Preliminary identities. Let X D X� be the operator with integral kernel X.x; y/ D
K.x � y/�.x; y/ with K.x/ D jxj�a and recall the notation of the adjoint representation
of A, adA.B/ D ŒA; B�.

Lemma 6.18. Let a 2 .0; 1�. Then the following identities hold:

Œx;X�� D XŒx;��; Œr;X�� D XŒr;��;

and more generally, with the adjoint notation, adnx.X�/D Xadnx.�/ and adnr.X�/D Xadn
r
.�/.

In particular, since rx�D adr.�/ and r��D
1
i„

adx.�/, this can be written as r
n
� .X�/D

Xr
n
� �

and r
n
x .X�/ D Xr

n
x�

.

Proof. The first identity follows immediately by looking at the integral kernel of the oper-
ator

Œx;X��.x; y/ D
.x � y/�.x; y/

jx � yja
D XŒx;��.x; y/:

To get the second we take ' 2 C1c , integrate by parts and use the fact that rxK.x � y/D
�ryK.x � y/ to get

Œr;X��'.x/ D r

Z
R3

�.x; y/

jx � yja
'.y/ dy �

Z
R3

�.x; y/

jx � yja
r'.y/ dy

D

Z
R3
.rx Cry/

�
�.x; y/

jx � yja

�
'.y/ dy D

Z
R3

.rx Cry/.�.x; y//

jx � yja
'.y/ dy;

and we conclude by noticing that .rx C ry/.�.x; y// is nothing but the integral kernel
of the operator Œr;��.

Lemma 6.19. Let � D 1, pj or xj. Then

�nX� D
nX
kD0

�
n

k

�
Xadk� .�/

�n�k ; (108)

Œ�n;X�� D
nX
kD1

�
n

k

�
Xadk� .�/

�n�k : (109)
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Proof. Since AkB D .Ak�1B/A C Ak�1 adA.B/, we easily obtain the commutator
expansion

AnB D

nX
kD0

�
n

k

�
adkA.B/A

n�k :

Hence we deduce the result by taking B D X� and using Lemma 6.18.

6.4.2. Preliminary inequalities. We know from [49, (39a)] that if a 2 Œ0; 3=2/ and q D 2,
then

kX�kq � Ch
�a
k�jpjak2: (110)

Since Schatten norms of smaller order control Schatten norms of higher order, we deduce
that this inequality actually holds for any q 2 Œ2;1�. The next proposition will allow us
to put the weight jpja on another operator � instead of �.

Lemma 6.20. Let � and Q� be compact operators. Then for any q 2 Œ2;1� and any
� 2 ¹0; 1º,

kX Q��kq � Cah
�a
k Q�jpja.1��/k2k�

�
jpj�ak1; (111)

where �� is the adjoint operator of �.

Proof. Let �2 be a compact but possibly non-self-adjoint operator. Then

kX�2k
2
2 D Tr.X��2X�2/ D

“
R6

��2.x; y/�2.y; x/

jx � yj2a
dx dy

D

“
R6

j�2.x; y/j
2

jx � yj2a
dx dy D

“
R6

j�2.x; y C x/j
2

jyj2a
dx dy;

so that by the Hardy–Rellich inequality,

kX�2k
2
2 � Ca

“
R6
j�a=2y �2.x; y C x/j

2 dx dy D Ca

“
R6
j�a=2y �2.x; y/j

2 dx dy

� Cah
�2a

“
R6
j.�2jpj

a/.x; y/j2 dx dy;

where Ca is the constant appearing in the Hardy–Rellich inequality and Ca D .2�/aCa.
From this we deduce the generalization of (110) for possibly non-self-adjoint operators:

kX�2k2 � Cah
�a
k�2jpj

a
k2: (112)

By Hölder’s inequality, taking�2 D Q�, this implies (111) when � D 0. Now, noticing that
we have the following integration by parts like formula:

Tr.X Q��/ D
“

R6

Q�.x; y/�.y; x/

jx � yja
dx dy D Tr. Q�X�/;
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and using the cyclicity of the trace, Hölder’s inequality and inequality (112) with �2 D
X Q����, we get

kX Q��k
2
2 D Tr.X Q��X Q���

�/ D Tr. Q��X.X Q����//

� k Q�k2kX.X Q����/k2 � Cah
�a
k Q�k2kX Q���

�
jpjak2:

By Hölder’s inequality, this leads to

kX Q��k
2
2 � Cah

�a
k Q�k2kX Q��k2k�

�
jpjak1:

We deduce the result by dividing both sides by kX Q��k2 and then using the fact that for
q � 2, kX Q��kq � kX Q��k2.

The following lemma will allow us to replace the Hilbert–Schmidt norm on the right-
hand side of (110) by another Schatten norm with higher index at the expense of using a
less sharp power on jpj.

Lemma 6.21. Let � be a compact operator. Then for any ˛ > a and any q 2 Œ2;1�,

kX�kq � Ch
�˛
k�.1C jpj˛/kq (113)

for a constant C depending only on a and ˛.

Proof. Take .'; �/ 2 .L2/2. Then

h' jX��iL2 D

“
R6

�.x; y/ '.x/ �.y/

jx � yja
dx dy D .2�/3�aCa Tr.�'.��/.a�3/=2�/;

where ' and � are seen as multiplication operators and Ca D !a
!3�a

. By the definition
of p, this can be written as

h' jX��iL2 D Cah
3�a Tr.�'jpja�3�/ D Cah3�a Tr.m˛�m˛m�1˛ 'g.p/�m

�1
˛ /

with g.x/D jxja�3 andm˛ D 1C jpj˛ . Now taking 1� 3=˛ < p00 < 3=a < p
0
1 �1 such

that 1=p00C 1=p
0
1 D a=3, we have g 2 Lp0 CLp1 , hence we can write g D g0C g1 with

.g0; g1/ 2 L
p0 � Lp1 . Let Qg D g0 or Qg D g1, or more generally, take Qg 2 Lp for some

p � 1 satisfying p0 > 3=˛. Then, by Hölder’s inequality for Schatten norms, Lemma 6.8
and the Kato–Seiler–Simon inequality (21), we have

h3jTr.m1=2˛ �m1=2˛ m�1=2˛ ' Qg.p/�m�1=2˛ /j

� km1=2˛ �m1=2˛ k1km
�1=2
˛ '1=p

0

kL2p0 k'
1
p Qg.p/1=2kL2pk Qg.p/

1=2�
1
p kL2p

� k�1=p
0

m�1=2˛ kL2p0

� C 1=p
0

p k�m˛k1k'kL2k QgkLpk�kL2 ;

where we use the notation zb D jzjb�1z and Cp D
R

R3
dy

.1Cjyj˛/p
0 . This constant is finite

since ˛p0 > 3. This proves inequality (113) when q D 1. When q D 2, the inequality
follows from (112). The other cases follow by complex interpolation.
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6.5. Commutators involving the exchange term

Proposition 6.22. Let a 2 Œ0; 1�. Then there exists C > 0 such that for any compact self-
adjoint operators � and �, any q 2 Œ1;1� and any integer n � 2a � 1,

1

„
kŒh3X�;p

n
j ��kLq � 3

nh3=2�aCkrxj�mnkL2k�mnkLq ;

where mn D 1C jpjn.

Proof. By (109), and the triangle inequality, we have

kŒX�;p
n
j ��kq �

nX
kD1

�
n

k

�
kXadkpj .�/

pn�kj �kq :

Now, Lemma 6.20 gives the bound

kXadkpj .�/
pn�kj �kq � Cah

�a
kadkpj

.�/jpja.1��/k2k�p
n�k
j jpj�ak1:

Using the fact that adpj.�/ D �i„rxj� and expanding the k � 1 commutators in adk�1pj

by Lemma 6.9, we get

kadkpj
.�/jpja.1��/k2 � 2

k
„krxj�jpj

a.1��/Ck�1
k2:

Now when k� a, we take � D 1 so that n� kC �a� n and a.1� �/C k � 1D k � 1� n.
When k < a, we take � D 0 so that n � k C �a D n � k � n and a.1 � �/C k � 1 �
2a � 1 � n. In all cases, this leads to

1

„
kŒX�;p

n
j ��kq � Ch

�a

nX
kD1

�
n

k

�
2kkrxj�mnk2k�mnk1:

We conclude by using the fact that k�mnk1 � k�mnkq and the definition (20) of the L2

norm.

Proposition 6.23. Let a 2 Œ0; 1�, b D 3
aC1

and n 2 N satisfy n � 2a. Then for any ˛ 2
.a; n � a� and any q 2 Œ2;1�,

1

„
kŒh3X�;��p

n
j kLq � 3

nCh3.1=qC1=2�1=b/k�mnkL1k�mnkL2 ; (114)

1

„
kŒh3X�;��p

n
j kLq � 3

nCk�mnkL1.h
3=ˇ 0
k�mnkLq C h

3=2�a
krxj�mnkL2/;

(115)

where mn D 1C jpjn and ˇ D 3
˛C1

.

Note that the power of h in the first formula is nonnegative only for q � qa with
1=qa D 1=b� 1=2. In the second formula, this is true for every q but involves a semiclas-
sical derivative of �.
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Proof of Proposition 6.23. Since the exchange term is vanishing when „ ! 0, we can
estimate the two parts of the commutator separately by writing

kŒX�;��p
n
j kq D kp

n
j ŒX�;��kq � kp

n
j �X�kq C kp

n
j X��kq :

The first term in the right-hand side can be bounded using Hölder’s inequality for Schatten
norms and Lemma 6.20 with � D 0, leading to

kpnj �X�kq � Ch
�a
kpnj �k1k�jpj

a
k2 � Ch

�a
k�mnk1k�mnk2: (116)

We can also use Lemma 6.21 with ˛ 2 .a; n� to get

kpnj �X�kq � Ch
�˛
kpnj �k1k�.1C jpj

˛/kq � Ch
�˛
k�mnk1k�mnkq : (117)

To treat the second term, we want to put the first weight mn either on � or on �. To
obtain this effect, we use (108) to get

kpnj X��kq �
nX
kD0

�
n

k

�
kXadkpj .�/

pn�kj �kq : (118)

Now we use Lemma 6.20 and then expand the commutators by Lemma 6.9 to get, for any
� 2 ¹0; 1º,

kXadkpj .�/
pn�kj �kq � Ch

�a
kadkpj

.�/jpja.1��/k2k�p
n�k
j jpj�ak1

� 2kCh�ak�.1C jpjkCa.1��//k2k�.1C jpj
n�kC�a/k1;

and similarly to the proof of Proposition 6.22, if k � a, we take � D 1 and if k � a, we
take � D 0 and use the fact that 2a � n. In any cases, the power on jpj is smaller than n.
Therefore, recalling inequality (118), we obtain

kpnj X��kq � 3
nCh�ak�mnk1k�mnk2: (119)

Combining inequalities (116) and (119) and using the definition (20) of Lq norms
yields (114).

To get (115), we start from inequality (118). If k > a, so that in particular k � 1, we
use again Lemmas 6.20 and 6.9 but we use first the fact that adpj .�/ D �i„rxj� to get
an additional „. This yields

kXadkpj .�/
pn�kj �kq � 2

kCh1�akrxj�.1C jpj
k�1/k2k�.1C jpj

n�kCa/k1:

If k � a, we use Lemma 6.21 with ˛ 2 .a; n � a� to get

kXadkpj .�/
pn�kj �kq � 2

kCh�˛k�.1C jpjkC˛/kqk�.1C jpj
n�k/k1:

Therefore, inequality (118) implies

kpnj X��kq � 3
nCk�mnk1.h

�˛
k�mnkq C h

1�a
krxj�mnk2/; (120)

and together with inequality (116) and the definition of the Lq norm, this implies (115).
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6.6. Proof of the propagation of regularity

Proof of Proposition 6.1. The strategy to prove Proposition 6.1 is to look at equa-
tions (87)–(89) and find a Grönwall-type inequality on k�kW1;q.m2n/

, where we
renamed n as 2n as we need the number of moments to be even. In particular, we will
see that to close the Grönwall argument for q D 2, we need to estimate k�kW1;q.m2n/

for
q 2 ¹2; 4º. We will therefore proceed by interpolation and define

M2.t/ WD k�kW1;2.m2n/
; M4.t/ WD k�kW1;4.m2n�2/

; M1.t/ WD k�m2nkL1 :

For a 2 Œ1=2; 1� we will find a Grönwall-type inequality on M2.t/CM4.t/CM1.t/,
whereas for a 2 Œ0; 1=2/ it suffices to apply Grönwall’s lemma to M2.t/CM4.t/.

We now look at equation (87). Splitting the interaction K as in (106), by Proposi-
tions 6.17 and 6.15 we find that, for 1=r C 1=r1 D 1=q C 1=3,

1

„
kŒV�; m2n��kLq � C.k�mnCn0kLb0 k�m2n�1kLq C k�m2nCk0kLr k�mnCkkLr1 /

C C.k�kL1 C „k�m2nkL2/k�m2nkLq

with
n0 > 3=b � 1; k0 > 3=r 0 � 2; k > 3=r � 1:

The contribution given by the exchange term on the right-hand side of (87) can be bounded
by Proposition 6.22 with � D �. Therefore, we obtain the following bounds on the right-
hand side of (87):

d
dt
k�m2nkLq � C.k�mnCn0kLb0 k�m2n�1kLq C k�m2nCk0kLr k�mnCkkLr1

C k�kL1k�m2nkLq C „k�m2nkL2k�m2nkLq

C h3=2�akrx�m2nkL2k�m2nkLq /:

In particular, for q D1 we get

d
dt
k�m2nkL1 � C.k�mnCn0kLb0 k�m2n�1kL1 C k�m2nCk0kLr k�mnCkkLr1

C k�kL1k�m2nkL1 C „k�m2nkL2k�m2nkL1

C h3=2�akrx�m2nkL2k�m2nkL1/:

Note that in order to close the Grönwall inequality we will need bounds on rx� and r��.
To this end, we look at equations (88) and (89). We start bounding the right-hand side
of (88). By Propositions 6.15 and 6.17 we obtain

1

„
kŒV�; m2n�rx�kLq

� C.k�mnCn0kLb0 krx�m2n�1kLq C k�m2nCk0kLr krx�mnCkkLr1

C k�kL1krx�m2nkLq C „k�m2nkL2krx�m2nkLq / (121)

with the usual constraints on r; r1; n0; k; k0.
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By writing ŒE�;��m2n D ŒE�;�m2n�C �ŒE�; m2n�, applying Proposition 6.13 with
�2 D �m2n, and Propositions 6.15 and 6.17 with � D �, we get

1

„
kŒE�;��m2nkLq � C.k�k

1�s
Lr k�k

s
W 1;r kr��m2nkLq

C krx�mnCn0kLb0 k�m2n�1kLq C krx�m2nCk0kLr k�mnCkkLr1

C k�m2nkL2k�m2nkLq C „krx�m2nkL2k�m2nkLq / (122)

for q > 2 and s D 1 � 3.1=r 0 � 1=b0/, where we have used the interpolation of Besov
spaces stated in Corollary 6.14.

For q D 2, we have

1

„
kŒE�;��m2nkL2 � C.kr�kLb0;1kr��m2nkL2

C krx�m2nk
1��
L2
krx�m2n�2k

�
L4
k�m2nkL2

C krx�m2nkL2k�m2nk
1=3

L2
k�m2n�2k

2=3

L4

C k�m2nk
2
L2
C „krx�m2nkL2k�m2nkL2/ (123)

for a 2 Œ1=2; 1�, and

1

„
kŒE�;��m2nkL2 � C.k�k

L
3
1�a

;1
kr��m2nkL2

C krx�m2nk
1��
L2
krx�m2n�2k

�
L4
k�m2nkL2

C krx�m2nkL2k�m2nk
1=3

L2
k�m2n�2k

2=3

L4

C k�m2nk
2
L2
C „krx�m2nkL2k�m2nkL2/ (124)

for a 2 .0; 1=2/.
The contributions of the exchange term can be bounded using Propositions 6.22

and 6.23. Combining them with (121) and (122) leads to, for q > 2,

d
dt
krx�m2nkLq

� C.k�mnCn0kLb0 krx�m2n�1kLq C k�m2nCk0kLr krx�mnCkkLr1

C k�kL1krx�m2nkLq C „k�m2nkL2krx�m2nkLq /

C C.k�k1�sLr k�k
s
W 1;r kr��m2nkLq C krx�mnCn0kLb0 k�m2n�1kLq

C krx�m2nCk0kLr k�mnCkkLr1 C k�m2nkL2k�m2nkLq

C „krx�m2nkL2k�m2nkLq /

C Ch3=2�akrx�m2nkL2krx�m2nkLq

C Ch3.1=qC1=2�1=b/k�m2nkL1krx�m2nkL2 :

To bound the right-hand side of (89), we use Proposition 6.15 for the contribution due
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to the direct term and Propositions 6.22 and 6.23 to estimate the contributions of the
exchange term. Hence,

d
dt
kr��m2nkLq � C.k�mnCn0kLb0 kr��m2n�1kLq C k�m2nCk0kLr kr��mnCkkLr1

C k�kL1kr��m2nkLq C „k�m2nkL2kr��m2nkLq /

C krx�m2nkLq

C Ch3=2�akrx�m2nkL2kr��m2nkLq

C Ch3.1=qC1=2�1=b/k�m2nkL1kr��m2nkL2 :

To get an estimate in L2 we need a bound on the Lq norm for q 2 .2; 4/. Therefore we
look for a bound when q D 4 using Corollary 6.16 and proceed by interpolation.

To establish a Grönwall-type inequality for a� 1=2, we observe that the sumM2.t/C

M4.t/CM1.t/ satisfies

d
dt
.M2.t/CM4.t/CM1.t// � C.M2.t/CM4.t/CM1.t//

C C.1C h3=2�a C h3=b
0

C h3.3=4�1=b//

� .M2.t/CM4.t/CM1.t//
2; (125)

where we have used an interpolation inequality with � 2 .0; 1/ and Young’s inequality
for products to bound the Lr ;Lr 0 ; Lb0 norms with r; r 0;b0 2 Œ2; 4�. Furthermore, we have
used the following simple inequality: for an operator �; k 2 .0; 2n/ and q � 2,

k�m2n�kkLq � k�m2nkLqkm
�1
k kL1 :

We observe that (125) is a Grönwall-type inequality of the same form as (83). Thus there
exists a time T > 0, depending only in the initial data, such thatM2.t/CM4.t/CM1.t/

is bounded for all t 2 Œ0; T �.
For a < 1=2, we consider the quantity M2.t/CM4.t/ and use the fact that

k�m2nkL1 � Ch
�3=q
k�m2nkLq :

Hence

d
dt
.M2.t/CM4.t//

� C.M2.t/CM4.t//C C.1C h
3=2�a

C h3.1=b
0�1=2//.M2.t/CM4.t//

2:

Therefore there exists T > 0, depending only in the initial data, such thatM2.t/CM4.t/

is bounded for all t 2 Œ0;T �, thus � 2L1..0;T /;W1;2.m2n/\W1;4.m2n/\L1.m2n//.
Moreover, � 2 L1..0; T /; H 1 \W 1;4 \ L1 \ L1/ thanks to Proposition 6.11 and the
bounds on M2.t/;M4.t/ and M1.t/.
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Proof of Proposition 6.2. Similarly to what we have done for the first-order quantum gra-
dients, we can compute the time derivative of the second-order quantum gradients of �:

i„@tr
2
x� D ŒH;r

2
x�� � 2ŒE�;rx�� � ŒrxE�;�� � 2Œh

3Xrx�;rx�� � Œh
3X

r
2
x�
;��;

i„@tr
2
� � D ŒH;r

2
� �� � i„r�rx� � 2Œh

3Xr��;r��� � Œh
3X

r
2
� �
;��;

i„@tr�rx� D ŒH;r�rx�� � i„r
2
x� � ŒE�;r��� � Œh

3Xr�rx�;�� � Œh
3Xrx�;r���;

(126)

that are of the form
i„@t� D ŒA;��C ŒB;rx��C ŒC;��; (127)

with A; B and C being self-adjoint operators. The proof of Lemma 6.6 proves also the
following statement.

Lemma 6.24 (Lemma 6.6 bis). Let �;A;B;C be self-adjoint operators and � D �.t/ be
a family of self-adjoint operators satisfying (127). Then, formally, for any even integer
q � 2 we have

d
dt
k�m2nkq �

1

„
kŒA; m2n��kq C

1

„
kŒB;rx��m2nkq C

1

„
kŒC;��m2nkq :

We consider the identities (126) and bound them by Lemma 6.24. This yields

„
d
dt
kr

2
x�m2nkq � CkŒV�; m2n�r

2
x�kq C CkŒE�;rx��m2nkq

C CkŒrxE�;��m2nkq C CkŒh
3X�; m2n�r

2
x�kq

C CkŒh3Xrx�;rx��m2nkq C CkŒh
3X

r
2
x�
;��m2nkq; (128)

„
d
dt
kr

2
� �m2nkq � CkŒV�; m2n�r

2
� �kq C Ckr�rx�m2nkq

C CkŒh3X�; m2n�r
2
� �kq C CkŒh

3Xr��;r���m2nkq

C CkŒh3X
r
2
� �
;��m2nkq; (129)

„
d
dt
kr�rx�m2nkq � CkŒV�; m2n�r�rx�kq C CkŒE�;r���m2nkq

C Ckr2x�m2nkq C CkŒh
3X�; m2n�r�rx�kq

C CkŒh3Xrx�;r���m2nkq C CkŒh
3Xr�rx�;��m2nkq : (130)

We now estimate the right-hand side of (128). The first three contributions are related
to the direct term in the Hartree equation, whereas in the others the exchange operator
appears. By Propositions 6.15 and 6.17 we have

1

„
kŒV�; m2n�r

2
x�kLq � Ck�mnCn0kLb0 kr

2
x�m2n�1kLq

C Ck�m2nCk0kLr kr
2
x�mnCkkLr1 C Ck�kL1kr

2
x�m2nkLq

C C„k�m2nkL2kr
2
x�m2nkLq : (131)
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As for the second term on the right-hand side of (128), we rewrite it as follows:

1

„
kŒE�;rx��m2nkLq D

1

„
kŒE�;rx�m2n�kLq C

1

„
kŒE�; m2n�rx�kLq :

By Proposition 6.13 and Corollary 6.14, we get

1

„
kŒE�;rx�m2n�kLq � Ck�k

1�s
Lr k�k

s
W 1;r kr�rx�m2nkLq ; (132)

for 1=r C 1=q D 1=2 and s D 1� 3.1=r 0 � 1=b/. By Propositions 6.15 and 6.17 we have

1

„
kŒE�; m2n�rx�kLq � Ckrx�mnCn0kLb0 krx�m2n�1kLq

C krx�m2nCk0kLr krx�mnCkkLr1 C k�m2nkL2krx�m2nkLq

C „krx�m2nkL2krx�m2nkLq :

This, together with (132), controls the second term on the right-hand side of (128). The
third term can be dealt with analogously to the second by using the fact that rxE� D

Erx� and Proposition 6.15. This gives

1

„
kŒrxE�;��m2nkLq � Ck�k

1�s
Lr k�k

s
W 1;r kr�rx�m2nkLq

C kr
2
x�mnCn0kLb0 k�m2n�1kLq C kr

2
x�m2nCk0kLr k�mnCkkLr1

C krx�m2nkL2k�m2nkLq C „kr
2
x�m2nkL2k�m2nkLq :

We now turn to terms to which the exchange term contributes. By Proposition 6.22 we
obtain

1

„
kŒh3X�; m2n�r

2
x�kLq � C„

3=2�a
krx�m2nkL2kr

2
x�m2nkLq : (133)

By Proposition 6.23 we get the bound

1

„
kŒh3Xrx�;rx��m2nkLq � C„

3.1=qC1=2�1=b/
krx�m2nkL2krx�m2nkL1 : (134)

Finally, by noticing that rxXrx� D X
r
2
x�

, we apply Proposition 6.23 to the last term on
the right-hand side in (128):

1

„
kŒh3X

r
2
x�
;��m2nkLq � C„

3.1=qC1=2�1=b/
k�m2nkL1kr

2
x�m2nkL2 : (135)

Therefore, using Proposition 6.1 and estimates (131)–(135) we obtain a bound on the time
derivative of kr2x�m2nkLq .

We now look at the right-hand side of (129). By using Propositions 6.1, 6.15, 6.17,
6.22, 6.23, and by Proposition 6.23 with r�Xr�� D X

r
2
� �

, we obtain a bound on the time

derivative of kr2� �m2nkLq .
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As for the mixed term (130), its right-hand side can be bounded as follows. By Propo-
sitions 6.15 and 6.17 we get

1

„
kŒV�; m2n�r�rx�kLq � Ck�mnCn0kLb0 kr�rx�m2n�1kLq

C k�m2nCk0kLr kr�rx�mnCkkLr1

C .k�kL1 C „k�m2nkL2/kr�rx�m2nkLq : (136)

As for the second term on the right-hand side of (130), we rewrite it as

1

„
kŒE�;r���m2nkLq D

1

„
kŒE�;r��m2n�kLq C

1

„
kŒE�; m2n�r��kLq :

and use again Proposition 6.13 and Corollary 6.14 for the first term on the right-hand side
and Propositions 6.15 and 6.17 for the second term. We now turn to the terms to which
the contribution of the exchange term appears. By Proposition 6.22 we obtain

1

„
kŒX�; m2n�r�rx�kLq � C„

3=2�a
krx�m2nkL2kr�rx�m2nkLq : (137)

By Proposition 6.23 we get the bounds

1

„
kŒXrx�;r���m2nkLq �C„

3.1=qC1=2�1=b/
kr��m2nkL1krx�m2nkL2 ; (138)

1

„
kŒXr�rx�;rx��m2nkLq �C„

3.1=qC1=2�1=b/
krx�m2nkL1kr�rx�m2nkL2 : (139)

Therefore, using Proposition 6.1 and estimates (136)–(139) yields

d
dt
kr�rx�m2nkLq � C.kr�rx�m2nkLr1Ckr

2
� �m2nkLqC„

3=2�a
kr�rx�m2nkLq /

CC„3.1=qC1=2�1=b/.kr��m2nkL1Ckr�rx�m2nkL2/

fors D 1 � 3.1=r 0 � 1=b/ and with the constraints 1=r C 1=r1 D 1=q C 1=b0 and
1=r C 1=q D 1=2. Now we define

Nx;q.t/ WD kr
2
x�m2nkLq ; Nv;q.t/ WD kr

2
� �m2nkLq ; Nxv;q.t/ WD kr�rx�m2nkLq

and denote by N2n;q.t/ the quantity

N2n;q.t/ D Nx;q.t/CNv;q.t/CNxv;q.t/:

Then we proceed as for the first-order gradients. Using Proposition 6.1, we obtain a bound
on the time derivative of N2n;2.t/CN2n�2;4.

For a 2 Œ1=2; 1�, we consider the quantity

F2n;1.t/ WD N2n;2.t/CN2n�2;4 C k�m2nk PW1;1

and look for a Grönwall-type inequality. From (88) and (89) with q D 1, we obtain an
upper bound on the time derivative of F2n;1.t/, and using (105) and Proposition 6.11 and
standard interpolation allows us to conclude by Grönwall’s lemma.
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For a 2 .0; 1=2/, since � 2 W1;4.m2n�2/ by Proposition 6.1 and

krx�m2n�2kL1 � Ch
�3=4
krx�m2n�2kL4 ;

kr��m2n�2kL1 � Ch
�3=4
kr��m2n�2kL4 ;

we get an estimate on the time derivative of N2n;2.t/ C N2n�2;4.t/. By Grönwall’s
inequality we conclude that � 2 W2;2.m2n/ \W2;4.m2n�2/ for a 2 .0; 1=2/.

Proof of Proposition 6.4. We observe that analogously to (87)–(89), the following bounds
hold:

„
d
dt
k
p
�m2nkq � kŒV�; m2n�

p
�kq C kŒh

3X�; m2n�
p
�kq;

„
d
dt
krx
p
�m2nkq � kŒV�; m2n�rx

p
�kq C kŒE�;

p
� �m2nkq

C kŒh3X�; m2n�rx
p
�kq C kŒh

3Xrx�;
p
� �m2nkq; (140)

„
d
dt
kr�
p
�m2nkq � kŒV�; m2n�r�

p
�kq C krx

p
�m2nkq

C kŒh3X�; m2n�r�
p
�kq C kŒh

3Xr��;
p
� �m2nkq : (141)

As in Proposition 6.1, we look for a Grönwall-type inequality. To this end, we define

zMq.t/ D k
p
�kL2.m2n/ C k

p
�kLq.m2n/

for q 2 Œ2;1� and notice that, because of Propositions 6.15, 6.17 and 6.22,

d
dt
zMq.t/ � CMr .t/ zMr1.t/C CM2.t/ zMq.t/;

which implies the boundedness of zMq.t/ for q 2 Œ2;1� thanks to Proposition 6.1.
We now define the quantity

zNq.t/ D k
p
�k PW1;2.m2n/

C k
p
�k PW1;q.m2n/

for q 2 Œ2;1� and using (140) and (141) we compute

d
dt
. zN2.t/C zNq.t//: (142)

The contributions due to the direct term in (142) can be estimated in terms of Mr and zNr
by Proposition 6.15, in terms of M 1C�

r (for � 2 .0; 1/) and zNq by Proposition 6.13,
together with zNr by Proposition 6.15. The contributions due to the exchange term in
(142) can be estimated in terms of M2 and zNq by Proposition 6.22, and in terms of zMq ,
zNq andN2 by Proposition 6.23. Hence, in the same spirit of the proofs of Propositions 6.1

and 6.2, using these propositions and Grönwall’s lemma we obtain the boundedness of zNq
for q 2 Œ2;1�.
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Part III
Mean-field limit

7. Scaling

In order to define the Bogolyubov rotation as explained in Section 4.3, we define

! WD �� with � D Nh3 (143)

so that Tr.!/ D N and 0 � ! � �C1 � 1. Notice that in the critical scaling N D Ch�3,
� is a constant, while in the other cases when N D h�c with c < 3 we have �! 0. We
also define

v D
p
! and u D

p
1 � !;

which are well defined bounded positive operators since 0�! � 1. With these definitions,
we obtain the following behavior for the Schatten norms for p 2 Œ1;1�:

k!kp D CpNh
3=p0 ; kvkp D C

1=2

p=2
N 1=2h3.1=2�1=p/;

where Cp D k�kLp and p0 D p
p�1

. The operator u satisfies kuk1 � 1, but of course u is
not bounded in other Schatten norms. However, one can prove that 0 � 1� u � !, hence
1 � u is of the same order of magnitude as !. Since r�u D �r�.1 � u/, this explains
why we can expect the gradients of u to be of the same order as r�!, as indicated more
precisely in the following lemma.

Lemma 7.1. Assume k!k1 D �C1 < 1. Then

Ckr�umkp � kr�! mkp C k!r�mkp;

with C D 2
p
1 � �C1. In particular,

Ckr�umkp � DpNh
3=p0 ;

where Dp D kr��mkLp C k�r�mkLp is of order 1 in the semiclassical limit.

Proof. Since k!k1 < 1, we can write uD .1�!/1=2D
P1
nD0

�
1=2
n

�
.�1/n!n. Therefore,

for � 2 ¹x; �º, we obtain

kr�umkp D kr�.u � 1/mkp �

1X
nD1

ˇ̌̌̌�
1=2

n

�ˇ̌̌̌
kr�.!

nm/kp:

Expanding the gradient with the product rule for commutators gives

r�.!
nm/ D !nr�mC

nX
kD1

!k�1.r�!/!
n�k ;

which leads to

kr�umkp �

1X
nD1

ˇ̌̌̌�
1=2

n

�ˇ̌̌̌
nk!kn�11 .kr�!mkp C k!r�mkp/:
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Moreover, for n � 1,
ˇ̌�
1=2
n

�ˇ̌
D .�1/n�1

�
1=2
n

�
and

�
1=2
n

�
D

1
2n

�
�1=2
n�1

�
, from which we

deduce
1X
nD1

ˇ̌̌̌�
1=2

n

�ˇ̌̌̌
nk!kn�11 �

1

2

1X
nD1

�
�1=2

n � 1

�
.�1/n�1k!kn�11 D

1

2
p
1 � k!k1

;

and the conclusion follows by combining the last two inequalities.

8. Preliminary inequalities

In this section, we provide estimates which are crucial for controlling the growth of the
particle number operator with respect to the fluctuation dynamics in the subsequent sec-
tions.

Let us begin by defining some convenient notations. For any pair .�; � 0/ 2 ¹l; rº2

and a bounded operator O W h� 0 ! h� , we generalize the standard notation of the second
quantization of the one-particle operator by setting

d��;� 0.O/ D
Z

R6
O.x; y/a�x;�ay;� 0 dx dy; (144a)

d�C�;� 0.O/ D
Z

R6
O.x; y/a�x;�a

�
y;� 0 dx dy; (144b)

d���;� 0.O/ D
Z

R6
O.x; y/ax;�ay;� 0 dx dy; (144c)

where the operators are expressed in terms of operator-valued distributions (44). When
� D � 0, we write d�ı� WD d�ı�;� where ı denotes eitherC, �, or null. Moreover,

d��;� 0.O/� D d�� 0;� .O�/ and d�C�;� 0.O/
�
D d��� 0;� .O

�/: (145)

We begin by extending [11, Lemma 4.2] to the case of Schatten class operators
between different Hilbert spaces. See [76, Chapter 7].

Lemma 8.1. Let .� 0; �/ 2 ¹l; rº2 and O W h� 0 ! h� be a compact operator. Then, for
every p 2 Œ1;1�, we have the estimate

kd�� .O/‰kG � kOkpkN 1=p0‰kG (146)

for every ‰ 2 G , where N D d�l .1/ C d�r .1/. Moreover, for p 2 Œ1; 2� we have the
estimates

kd���;� 0.O/‰kG � kOkpkN
1=p0‰kG ; (147a)

kd�C�;� 0.O/‰kG � kOkpk.N C 2/
1=p0‰kG (147b)

for every ‰ 2 G .
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Proof. The p D1 case of (146) and the p D 2 cases of (147a) and (147b) are proved in
[11, Lemma 4.2].

For any compact operatorO , we can write down a singular value decomposition ofO ,
that is,O D

P
j �j h�j ; �i'j where .�j /j2N � h� 0 and .'j /j2N � h� are two orthonormal

sets, and �j � 0 are the singular values of O (see e.g. [76, Theorem 7.6]). Thus, using a]

to denote either a or a�, we have



Z
R6
O.x; y/a]x;�a

]
y;� 0 dx dy






1

�

X
j

�j ka
]
� .
Q�j /a

]
� 0. Q'j /k1;

where Q�j is either �j or N�j . Since ka]� .'/k1 � k'kL2 D 1, we obtain



Z
R6
O.x; y/a]x;�a

]
y;� 0 dx dy






1

�

X
j

�j D kOk1:

Hence, for any ı 2 ¹C;�; º, we have kd�ı�;� 0.O/‰kG � kOk1k‰kG . Finally, we deduce
the desired result by weighted interpolation.

As an immediate application, we can bound the expectation values of the operators
(144) in terms of the expectation values of powers of the number operator.

Lemma 8.2. For any p 2 Œ1;1�, we have the estimate

h‰ j d�� .O/‰iG � kOkph‰ jN 1=p0‰iG (148)

for every ‰ 2 G . Similarly, for any p 2 Œ1; 2�, we have the estimates

h‰ j d�C�;� 0.O/‰iG � 2
1
2p0 kOkph‰ j .N C 1/

1=p0‰iG ; (149a)

h‰ j d���;� 0.O/‰iG � 2
1
2p0 kOkph‰ j .N C 1/

1=p0‰iG (149b)

for every ‰ 2 G .

Proof. For � > 0, one has the equality

h‰ j d�.O/‰iG D h.N C �/
1
2p0‰ j .N C �/

� 1
2p0 d�.O/‰iG

D h.N C �/
1
2p0‰ j d�.O/.N C �/�

1
2p0‰iG :

Applying the Cauchy–Schwarz inequality and Lemma 8.1 yields

h‰ j d�.O/‰iG � kOkpk.N C �/
1
2p0‰kGkN

1=p0.N C �/
� 1
2p0‰kG

� kOkpk.N C �/
1
2p0‰kGkN

1
2p0‰kG :

Then inequality (148) follows by passing to the limit �! 0. With a similar argument and
the observation that for any nice function g, g.N /a� D a�g.N C 1/, we obtain

h‰ j d�C�;� 0.O/‰iG � kOkpkN
1
2p0‰kGk.N C 2/

1
2p0‰kG ;

from which we deduce (149a). Inequality (149b) follows immediately from (145).
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9. Quantum fluctuations and the mean-field limit

In this section, we prove how the error of the mean-field approximation of the fermionic
system can be controlled by the mean number of particles of the fluctuation dynamics
about a quasi-free state. To this end, it suffices for us to specialize our study to the state
vector

‰fluc D R��ˆt D R��e
�i.t=„/LNR�0‰

in (150)

and consider its mean number of particles

h‰fluc jN‰fluciG D kN
1=2‰fluck

2
G :

More specifically, we control the error of the mean-field approximation by the norm

k‰fluckGk WD k.N C 1/
k‰fluckG (151)

for k > 0, which allows us to handle additional small error terms. For the rest of this
section, we drop the subscript of the fluctuation vector and the dependence on time to
reduce cumbersome notations.

One can see that the quantity (151) controls the difference of the one-particle density
operators in the sense of the following proposition.

Proposition 9.1. Define ‰ and �N W1 as in Theorem 4.1. Then, for any p 2 Œ1;1�,

k�N W1 � �kLp �
Cp

min.N 1=2; Nh3=p
0
/
k‰k2G 1

2p

;

where Cp D 22C
1
2p if p � 2 and Cp D 2C 25=4C

1=2
p
2�p

if p < 2.

Proof. Following [11, proof of Theorem 2.1], we have

Nh3�N W1.x; y/ � !.x; y/ D h‰N j a
�
y;lax;l‰N iG D h‰ jR

�
�a
�
y;lax;lR�‰iG

D
˝
‰
ˇ̌ �
a�l .uy/al .ux/ � a

�
l .uy/a

�
r .xvx/

� ar .xvy/al .ux/ � a
�
r .xvx/ar .xvy/

�
‰
˛
G
:

Since � D 1
Nh3

!, we deduce

.�N W1 � �/.x; y/ D
1

Nh3
h‰ j .a�l .uy/al .ux/ � a

�
l .uy/a

�
r .xvx/

� ar .xvy/al .ux/ � a
�
r .xvx/ar .xvy//‰iG : (152)

In particular, pairing the operator (152) with an observable O yields

Tr.O.�N W1 � �//

D
1

Nh3

˝
‰
ˇ̌ �

d�l .uOu/ � d�r .xvO
�
v/ � d�C

l;r
.vOu/ � d��r;l .vOu/

�
‰
˛
G
:
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In the case p 2 Œ2;1�, we apply the fact that kuk1; kvk1 � 1 and Lemma 8.2 to
deduce the estimate

Tr.O.�N W1 � �// �
22C

1
2p

Nh3
kOkp0h‰ j .N C 1/

1=p‰iG :

Then, by duality and the fact that k�kLp D h3=pk�kp , we obtain the result when p � 2.
For p 2 Œ1; 2�, we can bound the terms with d�l .uOu/ and d�r .xvO

�
v/ as in the

previous case. For the other two terms, we begin by applying Hölder’s inequality to get
kvOuk2 � kvkrkOkp0 where 1=r D 1=2 � 1=p0. Then, by Lemma 8.2,

jh‰ j .d�C
l;r
.vOu/C d��r;l .vOu//‰iG j D 2jh‰ j d�

�
r;l .vOu/‰iG j

� 25=4kvkrkOkp0h‰ j .N C 1/
1=2‰iG :

Since kvkr D C
1=2

r=2
N 1=2h3.1=2�1=r/ and 1=2 � 1=r D 1=p0, this implies

jh‰ j .d�C
l;r
.vOu/C d��r;l .vOu//‰iG j

� 25=4kOkp0C
1=2

r=2
N 1=2h3=p

0

h‰ j .N C 1/1=2‰iG :

So, we have the estimate

Tr.O.�N W1 � �// � kOkp0
�

2

Nh3
C
25=4C

1=2

r=2

N 1=2h3=p

�
h‰ j .N C 1/1=p‰iG ;

which yields the desired result.

To better understand what it means to have a small number of particles after having
performed the Bogolyubov transformation, it is useful to see how the latter acts on the
number operator. From the definition (72), we obtain the following formula for � 2 ¹r; lº:

R�N�R�� D A� C CC C�; (153)

where
A� D N� CN � d�.! ˚ x!/ and C D d�C

r;l
.uv/:

Since changing v to �v changes R� to R��, we deduce similarly that

R��N�R� D A� � C � C�: (154)

From these formulas, we deduce the following interesting fact: the operator �� acting on
the single Fock space F and corresponding to the Bogolyubov transform of the vacuum
in G commutes with the number of particles operator.

Lemma 9.2. Let �� WD I�1
G
.R��/. Then

ŒN ; ��� D 0:

This also implies that �N;� WD j��j
2 commutes with N .
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Proof. Let ˆ� WD R�� D IG��. Then Nlˆ� D IG .N ��/ and Nrˆ� D IG .��N /, so

I�1G ŒN ; ��� D .Nl �Nr /ˆ� D .Nl �Nr /R��:

Now we use (154), yielding

.Nl �Nr /R�� D R�.Al � Ar /� D R�.Nl �Nr /� D 0;

which proves the result.

Since the number operator on the double Fock space G is given by N D Nl C Nr ,
equations (153) and (154) imply

R�N R�� D AC 2CC 2C�; (155)

R��N R� D A � 2C � 2C�; (156)

with A D Al C Ar D N C 2N � 2d�.! ˚ x!/. This allows us to prove the following
bounds.

Lemma 9.3. Let k 2 N. Then for any ‰ 2 Gk ,

kN kR��‰kG � 3
k
k.N C 2N C 2k/k‰kG ;

kN kR�‰kG � 3
k
k.N C 2N C 2k/k‰kG :

Remark 9.4. With a similar proof, one obtains

kR��‰kG1=2 � 3
1=2
k.N C 2N/1=2‰kG

and so by interpolation, for any s 2 Œ0; 1=2�,

kR��‰kGs � 3
s
k.N C 2N/s‰kG : (157)

Proof of Lemma 9.3. Since R��N R� and R�N R�� are positive operators, by adding (155)
and (156) we deduce that A is also a positive operator. Therefore, since d�.! ˚ x!/ is a
positive operator, from the definition of A we obtain

0 � A � N C 2N;

which implies that for any ‰ 2 G1,

kA1=2‰kG � k.N C 2N/
1=2‰kG :

Since A commutes with N C 2N , we deduce that

kA‰kG � k.N C 2N/‰kG :

On the other hand, by (147a) and (147b) and the fact that kuk1 � 1 and kvk2 D N 1=2,
we have

kC�‰kG � kuvk2k.N C 2/
1=2‰kG �

1
2
k.N CN C 2/‰kG ;
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and similarly kC‰kG � 1
2
k.N C N/‰kG . From these inequalities, using the fact that A

commutes with N and the fact that N CD C.N � 2/ and N C� D C�.N C 2/, we deduce
that for any j 2 N, by defining cj WD 2N C 2j , we have

k.N C cj /
jR�N R��‰kG � kA.N C cj /

j‰kG C 2kC.N C cj � 2/
j‰kG

C 2kC�.N C cj C 2/
j‰kG

� 3k.N C cjC1/
jC1‰kG :

By induction, this implies that for any .j; k/ 2 N2,

k.N C cj /
j .R�N R��/

k‰kG � 3
k
k.N C cjCk/

jCk‰kG :

Taking j D 0 and using the fact that R� is unitary and therefore .R�N R��/
k D R�N kR��,

we get
kN kR��‰kG D k.R�N R��/

k‰kG � 3
k
k.N C ck/

k‰kG :

The case of N kR� can be handled in the same way.

10. The fluctuation dynamics

With the scaling provided in (143), we have �.x/DN�1!.x;x/. Let us define, as in [11],
X!.x;y/ WDN

�1K.x � y/!.x;y/. This givesX! D h3X�. Thus, the Hartree–Fock equa-
tion (5) can be rewritten as

i„@t! D ŒH! ; !� with H! D �
„2

2
�CK � � �X! : (158)

By [11, Proposition 3.1], we know that the dynamics of ‰fluc satisfies

i„@tUt;s D GtUt;s with Us;s D 1 for all s 2 R

and the generator Gt is given by

G D d�l .H!/ � d�r . xH!/C DC QC Q� C QQC QQ�; (159)

where

D D
1

2N

Z
R6
K.x � y/

�
a�l .ux/a

�
l .uy/al .uy/al .ux/ � a

�
r .xux/a

�
r .xuy/ar .xuy/ar .xux/

C 2a�l .ux/a
�
r .vx/ar .vy/al .uy/ � 2a

�
l .ux/a

�
r .xvy/ar .xvy/al .ux/

C 2a�r .xux/a
�
l .vy/al .vy/ar .xux/ � 2a

�
r .xux/a

�
l .vx/al .vy/ar .xuy/

C a�r .xvy/a
�
r .xvx/ar .xvx/ar .xvy/ � a

�
l .vy/a

�
l .vx/al .vx/al .vy/

�
dx dy

Q� D
1

N

Z
R6
K.x � y/

�
a�l .ux/a

�
l .uy/a

�
r .xvx/al .uy/ � a

�
r .xux/a

�
l .vy/a

�
l .vx/al .vy/

C a�r .xux/a
�
r .xuy/a

�
l .vx/ar .xuy/ � a

�
l .ux/a

�
r .xvy/a

�
r .xvx/ar .xvy/

�
dx dy

QQ� D
1

2N

Z
R6
K.x � y/

�
a�l .ux/a

�
l .uy/a

�
r .xvy/a

�
r .xvx/

� a�r .xux/a
�
r .xuy/a

�
l .vy/a

�
l .vx/

�
dx dy
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with ux.y/ WD u.y; x/ and vx.y/ WD v.y; x/; D contains quartic terms that commute with
N D Nl CNr , whereas Q� and QQ� contain quartic terms that do not commute with N .

10.1. Bounds on the fluctuation dynamics

In this section, we use the uniform (in „) regularity of the solution of the Hartree–
Fock equation to estimate the growth of the mean number of particles for the fluctuation
dynamics.

We fix p 2 Œ1; 2� with

p < b D
3

aC 1
(160)

and take 1 � q0 < q1 � 1 such that

1

2

�
1

q1
C

1

q0

�
D
1

p
�
1

b
: (161)

We choose T > 0 so that the following two quantities are uniformly bounded on Œ0; T �:

QDq0;q1 WD kr�
p
�mk

1=2

Lq0
kr�
p
�mk

1=2

Lq1
; (162a)

Dq0;q1 WD .Dq0Dq1/
1=2; (162b)

with Dq defined in Lemma 7.1 andmD 1C jpjn with n > aC 1. The main result of this
section is the following inequality.

Proposition 10.1. Let .k0; k/ 2 Œ0; 1=2� �N. Then, for any ‰ 2 G and t 2 Œ0; T �,

kUt;0‰kGk0 � CM e
CM�˛ t

�
k‰kGk0C3k=2

C
h.˛�1/k

N k=2�k0
tk‰kG3k=2

�
;

where ˛ WD 3=p � 3=2, CM D C kCk0.1CN�1=2h�1/ for some constant C > 0, and

�˛ D Cp;a;q0 j�jh
�˛.1CN 1=2h3=2/ sup

Œ0;T �

�
k�.t/kLpa ;Dq0;q1.t/;

QDq0;q1.t/
�

(163)

with pa D 3
3�2a

.

Remark 10.2. With the cut-off given in Remark 4.3, one obtains

kUt;0‰kGk0 � CM e
CM�Rt

�
k‰kGk0C3k=2

C
R3˛kt

N k=2�k0hk
k‰kG3k=2

�
with

�R D Cp;a;q0 j�jR
�3˛.1CN 1=2h3=2/ sup

Œ0;T �

�
k�.t/kLpa ;Dq0;q1.t/;

QDq0;q1.t/
�
:

To prove Proposition 10.1, we will first obtain uniform (in „) estimates for the gen-
erator (159). This is done by proving a series of lemmas. In particular, we will estimate
each of the terms of the generator that do not commute with N separately.
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10.1.1. Bounds for QQ. For convenience, let us begin by recalling the following lemma.

Lemma 10.3 ([49, Proposition 4.6]). Let a 2 .�1; 3=2/, p 2 Œ1; b/, and q0; q1 satisfy
(161). Then, for n > aC 1, there exists a constant C > 0 such that

kŒKx ;��kp � Ch
1�3=b

kr��mk
1=2
q0
kr��mk

1=2
q1
:

Here, Kx denotes the multiplication operator by Kx.y/ WD K.x � y/.

Then we have the following result.

Lemma 10.4. Let a 2 .�1;3=2/ and p 2 Œ1;2� satisfy p < b. Then, for any .‰1;‰2/2G 2,

1

„
h‰1 j QQ

�‰2iG � j�j. QC1h
3.1=2�1=p/

C QC2N
1=2h3=p

0

/k‰1kG1=2k‰2kG1=p0 ; (164)

where QC1 D C QDq0;q1 and QC2 D C.Nh3C1/1=2Dq0;q1 for some constant C > 0 depend-
ing only on a, p and q0.

Proof. Recall the definition of QQ� given in (159). By the anti-commutation relations (40),
the products of creation operators in QQ� can be written as follows:

a�l .ux/a
�
l .uy/a

�
r .xvy/a

�
r .xvx/ D a

�
l .ux/a

�
r .xvx/a

�
l .uy/a

�
r .xvy/;

a�r .xux/a
�
r .xuy/a

�
l .vy/a

�
l .vx/ D a

�
l .vx/a

�
r .xux/a

�
l .vy/a

�
r .xuy/:

Moreover, using the notations defined in (144) and the notation Kx.y/ D K.x � y/, we
set d�C

l;r
.uKxv/ WD

R
R3 K.x � y/a

�
l
.uy/a

�
r .xvy/ dy. Therefore, we can rewrite QQ� as

QQ� D
1

2N

Z
R3
Œd�C

l;r
.uKxv/d�Cl;r .uıxv/ � d�C

l;r
.vıxu/d�Cl;r .uKxv/� dx: (165)

Here, uıxv denotes the operator with integral kernel .uıxv/.y; z/ D u.y; x/v.x; z/.
As in [11, proof of Proposition 4.3], we need to exploit the hidden commutator struc-

ture in (165) to handle the „�1 on the left-hand side of (164). We begin by using the fact
that u commutes with v to deduce the identity

uKxv D vKxuC uŒKx ; v� � vŒKx ; u� DW vKxuC cx (166)

for any x 2 R3. Moreover, the symmetry of K allows us to writeZ
R3

d�C
l;r
.vKxu/d�Cl;r .uıxv/ dx D

Z
R3

d�C
l;r
.vıxu/d�Cl;r .uKxv/ dx: (167)

By (166)–(167), we make the commutator structure appear more explicitly:

(165) D
1

2N

Z
R3
Œd�C

l;r
.vKxuC cx/d�Cl;r .uıxv/ � d�C

l;r
.vıxu/d�Cl;r .uKxv � cx/� dx

D
1

2N

Z
R3
Œd�C

l;r
.cx/d�Cl;r .uıxv/C d�C

l;r
.vıxu/d�Cl;r .cx/� dx:
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Again, using the fact that the creation operators anti-commute, we obtain

QQ� D
1

2N

Z
R3

�
a�l .ux/a

�
r .xvx/C a

�
l .vx/a

�
r .xux/

�
d�C

l;r
.uŒKx ; v� � vŒKx ; u�/ dx:

Expanding the product in the integrand gives four terms. We define QJ1 and QJ2 as the terms
with ŒKx ; v�, and QJ3 and QJ4 the terms with ŒKx ; u�. Let us look at QJ1. By the Cauchy–
Schwarz inequality,

h‰1 j QJ1‰2iG D

Z
R3
hal .ux/‰1 j a

�
r .xvx/d�

C

l;r
.uŒKx ; v�/‰2iG dx

�

�Z
R3
kal .ux/‰1k

2
G dx

�1=2�Z
R3
ka�r .xvx/d�

C

l;r
.uŒKx ; v�/‰2k

2
G dx

�1=2
:

The first factor can be written asZ
R3
kal .ux/‰1k

2
G dx D

�
‰1

ˇ̌̌̌ Z
R3
a�l .ux/al .ux/ dx‰1

�
G

D h‰1 j d�l .1 � !/‰1iG ;

which is smaller than h‰1 jNl‰1iG . To estimate the second factor, we use the fact that

ka�r .xvx/k
2
1 D kvxk

2
L2
D N�.x/

together with Lemma 8.1 and the fact that kuk1 � 1 to get

ka�r .xvx/d�
C

l;r
.uŒKx ; v�/‰2kG � .N�.x//

1=2
kŒKx ; v�kpk.N C 2/

1=p0‰2kG :

Combining the above inequalities leads to

h‰1 j QJ1‰2iG � N
1=2

�Z
R3
kŒKx ; v�k

2
p�.x/ dx

�1=2
h‰1 jN‰1i

1=2

G
k.N C 2/1=p

0

‰2kG :

Applying Lemma 10.3, since p < b, and the scaling relation (161), we get

kŒKx ; v�kp � C j�jN
1=2h1C3.1=2�1=p/ QDq0;q1 : (168)

Therefore, we finally obtain the inequality

1

N„
h‰1 j QJ1‰2iG � C

0
j�j QDq0;q1h

3.1=2�1=p/
k‰1kG1=2k‰2kG1=p0 :

The term QJ2 is treated similarly, leading to the same bound.
The terms QJ3 and QJ4 can also be treated in a similar manner, except that in this case,

we apply Lemma 7.1 and the fact that kvk1 D C
1=2
1 .Nh3/1=2 to get

kvŒKx ; u�kp � C j�jN
3=2h1C3.3=2�1=p/C1=21 Dq0;q1 : (169)

So, we have obtained the claimed bound for QQ�.
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Remark 10.5. In the case of the cut-off potential described in Remark 4.3, we can take
q0 D q1 D1 and p D 2 in the above inequality, with an extra factorR3.1=2�1=b/, leading
to

1

„
h‰1 j QQ

�‰2iG � j�jR
3.1=2�1=b/. QC1 C QC2N

1=2h3=2/k‰1kG1=2k‰2kG1=2 : (170)

More precisely, (170) is a direct consequence of the estimate

1

„
kŒKR;x ;��kL2 � C j�jR

3.1=2�1=b/
kr��mkL1 ;

which follows directly from [49, proof of Proposition 4.6].

10.1.2. Bounds for Q�. We label the terms of Q� given in (159) by

Q� D I1 C I2 C I3 C I4: (171)

Using the fact that the creation operators anti-commute, we get

I1 D �
1

N

Z
R6
K.x � y/a�l .ux/a

�
r .xvx/a

�
l .uy/al .uy/ dx dy;

I2 D �
1

N

Z
R6
K.x � y/a�l .vx/a

�
r .xux/a

�
l .vy/al .vy/ dx dy:

I3 and I4 have similar forms with the “l” and “r” labels interchanged and .u; v/ replaced
by .xu; xv/. To reveal hidden commutator structures, which are necessary when estimating
Q� uniformly in „, we need to further decompose equation (171).

Let us start with the following decomposition lemma.

Lemma 10.6. Let Q� be as in (171). Then

I1 C I2 D J1 C J2 C J12 C I12;

where

J1 D
1

N

Z
R3
a�r .ux/a

�
l .xvx/d�l .uŒu;Kx �/ dx;

J2 D
1

N

Z
R3
a�l .vx/a

�
r .xux/d�l .vŒv;Kx �/ dx;

J12 D
1

N

Z
R3

d�C
l;r
.Œu;Kx �v C ŒKx ; v�u/a

�
l .!x/ax;l dx;

I12 D �
1

N

Z
R3
a�l .ux/a

�
r .xvx/d�l .Kx/ dx:

We have the same splitting for I3 C I4, interchanging “l” with “r” and replacing .u; v/
by .xu; xv/. Hence,

Q� D .J1 C J2 C J3 C J4 C J12 C J34/C .I12 C I34/ DW QP
�
C P�: (172)
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Proof. To simplify our computations, we use the Fefferman–de la Llave formula (see
[31, 41]) in its smooth version. For the potential K it reads

K.x � y/ D �a

Z 1
0

Z
R3
s
aC1
2 's;z.x/'s;z.y/ dz ds

where 's;z.x/D 's.x � z/D e��jx�zj
2s and �a D 2

3�a
2

�a=2

�.a=2/
�. This allows us to rewrite

I1 and I2 as

I1 D �
�a

N

Z 1
0

Z
R3
s
aC1
2 d�C

l;r
.u's;zv/d�l .u's;zu/ dz ds;

I2 D �
�a

N

Z 1
0

Z
R3
s
aC1
2 d�C

l;r
.v's;zu/d�l .v's;zv/ dz ds;

where 's;z is seen as a multiplication operator. Since u2 D 1 � !, we have the identity

d�C
l;r
.u'v/d�l .u'u/ D d�C

l;r
.u'v/d�l .uŒ'; u�/C d�C

l;r
.Œu; '�v/d�l ..1 � !/'/

C d�C
l;r
.'uv/d�l ..1 � !/'/

where we have used the notation ' D 's;z . Similarly, since v2 D !, we have

d�C
l;r
.v'u/d�l .v'v/ D d�C

l;r
.v'u/d�l .vŒ'; v�/C d�C

l;r
.Œv; '�u/d�l .!'/

C d�C
l;r
.'uv/d�l .!'/:

Combining the two identities yields

d�C
l;r
.u'v/d�l .u'u/C d�C

l;r
.v'u/d�l .v'v/

D d�C
l;r
.u'v/d�l .uŒ'; u�/C d�C

l;r
.v'u/d�l .vŒ'; v�/

C d�C
l;r
.Œ'; u�v C Œv; '�u/d�l .!'/C d�C

l;r
.u'v/d�l .'/: (173)

Thus, using identity (173), we can write I1 C I2 D J1 C J2 C J12 C I12 with

J1 WD
�a

N

Z 1
0

Z
R3
s
aC1
2 d�C

l;r
.u'v/d�l .uŒu; '�/ dz ds;

J2 WD
�a

N

Z 1
0

Z
R3
s
aC1
2 d�C

l;r
.v'u/d�l .vŒv; '�/ dz ds;

J12 WD
�a

N

Z 1
0

Z
R3
s
aC1
2 d�C

l;r
.Œu; '�v C Œ'; v�u/d�l .!'/ dz ds;

I12 WD �
�a

N

Z 1
0

Z
R3
s
aC1
2 d�C

l;r
.u'v/d�l .'/ dz ds:

Reversing the Fefferman–de la Llave expansion gives us

J1 D
�a

N

Z
R3

Z 1
0

Z
R3
s
aC1
2 a�l .ux/a

�
r .xvx/'.x/d�l .uŒu; '�/ dz ds dx

D
1

N

Z
R3
a�l .ux/a

�
r .xvx/d�l .uŒu;Kx �/ dx:
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The same is true for J2. Lastly, we have

J12 D
�a

N

Z 1
0

Z
R3
s
aC1
2 d�C

l;r
.Œu; '�v C Œ'; v�u/a�l .!x/'.x/ax;l dz ds

D
1

N

Z
R3

d�C
l;r
.Œu;Kx �v C ŒKx ; v�u/a

�
l .!x/ax;l dx:

This completes the proof of the lemma.

Let us first estimate the J terms, which can be treated in a similar manner to the QQ�

case. One obtains the following bounds.

Lemma 10.7. Assuming the same hypotheses as in Lemma 10.4. Then, for any .‰1; ‰2/
in G 2,

1

„
h‰1 jJ1‰2iG � C1j�jN

1=2h3=p
0

k‰1kG1=2k‰2kG1=p0 ; (174a)

1

„
h‰1 jJ2‰2iG � C2j�jN

1=2h3=p
0

k‰1kG1=2k‰2kG1=p0 ; (174b)

1

„
h‰1 jJ12‰2iG � C12j�jN

1=2h3=p
0

k‰1kG1=2k‰2kG1=p0 ; (174c)

where C1 D CDq0;q1 , C2 D CC
1=2
1
QDq0;q1 and C12 D CC2..Nh

3C1/
1=2Dq0;q1 C

QDq0;q1/ for some constant C depending only on p and a. The same inequalities hold
respectively for J3, J4, J34.

Proof. Applying Lemma 10.3 and the fact that kuk1 � 1 gives

kuŒKx ; u�kp � C j�jNh
1C3=p0Dq0;q1 :

Then, following the proof of Lemma 10.4, this yields inequality (174a). Similarly, by
Lemma 10.3 and the fact that kvk1 D .C1Nh3/1=2, we have

kvŒKx ; v�kp � C j�jNh
1C3=p0C1=21

QDq0;q1 ;

from which we arrive at (174b). Finally, by direct estimation, we see that

h‰1 jJ12‰2iG �
1

N

�Z
R3
kal .!x/d�Cr;l .vŒKx ; u� � uŒKx ; v�/‰k

2
G dx

�1=2
kN

1=2

l
‰kG :

Then (174c) follows from Lemmas 8.1 and 10.3.

Lastly, let us estimate P� D I12 C I34.

Lemma 10.8. Let pa D 3
3�2a

. Then there exists C > 0, depending only on a, such that
for any .‰1; ‰2/ 2 G 2,

1

„
jh‰1 jP

�‰2iG j �
C j�j

N 1=2h
k�k

1=2
Lpa h‰1 jN‰1i

1=2

G
h‰2 jN‰2i

1=2

G
:
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Proof. Let .‰1;‰2/2G 2. By the Cauchy–Schwarz inequality and the boundedness of a�,
we have

jh‰1 j I12‰2iG j �
1

N

�Z
R3
kal .ux/‰1k

2
G dx

�1=2�Z
R6
ka�r .xvx/d�l .Kx/‰2k

2
G dx

�1=2
�

1

N 1=2
h‰1 jNl‰1i

1=2

G

�Z
R3
�.x/kd�l .Kx/‰2k2G dx

�1=2
:

where we use kvxk2L2 D N�.x/. Moreover, since

.d�l .Kx/‰/.n;m/.xn; ym/ D �
nX

jD1

‰.n;m/.xn; ym/

jx � xj ja
;

where xn D .x1; : : : ; xn/, ym D .y1; : : : ; ym/, it follows that

k.d�l .Kx/‰/.n;m/k2L2.R3.nCm// � j�j
2n2

Z
R3

g.y/

jx � yj2a
dy;

where we have defined g.x/ D k‰.n;m/.x; xn�1; ym/k2L2.dxn�1 dym/
. Finally, it follows

from the Hardy–Littlewood–Sobolev inequality thatZ
R3
�.x/k.d�l .Kx/‰/.n;m/k2L2.R3.nCm// dx � j�j2n2

Z
R6

�.x/g.y/

jx � yj2a
dx dy

� Cpa;aj�j
2n2k�kLpa kgkL1 ;

where kgkL1 D k‰.n;m/k
2
L2

. This yields the desired estimate. The proof for the estimate
on I34 is the same.

10.2. Proof of Proposition 10.1

To control the growth of the fluctuation dynamics in the Gk norms, the strategy consists
in splitting the generator G, defined in (159), into two parts and then solving the problem
perturbatively. More precisely, we define the splitting G D QGC B with

QG D d�l .H!/ � d�r . xH!/C DC QQC QQ� C QPC QP�; (175a)

B D PC P�; (175b)

where P and QP are defined by (172). The idea is to view G as a small perturbation of QG.
This is justifiable since, when N 1=2h is large, the effect of the operator B is small in the
following sense.

Lemma 10.9. Let 2j 2N and pa D 3
3�2a

. Then there exists a constant C > 0 depending
only on a such that

1

„
kBkGjC3=2!Gj � C

2j j�j

N 1=2h
k�k

1=2
Lpa : (176)
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Proof. This follows from Lemma 10.8. Notice that .N C 1/kP� D P�.N C 3/k . Then,
by Lemma 10.8,

kP�‰kGj D sup
k‰1kG�1

h.N C 1/�1=2‰1 jP
�.N C 3/jC1=2‰iG

�
Caj�j

N 1=2
k�k

1=2
Lpa k.N C 3/

jC1=2N‰kG � Ca
2j j�j

N 1=2
k�k

1=2
Lpa k‰kGjC3=2 :

The estimate for P also follows immediately from Lemma 10.8:

kP‰kGk D sup
k‰1kG�1

hP�.N C 1/�1‰1 j .N � 1/
jC1‰iG

�
Caj�j

N 1=2
k�k

1=2
Lpa k.N � 1/

jC1N 1=2‰kG �
Caj�j

N 1=2
k�k

1=2
Lpa k‰kGjC3=2 :

This completes the argument.

In light of the above lemma, we define the auxiliary dynamics QUt;s to be the unitary
dynamics generated by (175a), that is, for any .t; s/ 2 R2, QUt;s satisfies the differential
equation

i„@t QUt;s‰ D QGt QUt;s‰ with QUs;s‰ D ‰ (177)

for ‰ sufficiently smooth. The existence of QUt;s is proven in Appendix A. Let us begin by
showing the auxiliary dynamics propagates the Gk norm under regularity assumptions on
the solution of the Hartree equation.

Proposition 10.10. Let a 2 .�1; 3=2/ and p 2 Œ1; 2� satisfy p < b D 3
aC1

, and suppose
‰t D QUt;s‰ is a solution to (177). Then, for any k such that 2k 2 N, the inequality

d
dt
k‰tkGk � Ckj�j.

QDq0;q1h
3.1=2�1=p/

C C�N
1=2h3=p

0

/k‰tkGkC.1=2�1=p/

holds for some constants Ck of the form Ck D Cp;a;q0C
k and

C� D .1C C1=21 /.Dq0;q1 C
QDq0;q1/;

where Dq0;q1 and QDq0;q1 are defined by (162a) and (162b).

Remark 10.11. Since Nh3C1 � 1, from Grönwall’s inequality we deduce that

k QUt;skGk!Gk � e
Ct;s ; (178)

where

Ct;s D Ckj�jh
�˛.1CN 1=2h3=2/

Z t

s

ŒDq0;q1.�/C
QDq0;q1.�/� d�

with ˛ WD 3=p � 3=2 � 0, which is 0 if and only if p D 2, and N 1=2h3=2 is bounded
above uniformly in N and „ by assumption (36).
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Proof of Proposition 10.10. Let k 2 N. Since QG D QG�, we get

i„
d
dt
k‰tk

2
Gk=2
D h‰t j Œ.N C 1/

k ; QG�‰t iG

D

kX
jD1

h‰t j .N C 1/
j�1ŒN ; QG�.N C 1/k�j‰t iG :

Note that the only terms in QG that do not commute with N are QQ, QP, and their adjoints.
Since N�a

�
� D a

�
� .N� C 1/ for � 2 ¹r; lº, we obtain

ŒN ; QG� D ŒN ; QQ� C QQC QP� C QP� D 4. QQ� � QQ/C QP� � QP;

which leads to

d
dt
k‰tk

2
Gk=2
D
2

„
Im
� kX
jD1

h‰t j .N C 1/
j�1.4 QQ� C QP�/.N C 1/k�j‰t iG

�
: (179)

Using again the commutation relation between the number operator and the creation oper-
ator, we can balance the power of the number operators appearing on the left and on the
right of QQ�. More precisely, if j > kC1

2
, then

.N C 1/j�1 QQ�.N C 1/k�j D .N C 1/
k�1
2 QQ�.N C 5/j�

kC1
2 .N C 1/k�j ;

.N C 1/j�1 QQ�.N C 1/k�j D .N C 1/
k�1
2 QQ�.N C 2/j�

kC1
2 .N C 1/k�j ;

and similarly if j < kC1
2

, using the fact that QQ�.N C 1/s D .N � 3/s QQ�. Therefore,
applying Lemmas 10.4 and 10.7 to each term of the right-hand side of (179) and the fact
that Nh3C1 � 1 and C2 � C

1=2
1 , we obtain

1

2

d
dt
k‰tk

2
Gk=2

� C kj�jCp;a;q0.
QDq0;q1h

3.1=2�1=p/
C C�N

1=2h3=p
0

/k‰tkGk=2k‰tkGk=2C.1=2�1=p/ ;

which leads to the desired result.

Moreover, by Proposition 9.3 and by weighted interpolation, we deduce that for any
t > 0, R�t is a bounded mapping from Gk to Gk . More precisely, for any k 2 Œ0; 1=2�, we
have a bound of the form (157), and the same bound is valid for R��. Therefore, recalling
that by definition Ut;s D R��t e

�iL.t�s/=„R�s , and since e�iL.t�s/=„ commutes with the
number operator, we obtain, for k 2 Œ0; 1=2�,

kUt;s‰kGk � 3k‰kGk C 5N
k
k‰kG : (180)

Combining the three inequalities (178), (176), (180), and using the Duhamel formula,
we obtain the main result of this section.



J. J. Chong, L. Lafleche, C. Saffirio 4988

Proof of Proposition 10.1. Let Bh WD
1
i„

B. Then the Duhamel formula can be written as

Ut;0 D QUt;0 C .U ? Bh QU/t;0;

where we use the notation ? for the time convolution of operators,

.U ? V/t;s WD

Z t

s

Ut;s0Vs0;s ds0;

We now define the iterated time convolution U.?k/ by U.?1/ D U for k D 1 and by
U.?k/ D U ?U.?.k�1// for k � 2. With these notations, one can write the following iterated
Duhamel formula:

Ut;0 D
k�1X
jD0

. QU ? .Bh QU/
.?j //t;0 C .U ? .Bh QU/

.?k//t;0 (181)

and from (180), we deduce

kUt;0‰kGk0 �
k�1X
jD0

k. QU ? .Bh QU/
.?j //t;0‰kGk0

C

Z t

0

�
3k.Bh QU/

.?k/
s;0 ‰kGk0

C 5N k0k.Bh QU/
.?k/
s;0 ‰kG

�
ds:

Since we know from Part II that CT WD supŒ0;T �.k�kLpa ;Dq0;q1 ;
QDq0;q1/ is bounded, we

deduce that

Ct;s � CTC
k0Cp;a;q0 j�jh

�˛.1CN 1=2h3=2/.t � s/ DW �˛C
k0.t � s/:

From (176) and (178) we obtain, for any 0 � s � t � T ,

k.Bh QU/t;skGk0C3=2!Gk0
�
2k0C�0

M
e�˛C

k.t�s/;

where M D N 1=2h, which leads to

k.Bh QU/
.?j /
t;s kGk0C3j=2!Gk0

�
.C�0/

j 2.k0Cj /.jC1/

M j .j � 1/Š
.t � s/j�1e�˛C

k.t�s/:

Hence, for U, we obtain

kUt;0‰kGk0 �
k�1X
jD0

.C�0/
j 2.k0Cj /.jC1/

M j j Š
tj e�˛C

k t
k‰kGk0C3j=2

C
.2kC�0/

k

M kkŠ�˛
tke�˛C

k t .2k0.kC1/k‰kGk0C3k=2
CN k0k‰kG3k=2/

� CM e
CM�˛ tk‰kGk0C3k=2

C
.2kC/k�k�10

kŠ
tke�˛C

k t N
k0h3˛

M k
k‰kG3k=2
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where CM D C kCk0.1C 1=M/. Observing that �0 D h˛�˛ , this implies

kUt;0‰kGk0 � CM e
CM�˛ tk‰kGk0C3k=2

C
2kC

k

.2kC/k�1�k�1˛

.k � 1/Š
tk�1e�˛C

k t N
k0h˛kt

M k
k‰kG3k=2

and using the fact that for x > 0, xk�1

.k�1/Š
� ex , replacing the constant C k C 2kC by C k for

some other numerical constant C in the second exponential and bounding 2kC=k by C k ,
we can simplify the result a bit and write

kUt;0‰kGk0 � CM e
CM�˛ tk‰kGk0C3k=2

C C ke�˛C
k t N

k0h˛kt

M k
k‰kG3k=2

� CM e
CM�˛ t

�
k‰kGk0C3k=2

C
h.˛�1/k

N k=2�k0
tk‰kG3k=2

�
:

11. Proofs of Theorems 4.1 and 3.4

We can now prove our general theorem.

Proof of Theorem 4.1. We want to apply Proposition 10.1. Hence, we define

1

p˛
WD

˛

3
C
1

2
:

The assumptions ˛ 2 Œ0; 1� and ˛ > a � 1=2 are equivalent to p˛ 2 Œ5=6; 2� and p˛ < b,
and imply that (80) is a nonempty condition. Therefore, p˛ satisfies the assumption (160).
Now we define

q1 WD q and
1

q0
WD 2

�
1

p˛
�
1

b

�
�
1

q1
; (182)

so that (161) holds with p D p˛ . Assumption (80) can be written as

1

q1
2

�
2

�
1

p˛
�
1

b

�
�
1

2
;
1

p˛
�
1

b

�
: (183)

Now (182) and (183) together imply that 2 � q0 < q1 � 1.
Next, we have to check that we have a uniform (in h) bound for the quantity

sup
Œ0;T �

�
k�.t/kLpa ;Dq0;q1.t/;

QDq0;q1.t/
�

appearing in the growth rate �˛ defined in (163). This is done by using the propagation of
regularity results for the Hartree–Fock equation of Part II. First, by our initial regularity
assumptions and Proposition 6.1, we deduce that k�.t/kLpa is bounded uniformly in h
and in t 2 Œ0; T � for some T D T�in depending on the initial condition of the Hartree–
Fock equation (5). Then, by Proposition 6.4 we deduce that

p
� 2 W1;q.mn/ for any

q 2 Œ2; q1/, and so

QDq0;q1 D kr�
p
�mnk

1=2

Lq0
kr�
p
�mnk

1=2

Lq1
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is uniformly bounded on Œ0; T �. Moreover, by Lemma 6.5, we obtain

Dq;q0 D kr��mnk
1=2

Lq0
kr��mnk

1=2

Lq1
� QDq0;q1 ;

so Dq;q0 is also uniformly bounded on Œ0; T �. Therefore, by Proposition 10.1,

kUt;0‰k
2
G 1
2p

� C 2M e
CM�t=h

˛

�
k‰k2G

3k=2C 1
2p

C
h2k.˛�1/

N k�1=p
t2k‰k2G3k=2

�
(184)

with � uniformly bounded in t 2 Œ0; T � and in the Planck constant h. Then, by Proposi-
tion 9.1,

k�N W1 � �kLp �
Cp

min.N 1=2; Nh3=p
0
/
k‰k2G 1

2p

:

We conclude the proof by combining (184) with the above inequality.

Next, we prove that from our general Theorem 4.1, we can deduce our simplified
mean-field results, i.e. Theorem 3.4. To this end, we come back to the setting of density
operators over the Fock space by means of the following lemma.

Lemma 11.1. Let �N;� WD jI
�1
G
.R��/j2 as defined in (77). Then for any �N 2 L1

s .F /

that commutes with N , there exists ‰ 2 G such that

�N D jI
�1
G .R�‰/j

2 (185)

and
kN s‰k2G � Csk.N C 2N/

s.�N � �N;�/kL1.F / (186)

with Cs D 12s.s C 1/s .

Proof. Let ˆ� D R�� D IG .�N;�/. Then j�N;�j D
p
�N;�, and by the polar decompo-

sition of �N;�, there exists a unique operator UN;� such that

�N;� D UN;�j�N;�j

with kUN;� kF D k kF if  2 .ker�N;�/? and kUN;� kF D 0 if  2 ker�N;� (see
e.g. [65, Theorem VI.10]). Then we define

�N WD UN;�j
p
�N j;

and ˆD IG .�N /, ‰ WD R��ˆ. In particular, �N D j�N j
2, so (185) is satisfied. Now from

Lemma 9.3, we have

kN s‰kG D kN
s.‰ ��/kG � 3

s
k.N C 2N C 2s C 2/s.ˆ �ˆ�/kG :

Using the fact that IG is an isometry, Nlˆ D IG .N �N /, Nrˆ D IG .�NN / and �N com-
mutes with N , we deduce that

kN s‰kG � Csk.N CN/
s.�N � �N;�/kL2.F /:
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By our choice of UN;�,

.N CN/s.�N � �N;�/ D UN;�
�
j.N CN/s�N j � j.N CN/

s�N;�j
�

with kUN;�k1 � 1. Now recall the Powers–Størmer inequality [64, Lemma 4.1]: if A and
B are nonnegative operators, then

Tr.jA � Bj2/ � Tr.jA2 � B2j/:

Hence,

kN s‰k2G � C
2
s kj�N .N CN/

s
j
2
�
ˇ̌
�N;�.N CN/

s
ˇ̌2
kL1.F /

� C 2s k.N CN/
s.�N � �N;�/.N CN/

s
kL1.F /:

Proof of Theorem 3.4. In the setting of Theorem 3.4, since a < 1=2, we can take ˛ D 0
in Theorem 4.1, and the hypothesis for q implies that condition (80) is satisfied. With this
choice, Theorem 4.1 yields, for any k1 2 N,

k�N W1 � �kLp �
Ce�t

min.N 1=2; Nh3=p
0
/
k‰k2G

3k1=2C
1
2p

�
1C

h�2k1

N k1�1=p

�
:

Taking k D 3k1=2 C
1
2p

, the hypothesis on k implies that h�2k1

Nk1�1=p
� C . Finally, by

Lemma 11.1 we get

k‰k2Gk � 2
kC1.k‰k2G C kN

k‰k2G / � Ck.1C k�N � �N;�kL1
k
.F //

for some k-dependent constant Ck > 0.

Appendix A. Existence of the auxiliary dynamics

The purpose of this appendix is to extend the result on the existence of the auxiliary
dynamics for smooth potentials in the interaction picture given in the appendix of [11] to
the case of singular interaction potentials of the form K.x/ D jxj�a for 0 � a � 1.

In this section, „ will not play any role. Therefore, to simplify the presentation, we set
„ � 1. By (172), the time-dependent operator QG defined in (159) can be written as

QG D d�l .H!/ � d�r . xH!/C QQC QQ� C DC QPC QP�; (187)

where QQ� and D have already been defined after (159) and

QP� D
1

N

Z
R6

�
a�r . Nvx/a

�
l .ux/d�l .uŒKx ; u�/C a

�
r . Nux/a

�
l .vx/d�l .vŒKx ; v�/

C d�C
l;r
.Œu;Kx �v C ŒKx ; v�u/d�l .!x/

C a�l .vx/a
�
r . Nux/d�r . NuŒKx ; Nu�/C a

�
l .ux/a

�
r . Nvx/d�r . NvŒKx ; Nv�/

C d�C
r;l
.Œ Nu;Kx � Nv C ŒKx ; Nv� Nu/d�r . N!x/

�
dx:
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The goal is to show that the operator QG generates a unitary dynamics QUt;s in Fock space
that satisfies the differential equation

i@t QUt;s‰ D QGt QUt;s‰ with QUs;s‰ D ‰; (188)

for sufficiently smooth ‰ 2 G . To this end, it is convenient to consider the dynamics in
the interaction picture. More precisely, define the operator

yGt D �L0 C U.0/�t
QGtU

.0/
t ;

where L0 D d�r .�/ � d�l .�/ and U.0/t D U.0/t;0 is the free evolution, i.e. U.0/t;s solves

i@tU
.0/
t;s‰ D L0U.0/t;s‰

with U.0/s;s‰ D ‰. We will show that yGt generates a unitary operator yUt;s in Fock space,
which in turn allows us to define the auxiliary dynamics by

QUt;s WD U.0/t yUt;sU
.0/�
s ;

which formally satisfies (188).
Since much of the result in this appendix is similar to that of the appendix of [11],

we will only focus on the part that relies explicitly on the regularity of the potential and
refer the reader to [11] for a more complete proof. Hence, the rest of this section will be
devoted to proving that the mapping t 7! yGt‰ is Hölder continuous when‰ is sufficiently
smooth. More precisely, we define the homogeneous Sobolev-type double Fock space by
the norm

k‰k PHs
k
WD kN k�1=2d�..��/s/1=2‰kG : (189)

In particular, k‰k PH0
k
D kN k‰kG . The main proposition of this section is the following

result.

Proposition A.1. Let � be a solution to the Hartree–Fock equation with initial condition
�in satisfying (39a), (39b), and

R
R3 �

in.x/.1C jxj3/dx � C . Then there exists T > 0 and
a constant CT depending on �in such that for any .t; s/ 2 Œ0; T �2,

k.yGt � yGs/‰kG � CT jt � sj
3�2a
7 .k‰kG2 C k‰k PH3=2

2

/:

Remark A.2. For a fixed „, the global-in-time well-posedness of solutions to the
Hartree–Fock equation is a standard result (see for instance [21]). However, the bounds on
the propagated quantity may depend on „. In particular, for a general fixed „, the constant
CT in the above proposition may depend on „.

Remark A.3. We know from Part II that the conditions (39a) and (39b) remain satisfied
on Œ0; T �. In particular, k

p
�k2

L2.jpjn/
D Tr.�jpj2n/ is uniformly bounded on Œ0; T �. To

see that the third-order spatial moment
R

R3 �
in.x/jxj3 dx D Tr.�jxj3/ remains bounded,

one can notice that

i
d
dt

Tr.�jxj3/ D Tr.Œjpj2=2; jxj3��/C Tr.ŒX�; jxj3��/:
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The first term is controlled, using [48, (42)], by a term proportional to

Tr
�
�.jxj3 C jpj3 C 1/

�
:

The second term is zero since

Tr.ŒX�; jxj3��/ D
“

R6
j�.x; y/j2

jyj3 � jxj3

jx � yja
dx dy

is the integral of an anti-symmetric function of x and y. Then, by the standard Grönwall
argument, one obtains the desired result.

It will be convenient to use the fact that the above defined norm (189) controls quan-
tities of the form kd�.Ar/‰kG as stated in the following lemma.

Lemma A.4. Let A 2 L1 and ‰ 2 PH1
1 . Then kd�.Ar/‰kG � kAk1k‰k PH1

1
.

Proof. Using the fact that A is a bounded operator, we obtain

kd�.Ar/‰k2G � kAk
2
1

1X
nD1

�X
j�n

krxj‰
.n/
kL2

�2
:

By the Cauchy–Schwarz inequality and integration by parts,
1X
nD1

�X
j�n

krxj‰
.n/
kL2

�2
� hNl‰

.n/
j d�l .��/‰.n/iG D kd�l .��/1=2N

1=2

l
‰k2G ;

which is bounded above by k‰k PH1
1

.

To simplify some of the calculation, it will also be convenient to employ the following
lemma.

Lemma A.5. For any self-adjoint integral operator A on hD L2.R3/, we have the iden-
tities

U.0/�t d�l .A/U
.0/
t D d�l .AI /; (190a)

U.0/�t d�C
l;r
.A/U.0/t D d�C

l;r
.AI /; (190b)

where AI WD e�it�Aeit� denotes the operator A in the interaction picture.

Proof. By a direct computation, we see that

ŒL0; ax;l � D Œd�l .��/; ax;l � D �xax;l : (191)

Therefore, using the Baker–Campbell–Hausdorff formula

eXYe�X D Y C ŒX; Y �C
1

2Š
ŒX; ŒX; Y ��C � � �

and (191), one can show the conjugation formula

U.0/�t ax;lU
.0/
t D e

it�xax;l :
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Hence, we arrive at the desired identity

U.0/�t d�l .A/U
.0/
t D

Z
R6
A.z1; z2/U

.0/�
t a�z1;laz2;rU

.0/
t dz1 dz2

D

Z
R6
e�it�z1A.z1; z2/e

it�z2a�z1;laz2;r dz1 dz2:

This establishes (190a). The proof of (190b) is similar.

Proof of Proposition A.1. First notice that ŒU.0/t ; d�.��/�D 0, which using (187) allows
us to write

yGt D U.0/�t

�
d�l .V� � X�/ � d�r .V� � X�/

�
U.0/t

C U.0/�t . QQC QQ�/U.0/t C U.0/�t DU.0/t C U.0/�t . QPC QP�/U.0/t
DW It C IIt C IIIt C IVt :

We shall prove the Hölder continuity of t 7! yGt‰ by proving the property for each term
It , IIt , IIIt , and IVt . This is the content of Lemmas A.6–A.9 below. Combining these
lemmas leads to the result.

Lemma A.6. Under the conditions of Proposition A.1, there exists a constantCT depend-
ing on the initial conditions such that

k@t It‰kL1..0;T /;G / � CT .k‰kG1 C k‰k PH1
1
/:

Proof. It suffices to consider the left contribution since the proof for the right contribution
is exactly the same. Let us first handle the term with V�. Using (190a), we see that

i
d
dt

�
U.0/�t d�l .V�/U

.0/
t

�
D U.0/�t

�
d�l .ŒV�;���/C d�l .i@t� �K/

�
U.0/t

DW J1 C J2:

We start by estimating J1‰. We rewrite the commutator in J1 by using the fact that

d�l .ŒV�;���/ D 2d�l .rV� � r/C d�l .�V�/:

Then, since U.0/t is unitary and commutes with r, we obtain

kU.0/�t d�l .rV� � r/U
.0/
t ‰kG � krV�kL1k‰k PH1

1
;

where since rK 2 Lb;1, we have

krV�kL1 � sup
x2R3

Z
R3
jrK.x � y/j�.y/ dy � krKkLb;1k�kLb0;1 :

Similarly, for the second term, by Lemma 8.1 and since rK 2 Lb;1, we have

kU.0/�t d�l .�V�/U
.0/
t ‰kG � k�V�kL1k‰kG1 � krKkLb;1kr�kLb0;1k‰kG1 :
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By Proposition 6.1, the norm of � in Lb0;1 remains bounded for t 2 Œ0; T �. When b0 � 2,
the same holds forr�. Moreover, since „D 1, kr�kL1 �C Tr..1��/�/ is also bounded
on Œ0; T � by Proposition 6.1, and so r� is in L1.Œ0; T �; Lp/ for any p 2 Œ1; 4�. Hence,

kJ1‰kG � CT .k‰kG1 C k‰k PH1
1
/: (192)

For the J2 term, let us begin by recalling that � satisfies the equation

@t�Cr � j� D 0

where j� D 1
2

diag.�p C p�/ is known as the probability current. Similarly to J1, we
have the estimate

kJ2‰kG D


U.0/�t d�l

�
r � .j� �K/

�
U.0/t ‰




G
� kj�kLb0;1krKkLb;1k‰kG1 : (193)

The term kj�kLb0;1 is bounded as for � by Proposition 6.11 and the kinetic energy of �.
Now let us handle the exchange term X� in It . Note that

i
d
dt

�
U.0/�t d�l .X�/U

.0/
t

�
D U.0/�t

�
d�l .ŒX�;���/C d�l .i@tX�/

�
U.0/t DW J3 C J4:

We start by rewriting the J3 term. Observe that

d�l .ŒX�;���/ D 2d�l ..Xr x�/ � r/C d�l .X�x�/:

The two terms are handled in the same manner as before. We will only deal with the
second term. By Lemma 8.1 and (112),

kU.0/�t d�l .X�x�/U
.0/
t ‰kG � kX�x�k2k‰kG1 � k�x� jpj

a
k2k‰kG1 ; (194)

and since „ D 1, we have�x�D�
P3

jD1Œpj; Œpj;��� and so by Lemma 6.9, k�x�jpjak2
� Ck�jpjaC2k2, which remains bounded on Œ0; T � by Proposition 6.1. Hence

kJ3‰kG � CT .k‰kG1 C k‰k PH1
1
/: (195)

For the J4 term, we have

J4 D U.0/�t

�
d�l .XŒ��;��/C d�l .XŒV�;��/ � d�l .XŒX�;��/

�
U.0/t :

To estimate the term with the Laplacian, we proceed as in (194) and use the fact that since
„ D 1, we have Œ��;�� D jpj2� � �jpj2. To estimate the second term, we use (112) to
get

kXŒV�;��k1 � kŒV�;��jpj
a
k1 � kŒV�;��.1C jpj

2/k1:

Then similarly to Section 6.3, we write ŒV�;��mD ŒV�;�m�� ŒV�; m�� and use Proposi-
tions 6.13 and 6.15 with V� instead of E�. Similarly, to bound the last term, we use (112)
and then Proposition 6.23. Hence we have the estimate

kJ4‰kG � CT k‰kG1 : (196)

The bound on @t It now follows by combining the inequalities for each part, i.e. (192),
(193), (195) and (196).



J. J. Chong, L. Lafleche, C. Saffirio 4996

Lemma A.7. Under the conditions of Proposition A.1, there exists a constantCT depend-
ing on the initial conditions such that for any .t; s/ 2 Œ0; T �2,

k.IIt � IIs/‰kG � CT jt � sj
3�2a
7 k‰kG3=2 :

Proof. To estimate term II, it suffices to focus on the first term of QQ�, which we will
denote by QQ�1 . Furthermore, we decompose the singular potential into a long-range part
and a singular part:

K D KLR CK
S
R WD Ca

�Z R�2

0

sa=2�1's ds C
Z 1
R�2

sa=2�1's ds
�

(197)

for some R which we will determine shortly, and with 's.x/ D e��jxj
2s . Consequently,

we have the decomposition

N QQ�1 D

Z
R6
.KLR CK

S
R/.x � y/d�

C

l;r
.uıxv/d�Cl;r .uıyv/ dx dy DW QQL�1;R C QQ

S�
1;R:

For the long-range part, we follow the proof of the bounded potential case in [11]
and show that QQL�1;R is time differentiable. Applying Lemma A.5 and the operator identity
e�it�A.x/eit� D A.x � 2itr/, we can now rewrite QQL1;R as

U.0/�t
QQL�1;RU.0/t D

Z
R3

bKLR.y/d�Cl;r .uI eiy�.x�2itr/vI /d�Cl;r .uI e�iy�.x�2itr/vI / dy;

where AI WD e�it�Aeit� denotes the operator A in the interaction picture. To estimate
the time derivative of QQL1;R, we make the observation that

i@t .uI e
iy�.x�2itr/vI / D e

�it�.uŒeiy�x ;���v/eit�

C e�it�.ŒV� � X�; u�e
iy�xv C ueiy�x ŒV� � X�; v�/e

it�:

Applying Lemma 8.1, we have the estimates

kd�C
l;r
.uI e

iy�.x�2itr/vI /‰kG � 2kuk1kvk2k‰kG1 ;

d�C
l;r

�
@t .uI e

iy�.x�2itr/vI /
�
‰




G
� CT hyi

2
kuk1khrivk2k‰kG1 ; (198)

where CT D C supt2Œ0;T �.1 C kV�kL1 C kX�k1/ is finite, and hyi2 D 1 C jyj2. In
particular, it follows from (198) that



 d

dt
U.0/�t

QQL�1;RU.0/t ‰






G

� CT

Z
R3
j
bKLR.y/jhyi2 dy k‰kG1 :

To complete the estimate, we need to compute the L1 norm of bKLR to get the explicit
dependence of the constant on R. Using the fact thatb's D s�3=2'1=s , we haveZ

R3
j
bKLR jhyi2 dyD

Z R�2

0

Z
R3
s
a�5
2 e�

�
s jyj

2

hyi2 dy dsD
3

�

�
R�.aC2/

aC 2
C
R�a

a

�
: (199)
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Therefore, provided R < 1, we obtain



 d
dt
.U.0/�t

QQL�1;RU.0/t ‰/






G

�
6

�a
R�.aC2/k‰kG1 ;

which implies that for any .t; s/ 2 Œ0; T �2,

k.U.0/�t
QQL�1;RU.0/t � U.0/�s

QQL�1;RU.0/s /‰kG �
6

�a
R�.aC2/jt � sj k‰kG1 : (200)

For the singular part, by the Cauchy–Schwarz inequality, we have

jh‰1 j QQ
S�
1;R‰2ij D

ˇ̌̌̌Z
R3
hal .ux/‰1 j a

�
r .xvx/d�

C

l;r
.uKSR;xv/‰2i dx

ˇ̌̌̌
�

�Z
R3
kal .ux/‰1k

2
G dx

�1=2�Z
R3
ka�r .xvx/d�

C

l;r
.uKSR;xv/‰2k

2
G dx

�1=2
:

Applying Lemma 8.1 and kuk1 � 1 yields

ka�r .xvx/d�
C

l;r
.uKSR;xv/‰2kG � .N�.x//

1=2
kKSR;xvk2k‰2kG1=2 ;

which gives

jh‰1 j QQ
S�
1;R‰2ij � CN

1=2
h‰1 jN‰1i

1=2

�Z
R3
�.x/kKSR;xvk

2
2 dx

�1=2
k‰2kG1=2 :

Since diag.v2/ D N�, we see that

kKSR;xvk2 �

Z 1
R�2

sa=2�1k's;xvk2 ds

D N 1=2

Z 1
R�2

sa=2�1.j'sj
2
� �/1=2.x/ ds

� N 1=2
k�k

1=2
L1

Z 1
R�2

sa=2�1k'skL2 ds � CTN 1=2R3=2�a:

Hence, by duality, it follows that k QQS1;R‰kG � R
3=2�ak‰kG3=2 . By a similar argument,

one can also show the same inequality for the dual operator QQS�1;R. Therefore,

k QQS�1;R‰kG � CTNR
3=2�a

k‰kG3=2 : (201)

Combining (200) and (201), we find that for any .t; s/ 2 Œ0; T �2 and any R 2 .0; 1/,

k.U.0/�t
QQ�1U.0/t � U.0/�s

QQ�1U.0/s /‰k � CT .R
�.aC2/

jt � sj CR3=2�a/k‰kG3=2 :

In particular, if t ¤ s, one can take R7=2 D jt � sj=T � 1, leading to

k.U.0/�t
QQ�1U.0/t � U.0/�s

QQ�1U.0/s /‰kG � CT jt � sj
3�2a
7 k‰kG3=2 :

If t D s, we can let R! 0 to obtain the same inequality.
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Next, let us consider the type III terms.

Lemma A.8. Under the conditions of Proposition A.1, there exists a constantCT depend-
ing on the initial conditions such that for any .t; s/ 2 Œ0; T �2,

k.IIIt � IIIs/‰kG � CT jt � sj
3�2a
7 .k‰kG2 C k‰k PH3=2

2

/:

Proof. Let us focus on the first term of D, which we denote by D1. The proof of Hölder
continuity of D1 is similar to that for QQ1. Using (197), we decompose D1 into two parts,

2ND1 D DL1;R C DS1;R:

For the long-range part, we begin by writing

U.0/�t DL1;RU.0/t D

Z
R3

bKLR.y/d�l .uI eiy�.x�2itr/uI /d�l .uI e�iy�.x�2itr/uI / dy:

Using the identity

i@t .uI e
iy�.x�2itr/uI / D e

�it�.�eiy�xuC ueiy�x�C uŒeiy�x ;���u/eit�;

where � D ŒV� � X�; u�, and Lemma 8.1, we deduce that

kd�l .uI eiy�.x�2itr/uI /‰kG � k‰kG1 ;

d�l
�
@t .uI e

iy�.x�2itr/uI /
�
‰




G
� .k�k1 C jyj

2/k‰kG1 C jyjk‰k PH1
1
: (202)

By (202) and (199), provided R 2 .0; 1/, we get

k
d
dt
.U.0/�t DL1;RU.0/t /‰kG � Ca.1C k�k1/R

�.aC2/.k‰kG2 C k‰k PH1
2
/:

To handle the singular part, we begin by writing u D 1 � w. Then it follows that

DS1;R D

Z
R6
KSR.x � y/a

�
x;la

�
y;lal .uy/al .ux/ dx dy

C

Z
R6
KSR.x � y/a

�
l .wx/a

�
l .wy/al .uy/al .ux/ dx dy

�

Z
R6
KSR.x � y/a

�
x;la

�
l .wy/al .uy/al .ux/ dx dy

�

Z
R6
KSR.x � y/a

�
l .wx/a

�
y;lal .uy/al .ux/ dx dy

DW I1 C I2 C I3 C I4:

To estimate I1, we begin by observing that

.I1‰/
.n;m/.xn; ym/ D

X
1�j<k�n

KSR.xi � xj /. Nu
.xj / Nu.xk/‰.n;m//.xn; ym/;
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where u.xj / is the operator acting on the variable xj and xn D .x1; : : : ; xn/. Defining
g.x;y/ WD k Nu.x/ Nu.y/‰.n;m/.x;y; : : :/kL2.R3.nCm�2//, it follows from the triangle inequal-
ity and the anti-symmetry of ‰ that

k.I1‰/
.n;m/
kL2 � n.n � 1/

�“
jzj�R

jg.x C z; x/j2

jzj2a
dz dx

�1=2
� n2R3=2�a

�Z
R3





gR;x.z/jzja





2
L2z.B1/

dx
�1=2

;

where gR;x.z/D g.xC zR;x/ and B1 is the unit ball of R3. Now let TB1 be the bounded
extension operator

TB1 W H
a.B1/! H a.R3/; 8x 2 B1; .TB1g/.x/ D g.x/;

which exists as proved for example in [20, Theorem IX.7] when a 2 N; one can proceed
by interpolation when a 2 R. Then one has



gR;x.z/jzja






L2z.B1/

D





TB1gR;x.z/jzja






L2z.B1/

�





TB1gR;x.z/jzja






L2z.R3/

and by Hardy–Rellich’s inequality



TB1gR;x.z/jzja






L2z.R3/

� Ck.��/a=2TB1gR;xkL2.R3/ � CTB1 kgR;xkH
a.B1/:

For I1, this leads to

k.I1‰/
.n;m/
kL2 � Cn

2R3=2�a
�“

jzj�1

Œj.��/a=2gR;x.z/j
2
C jgR;x.z/j

2� dx dz
�1=2

� Cn2
�“

jzj�R

Œj.��/a=2z gj2 C jR�agj2� dz dx
�1=2

:

Now by Hölder’s inequality and by Sobolev’s embedding, for any ˛ > 0 and any f 2H˛ ,Z
jzj�R

jf .z/j2 dz � kf k2
L2p
0 k1BRkLp � CR

2˛
k.��/˛=2f k2

L2

with p D 3
2˛

. In particular, taking f D .��/a=2z g, ˛ D 3=2� a, f DR�ag and ˛ D 3=2
we obtain

k.I1‰/
.n;m/
kL2 � Cn

2R3=2�ak.��/3=4x gkL2 :

Using kuk1 � 1, we can control theL2 norm on the right-hand side of the above inequal-
ity by

k.��/3=4x gkL2 D


� Nu.y/.���3=4

x
xu.x/‰.n;m//.x; y; : : :/




L2.R3.nCm//

�


�.��/3=4 Nu/.x/‰.n;m/.x; : : : �



L2.R3.nCm//
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and using the fact that Nu D 1 � Nw, we finally obtain

kI1‰kG �
C

N
R3=2�a

�
k‰k PH3=2

2

C kjpj
3
2wk2k‰kG2

�
:

The other Ii terms are less singular and treated in the same way, leading to

kU.0/�t DS1;RU.0/t ‰kG � CTR
3=2�a.kN‰k PH3=2

2

C k‰kG2/:

By the same argument as in the case of QQ1, we see that U.0/�t D1U.0/t ‰ is also Hölder
continuous in time.

Finally, let us handle type IV terms.

Lemma A.9. Under the conditions of Proposition A.1, there exists a constantCT depend-
ing on the initial conditions such that for any .t; s/ 2 Œ0; T �2,

k.IVt � IVs/‰kG � CT jt � sj
3�2a
7 .k‰kH1

2
C k‰kG2/:

Proof. For this case, it suffices to consider

J1 D �

Z
R3

d�C
l;r
.uıxv/d�l .uŒKx ; u�/ dx;

J12 D �

Z
R3

d�C
l;r
.ŒKx ; u�v C Œv;Kx �u/d�l .!x/ dx:

Following the same routine as before, we decompose the operators into a long-range part
and a singular part using (197). Again, we will denote the decomposition by JL1;R C J

S
1;R

and likewise for J12. Applying Lemma A.5, we can now rewrite JL1;R as

U.0/�t JL1;RU.0/t D

Z
R3

bKLR.y/d�Cl;r .uI e�iy�.x�2itr/vI /d�l .uI Œe�iy�.x�2itr/; wI �/ dy:

Since

i@t .uI Œe
�iy�.x�2itr/; wI �/ D e

�it�.ŒV� � X�; u�Œe
�iy�x ; w�/eit�

C e�it�
�
u
�
Œeiy�x ;���;w

�
C u

�
e�iy�x ; ŒV� � X�; w�

��
eit�

by Lemma 8.1 we have, since kuk1 � 1 and kwk1 � 1, the estimates

kd�l .uI Œe�iy�.x�2itr/; wI �/‰kG � 2k‰kG1 ; (203a)

d�l
�
@t .uI Œe

�iy�.x�2itr/; wI �/
�
‰




G
� CT hyi

2
khpi2wk2k‰kG1 ; (203b)

where CT D C supŒ0;T �.1C kV�k1 C kX�k1/. In particular, by (198), (203), and (199),
we have 



 d

dt
U.0/�t JL1;RU.0/t ‰






G

� CTR
�.aC2/

k‰kG1 :
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The singular part follows from Lemma 10.4 and Remark 10.5. More precisely,

kU.0/�t J S1;RU.0/t ‰kG � CTR
3=2�a

k‰kG1 : (204)

Repeating the argument for QQ1 shows that U.0/�t J1U.0/t ‰ is Hölder continuous in time.
Lastly, let us estimate the operator J12. We begin by writing

U.0/�t J12U.0/t D

Z
R3

d�C
l;r
.ŒKx;I ; wI �vI /d�l .!x;I / dx (205a)

C

Z
R3

d�C
l;r
.ŒKx;I ; vI �uI /d�l .!x;I / dx: (205b)

It suffices to handle (205b) since (205a) can be treated in a similar manner. Taking its time
derivative yields

i@t (205b) D
Z

R3
d�C

l;r
.i@t .ŒKx;I ; vI �uI //d�l .!x;I / dx

C

Z
R3

d�C
l;r
.ŒKx;I ; vI �uI /d�l .i@t!x;I / dx DW I5 C I6:

Let us first consider I6. Notice that

i@t!x;I D e
�it�.2r1!x � r1 C�2!x C ŒV� � X�; !�x/e

it�:

In particular, we can write

I6 D U.0/�t

Z
R3

d�C
l;r
.ŒKx ; v�u/d�l .2r1!x � r/ dx U.0/t

C U.0/�t

Z
R3

d�C
l;r
.ŒKx ; v�u/d�l .�x!x/ dx U.0/t

C U.0/�t

Z
R3

d�C
l;r
.ŒKx ; v�u/d�l .ŒV� � X�; !�x/ dx U.0/t

DW J1 C J2 C J3:

To bound J1, it suffices to estimate the quantity



Z
R3
.ŒKx ; v�u/.z1; z2/r1!.xn; x/ � r‰

.n;m/.xn�1; xn; yn/ dx





L2.dz2 dxn dyn/

; (206)

where dxn D dx1 : : : dxn and dz2 D dz1 dz2. Let us also break the commutator, that is,

(206) �




Z

R6

v.z1; z/u.z; z2/

jx � z1ja
r1!.xn; x/ � r‰

.n;m/.xn�1; xn; yn/ dx dz





L2.dz2 dxn dyn/

C





Z
R6

v.z1; z/u.z; z2/

jx � zja
r1!.xn; x/ � r‰

.n;m/.xn�1; xn; yn/ dx dz





L2.dz2 dxn dyn/

:
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Since u D 1 � w where w is a Hilbert–Schmidt operator, we will focus on the identity
part. Using ! D v2 and the Cauchy–Schwarz inequality, we see that



Z

R3

v.z1; z2/

jx � z1ja
r1!.xn; x/ � rxn‰

.n;m/.xn�1; xn; yn/ dx





L2.dz2 dxn dyn/

:

D





Z
R6

v.z; x/

jx � z1ja
v.z1; z2/r1v.xn; z/ � rxn‰

.n;m/.xn�1; xn; yn/ dx dz





L2.dz2 dxn dyn/

� sup
z1

�Z
R3

�.x/1=2

jx � z1ja
dx
�
kvk2kr1vkL1x L2zkr‰

.n/
kL2.dxn dyn/;

since kvxkL2 D �.x/1=2. Note that by Young’s and Hölder’s inequalities,Z
R3

�.x/1=2

jx � z1ja
dx � Ck�1=2k

L
3
3�a
� C

Z
R3
�.x/hxik dx

provided k > 3 � 2a. Hence,

kJ1‰kG � CT .k‰kH1
2
C k‰kG2/:

The other two terms J2 and J3 can be handled in the same manner since v is sufficiently
smooth and kV�kL1 and kX�kL1x L2y � Ck�jpj

2Cak2 are bounded. Thus,

kI6‰kG � CT .k‰kH1
2
C k‰kG2/:

Lastly, we handle the I5 term. Since

i@t .ŒKx;I ; vI �uI / D e
�it�.ŒKx ; v�ŒV� � X�; u�/e

it�

C e�it�
��
Œ�;Kx �; v

�
uC

�
Kx ; ŒV� � X�; v�

�
u
�
eit�;

we can write

I5 D U.0/�t

Z
R3

d�C
l;r
.ŒKx ; v�Œ�V� C X�; w�/d�l .!x/ dx U.0/t

C U.0/�t

Z
R3

d�C
l;r

��
Kx ; ŒV� � X�; v�

�
u
�
d�l .!x/ dx U.0/t

C U.0/�t

Z
R3

d�C
l;r
.ŒŒ�;Kx �; v�u/d�l .!x/ dx U.0/t

DW J4 C J5 C J6:

The terms J4 and J5 can be estimated in the same manner as in the previous case, since
Œ�V� C X�; w� is a bounded operator and ŒV� � X�; v� is a Hilbert–Schmidt operator.
Thus, it suffices to estimate J6.

To do so, it suffices to estimate the quantity



Z
R3
Œ�Kx C 2rKx � r; v�.z1; z2/!.xn; x/‰

.n;m/.xn�1; xn; yn/ dx





L2.dz2 dxn dyn/

:

(207)
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In the case a D 1, we have

(207) � C




Z

R3
.vıx/.z1; z2/!.xn; x/‰

.n;m/.xn�1; xn; yn/ dx





L2.dz2 dxn dyn/

C C





Z
R3

x � z1

jx � z1j3
� r1v.z1; z2/!.xn; x/‰

.n;m/.xn�1; xn; yn/ dx





L2.dz2 dxn dyn/

:

For the first term, we have

kv.z1; z2/!.xn; z2/‰
.n;m/.xn�1; xn; yn/kL2.dz2 dxn dyn/

� kvkL1x L2yk!kL1x L2yk‰
.n/
kL2.dxn dyn/ � Ck�k

1=2
L1



!jpj2


2
k‰.n/kL2.dxn dyn/:

For the second term, we have



Z
R3

x � z1

jx � z1j3
� r1v.z1; z2/!.xn; x/‰

.n;m/.xn�1; xn; yn/ dx





L2.dz2 dxn dyn/

� C sup
z1

�Z
R3

�.x/1=2

jx � z1j2
dx
�
k�k

1=2
L1kr1vk2k‰

.n/
kL2.dxn dyn/:

where the first integral term is controlled by k�k1=2L1 C k�k
1=2

L1
. The case when 0 < a < 1

is similar, except that when a � 1=2, we need to estimate the last quantity with moments
in x. Thus, it follows that

kI5‰kG � CT k‰kG2 ;

which completes the proof.

Funding. J.C. was supported by the NSF through the RTG grant DMS-RTG 184031. L.L. has
received funding from the European Research Council (ERC) under the European Union’s Hori-
zon 2020 research and innovation program (grant agreement No 865711). C.S. acknowledges the
support of the Swiss National Science Foundation through the Eccellenza project PCEFP2_181153
and of the NCCR SwissMAP.

References

[1] Amour, L., Khodja, M., Nourrigat, J.: The semiclassical limit of the time dependent Hartree–
Fock equation: the Weyl symbol of the solution. Anal. PDE 6, 1649–1674 (2013)
Zbl 1291.35456 MR 3148063

[2] Araki, H.: On quasifree states of CAR and Bogoliubov automorphisms. Publ. Res. Inst. Math.
Sci. 6, 385–442 (1970/71) Zbl 0227.46061 MR 0295702

[3] Araki, H., Wyss, W.: Representations of canonical anticommutation relations. Helv. Phys.
Acta 37, 136–159 (1964) Zbl 0137.23903 MR 0171521

[4] Athanassoulis, A., Paul, T., Pezzotti, F., Pulvirenti, M.: Semiclassical propagation of coherent
states for the Hartree equation. Ann. Henri Poincaré 12, 1613–1634 (2011) Zbl 1238.81140
MR 2855180

https://doi.org/10.2140/apde.2013.6.1649
https://doi.org/10.2140/apde.2013.6.1649
https://zbmath.org/?q=an:1291.35456
https://mathscinet.ams.org/mathscinet-getitem?mr=3148063
https://doi.org/10.2977/prims/1195193913
https://zbmath.org/?q=an:0227.46061
https://mathscinet.ams.org/mathscinet-getitem?mr=0295702
https://zbmath.org/?q=an:0137.23903
https://mathscinet.ams.org/mathscinet-getitem?mr=0171521
https://doi.org/10.1007/s00023-011-0115-2
https://doi.org/10.1007/s00023-011-0115-2
https://zbmath.org/?q=an:1238.81140
https://mathscinet.ams.org/mathscinet-getitem?mr=2855180


J. J. Chong, L. Lafleche, C. Saffirio 5004

[5] Bach, V., Breteaux, S., Petrat, S., Pickl, P., Tzaneteas, T.: Kinetic energy estimates for the accu-
racy of the time-dependent Hartree–Fock approximation with Coulomb interaction. J. Math.
Pures Appl. (9) 105, 1–30 (2016) Zbl 1333.35221 MR 3427937

[6] Baez, J. C., Segal, I. E., Zhou, Z.-F.: Introduction to algebraic and constructive quantum field
theory. Princeton Series in Physics, Princeton University Press, Princeton, NJ (1992)
Zbl 0760.46061 MR 1178936

[7] Bahouri, H., Chemin, J.-Y., Danchin, R.: Fourier analysis and nonlinear partial differential
equations. Grundlehren Math. Wiss. 343, Springer, Heidelberg (2011) Zbl 1227.35004
MR 2768550
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