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Gaussian elimination for flexible systems of linear inclusions

Nam Van Tran and Imme van den Berg

Abstract. Flexible systems are linear systems of inclusions in which the elements of the co-
efficient matrix are external numbers in the sense of nonstandard analysis. External numbers
represent real numbers with small, individual error terms. Using Gaussian elimination, a flexible
system can be put into a row-echelon form with increasing error terms on the right-hand side.
Then parameters are assigned to the error terms and the resulting system is solved by common
methods of linear algebra. The solution set may have indeterminacy not only in terms of linear
spaces, but also of modules. We determine maximal robustness for flexible systems.

1. Introduction

We study systems of linear inclusions, with imprecisions in the coefficients and the
right-hand side. We model the imprecisions asymptotically, however not function-
ally by O.:/’s and o.:/’s but instead by convex groups of nonstandard real numbers,
called (scalar) neutrices; we were inspired by Van der Corput’s program for the Art
of Neglecting [35], with neutrices in the form of groups of functions, which are gener-
alizations of the O.:/’s or o.:/’s notations. A sum of a nonstandard real number and a
neutrix is called an external number. An external number can be seen as a real number
with a small error term and captures the intrinsic vagueness of perturbations by the
Sorites property of being invariant under some additions.

A system of linear inclusions whose coefficients and right-hand side are given in
terms of external numbers was called a flexible system in [18]. The main theorem of
this article presents a special form of Gaussian elimination applicable to all flexible
systems, which is as effective as Gaussian elimination for real systems and leads to
a solution in closed form, giving an explicit relation between the imprecisions of
the system and the imprecisions of the solution. The method extends the parameter
method of [38] from non-singular systems to singular systems, and also generalizes
the results of [18] and [36] on Cramer’s Rule and Gauss–Jordan elimination for non-
singular systems which are uniform, i.e., all neutrices on the right-hand side are equal.
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The central part of the solution method of a flexible system applies Gaussian elim-
ination in a careful form, always rearranging the system in order to be able to deal first
with the smallest possible errors. In this way, we obtain an equivalent system with real
coefficient-matrix in increasing row-echelon form, i.e., the coefficient matrix is in
row-echelon form and the neutrices on the right-hand side corresponding to non-zero
rows are increasing from top to down. The criterion for consistency of such a system
is similar to the classical case: now the elements corresponding to zero rows in the
coefficient matrix should be neutrices instead of zeros. If the system is consistent, we
apply the parameter method and obtain an explicit solution in a form which is again
similar to the solution of a classical non-determined system. Indeed, the solution set
is the sum of a real vector and a neutrix part, which is the solution of a homogeneous
flexible system. The neutrix part is the direct sum of a bounded neutrix and a linear
subspace. The linear subspace is unique, but like the real support vector, the bounded
neutrix is not unique. However, it is the direct sum of scalar neutrices and has a well-
defined dimension, which is unique; we observe that neutrices are modules over £, the
(external) set of limited real numbers.

The explicit formula improves the formula obtained in [38], which still contem-
plated the intersection with the so-called feasibility space, a more-dimensional neutrix
obtained from the neutrix parts of the coefficient matrix.

We will apply the results on flexible systems to the problem of robustness for
non-singular systems P jB, where P is a real coefficient matrix and B a vector with
external numbers. This means we search for a matrix E � .Eij /, where the Eij are
individual neutrices such that P jB and .P CE/jB are equivalent, i.e., have the same
solution. We determine the maximal neutrices Eij with this property in the case that
det.P / is not too small.

There are many approaches to study propagation of errors in linear systems, but
to our knowledge in none of these settings straightforward Gaussian elimination has
been applied to imprecise values in full generality. Other methods to deal with impre-
cisions have been developed in the context of statistics and stochastics, fuzzy set
theory, introduction of parameters, classical perturbation and error analysis, and inter-
val calculus.

The latter methods are deterministic, hence conceptually closer to our approach.
We note that the calculation rules of external numbers (see Proposition 2.2) are the
same as those for error analysis [33]. However, like in the case of interval calcu-
lus the formulation of general algebraic laws and advanced methods is restricted
by complications due to the precise bounds of the error sets, for instance subdis-
tributivity, intersection problems and loss of convexity; also upper bounds tend to
be rapidly growing [1, 15, 26]. These problems are even worse in the case of more
variables [28]. As in the case of the present article, [8] studies systems of the form
.A C �A/.x C �x/ D b C �b. An upper bound of the relative error of the solu-
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tion �x
x

with respect to �b
b

can be given with the help of the condition number
cond.A/ D kAk � kA�1k. However, only examples of Gaussian elimination are given,
with 2 and 3 variables. The study of propagation of errors and imprecisions has been
carried out in the setting of multiparametric dependence by [16,17] and in the setting
of classical asymptotics by, among others, [5, 35]. In these settings the underlying
structures are functional, and though some algebraic laws hold, they are not ordered,
which complicates the development of an effective general theory of error propa-
gation. In the asymptotic approach, problems also arise from the difficulty to treat
dependence of more variables.

In the context of fuzzy set theory, non-singular systems of any order were studied
by, among others, B. Li and Y. Zhu in [23]. In the case of a squared crisp matrix A,
a fuzzy right-hand side b and a fuzzy variable x explicit solutions of the system
Ax D b were given for two classes of distribution functions, of type exponential
decay and piece-wise linear. The solution method involves matrix inversion for means
and standard deviations. Fully fuzzy linear systems were studied by, among others,
M. Dehghan, B. Hashemi, and M. Ghatee [7] using approximations by various well-
known iterative methods. However, to our knowledge there do not exist general results
on error-propagation for Gaussian elimination in a fully fuzzy setting including sin-
gular systems.

This seems also true for sensitivity analysis based on statistics and stochastics, see,
e.g., [6, 22, 31]. The study involves in one way or other the propagation of errors for
operations on functions, and in a general setting, due to complexity, results concern
more specific properties or aspects of the solution, like mean, variance and bounds,
than the solutions themselves.

Finally, this article has the following structure. In Section 2, we give some back-
ground on neutrices, external numbers and flexible systems. In Section 3, we state
the main theorem on the solution of flexible systems, describe the solution strategy,
and give an illustrative example. Section 4 deals with the algebraic structure of neu-
trices in higher dimension. The various steps of the solution strategy are described in
detail in Section 5, and Section 6 considers the algebraic structure of the solution. In
Section 7, we prove independence of rank when choosing real representative systems.
The proof of the main theorem is completed in Section 8. In Section 10, we present a
model for robustness, and determine the maximal error allowed in each coefficient to
not alter the solution of a flexible system. This section uses a result of Section 9, on
the possibility to neglect rows of a system with small-enough errors.
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2. Preliminaries

2.1. Scalar neutrices and external numbers

The article is written within the axiomatic form of nonstandard analysis HST given
by Kanovei and Reeken in [19]. This is an extension of a bounded form of internal
set theory IST of Nelson [27], which in turn is an extension of common set theory
ZFC. To the language ¹2º of ZFC a new predicate “standard” is added, denoted by
“st”. Formulas containing only the symbol ¹2º are called internal and if they contain
the symbol “st” they are called external. Introductions to IST are contained in, e.g.,
[9, 10, 25], and an introduction to a weak form of nonstandard analysis sufficient for
a practical understanding of our approach is contained in [13]. An important tool is
the principle of external induction stating that induction is valid for all IST-formulas
over the standard natural numbers.

The system IST distinguishes itself from Robinson’s original model-theoretic
approach [30], by postulating that, next to the standard numbers, infinitesimals and
infinitely large numbers already occur within the ordinary set of real numbers R.
A real number is limited if it is bounded in absolute value by a standard natural
number, and unlimited if it is larger in absolute value than all limited numbers. Its
reciprocals, together with 0, are called infinitesimal. Appreciable numbers are lim-
ited, but not infinitesimal.

The notion “limited” refers to the predicate “standard”, and the set £ of all limited
real numbers is an external subset of R in the sense of HST. Also the set of infinites-
imals ˛, the set of positive unlimited numbers 61, and the set of positive appreciable
numbers @ are external subsets of R.

The Minkowski operations on subsets A; B of R are defined pointwise. With
respect to addition we have, with some abuse of language,

AC B D ¹aC b W a 2 A; b 2 Bº:

The remaining algebraic operations on sets are defined similarly.

Definition 2.1. A (scalar) neutrix is an additive convex subgroup of R. An external
number is the Minkowski-sum of a real number and a neutrix.

Each external number has the form ˛ D aCA, where A is called the neutrix part
of ˛, denoted by N˛/, and a 2 R is called a representative of ˛. We call ˛ neutricial
if ˛ D N˛/ and zeroless if 0 62 ˛. The external class of all neutrices is denoted by N ,
which is not a proper external set in the sense of HST, for “being a neutrix” amounts
to an unbounded property [12]. The external class of all external numbers is denoted
by E.
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The rules for addition, subtraction, multiplication and division of external num-
bers follow directly from the Minkowski operations.

Proposition 2.2. Let a; b 2 R, A; B be neutrices and ˛ D a C A; ˇ D b C B be
external numbers. Then

(a) ˛ ˙ ˇ D a˙ b C AC B .

(b) ˛ˇ D ab C Ab C BaC AB .

(c) If ˛ is zeroless, 1
˛
D

1
a
C

A
a2 .

External neutrices are appropriate as a model for the Sorites property and orders
of magnitude, for they are stable under some shifts, additions and multiplications. If
an external number ˛ D a C A is zeroless, one shows that its relative imprecision
R.˛/ � N.˛/=˛ satisfies

R.˛/ D A=a � ˛: (2.1)

In combination with the intrinsic vagueness of the Sorites property, the neutrix A
could be seen as a small error term for the real value a. Observe that the algebraic
rules of Proposition 2.2 correspond to the rules of informal error analysis [33]. In
particular, we may recognize the property of neglecting the product of errors in the
product rule given by Proposition 2.2 (b). Indeed, if ˛ or ˇ is zeroless, by (2.1) we
have AB � Ab C Ba, so we may neglect the neutrix product AB .

A neutrix N is invariant under multiplication by appreciable numbers, i.e.,
@N DN . An absorber ofN is a real number a such that aN �N and an exploder is
a real number b such that bN �N . Hence appreciable numbers are neither absorbers,
nor exploders. Notions such as limited, infinitesimal, absorber and exploder may be
extended in a natural way to external numbers.

A neutrix N also satisfies £N D N , so from an algebraic point-of-view neutrices
are modules over £. Division of neutrices is defined in terms of division of groups.

Definition 2.3. Let A;B 2 N . Then we define

A W B D ¹c 2 R W cB � Aº:

An order relation for external numbers is given as follows.

Definition 2.4. Let ˛; ˇ 2 E. We define

˛ � ˇ, 8a 2 ˛9b 2 ˇ.a � b/:

If ˛ \ ˇ D ; and ˛ � ˇ, then 8a 2 ˛8b 2 ˇ.a < b/ and we write ˛ < ˇ.

It is shown in [13] and [20] that the relation � is indeed an order relation, which
is compatible with the operations. If the neutrix A is contained in the neutrix B , one
has A � B and we say that B D max.A;B/.



N. Van Tran and I. van den Berg 270

The close relation to the real numbers and the group property of neutrices make
practical calculations with external numbers quite straightforward. We always have
subdistributivity and distributivity when multiplying with a real number, but in some
cases related to subtraction distributivity does not hold. Necessary and sufficient con-
ditions for distributivity are given in [11, Theorem 5.6].

For more complete introductions to external numbers, including illustrative exam-
ples and lists of axioms, we refer to [12, 13, 20].

2.2. Neutrices in higher dimension

Let n � 1 be standard. As in the one-dimensional case a set N � Rn is called a
neutrix if it is a convex additive group. In analogy to external numbers we define
external points as follows.

Definition 2.5. Let n 2 N be standard, p 2 Rn and N � Rn be a neutrix. Then
� D p CN � Rn is called an external point.

Also in analogy to external numbers a representative point p of an external point �
is not uniquely determined, in contrast to the neutrix part N.�/D ¹x0 � x W x;x0 2 �º.

Definition 2.6. Let n � 1 be standard. A neutrix N � Rn is called bounded if there
exists d 2 R; d > 0 such that kxk < d for all x 2 N .

Definition 2.7. Let n � 1 be standard andN � Rn be a neutrix. The linear part N.L/
of N is defined by

N.L/ D
[
¹S W S � N; S linear subspace of Rnº: (2.2)

A modular part N.M/ ofN is defined as a complement ofN.L/ inN , i.e., it holds that
N.L/ ˚N.M/ D N . Let x 2 Rn and � D x C N be an external point. Then we also
call N.L/ the linear part of � and N.M/ a modular part of � , and we write �.L/ D N.L/
and �.M/ D N.M/.

The linear part of a neutrix is uniquely defined, but a neutrix can have various
modular parts. For instance,

R �˛ D R

 
1

0

!
C˛

 
0

1

!
D R

 
1

0

!
C˛

 
1

1

!
:

Definition 2.8. Let n � 1 be standard and N � Rn be a neutrix. The dimension
dim.N / of N is defined by

dim.N / D max #¹z W z � N; z linearly independentº:

A linear subspace V of Rn is a particular case of a neutrix, and its dimension
corresponds to the common dimension in the sense of linear algebra.
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2.3. External vectors and matrices

For a detailed account of vectors and matrices of external numbers we refer to [37].
Here we recall some basic definitions and properties.

Convention 2.9. From now on we always assume that m; n � 1 are standard natural
numbers.

Definition 2.10. Let A1; : : : ; An be neutrices. Then A � .A1; : : : ; An/T is called a
neutrix vector.

Let B D .ˇ1; : : : ;ˇn/
T 2En, where ˇi D bi CBi for 1� i � n. Then B is called

an external vector. The vector b D .b1; : : : ; bn/T is said to be a representative vector
of B and the neutrix vector B D .B1; : : : ; Bn/T is said to be the associated neutrix
vector of B.

An external vector B D .ˇ1; : : : ; ˇn/
T 2 En can be identified with an exter-

nal point with neutrix part in the form of a direct sum B1e1 ˚ � � � ˚ Bnen. How-
ever, the notion of an external point is more general, for example, the external point
£
�
1
1

�
˚˛

�
1
�1

�
is not an external vector.

Definition 2.11. Let

A D

0B@˛11 ˛12 � � � ˛1n
:::

:::
: : :

:::

˛m1 ˛m2 � � � ˛mn

1CA ; (2.3)

where ˛ij D aij C Aij 2 E for 1 � i � m; 1 � j � n. Then A is called an external
matrix and we use the common notation A D .˛ij /m�n. For r < m we write Arn D

.˛ij /1�i�r;1�j�n. We denote by Mm;n.E/ the class of all m � n external matrices.
A matrix A 2 Mm;n.E/ is said to be neutricial if all of its entries are neutrices, a
special case is given by the zero matrix. We denote by Mm;n.R/ the set of all m � n
real matrices. With respect to (2.3) the matrix P D .aij /m�n 2Mm;n.R/ is called a
representative matrix and the matrix A D .Aij /m�n the associated neutricial matrix.
If m D n we may write Mn.E/ instead of Mn;n.E/ and Mn.R/ instead of Mn;n.R/.

Definition 2.12. Let B D .ˇ1; : : : ; ˇm/
T 2 Em and A D .˛ij /m�n 2Mm;n.E/. We

define

jˇj D max
1�i�m

jˇi j; B D min
1�i�m

Bi ; B D max
1�i�m

Bi ; Ai D max
1�j�n

Aij

for 1 � i � m, and

j˛j D max
1�i�m;1�j�n

j˛ij j and A D max
1�i�m;1�j�n

Aij :

The external matrix A is said to be limited if j˛j � £ and reduced if ˛ D ˛11 and
˛11 D 1C A11, with A11 � ˛, while all other entries have representatives which in
absolute value are at most 1.
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By the last part of Definition 2.12 a reduced external matrix always has a reduced
representative matrix.

Definition 2.13. For A D .˛ij /m�n, A0 D .˛0ij /m�n 2Mm;n.E/ we write A � A0 if
˛ij � ˛

0
ij for all i; j such that 1 � i � m, 1 � j � n.

2.4. Flexible systems

Flexible systems were introduced in [18] and studied in [38] and [36]. We recall the
basic notions for flexible systems and introduce some new useful notions.

Definition 2.14. Let A D .˛ij /m�n 2Mm;n.E/, x D .x1; : : : ; xn/T 2 Rn and B D

.ˇ1; : : : ; ˇm/
T 2 Em. Then the set of linear inclusions8̂<̂
:
˛11x1 C ˛12x2 C � � � C ˛1nxn � ˇ1;
:::

:::
: : :

:::
:::

˛m1x1 C ˛m2x2 C � � � C ˛mnxn � ˇm

(2.4)

is called a flexible system and denoted by Ax � B or AjB. The solution of (2.4) is
the set � of all vectors x 2 Rn such that Ax � B. The solution is exact if A� D B.

The solution £ of the simple inclusion ˛j£ is not exact, but as we shall see, the
solution of AjB is exact if A is a real matrix.

For flexible systems we will use throughout the notations of Definitions 2.10
and 2.11.

Definition 2.15. The system AjB is called reduced if A is reduced, limited if A is
limited, homogeneous if B is a neutrix vector, upper homogeneous if ˇ is a neutrix
and uniform if the neutrices of the right-hand side Bi � B are all the same. When
m D n, the system is called non-singular if A is non-singular.

Definition 2.16. Let A 2Mm;n.E/ and B;B 0 2 Em. Let p 2 N; p � 1 be standard
and A0 2Mp;n.E/. The systems AjB and A0jB 0 are equivalent if Ax �B,A0x �

B 0 for all x 2 Rn. Let H 2Mn.R/ be a permutation matrix. We say that AjB and
A0jB 0 are H -equivalent if Ax � B , A0y � B 0 whenever x 2 Rn and y D Hx.

It is also possible to define the equivalence of systems as in Definition 2.16 locally,
say, for all points with limited coordinates. However, if the matrices are singular,
Theorem 3.2 shows that solutions may be unbounded, so here it is preferable to define
equivalence for variables ranging over the whole space.

We will transform a general flexible system into a system with real coefficient
matrix in increasing row-echelon form, i.e., in row-echelon form, while the neutrices
on the right-hand side of the non-singular part are increasing from above to below.
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It will be shown that such a system is equivalent to the original system up to a
renumbering of the variables. We recall first the notion of feasibility space, whose
components correspond to constraints for each individual variable [38]. We incorpo-
rate these constraints into the system, giving rise to the notion of integrated systems.
Then we define the increasing row-echelon form, and finally we introduce some nota-
tion for the non-singular part of a system in increasing row-echelon form. The main
theorem of Section 3 affirms that the transformation can be carried out for any flexible
system and the procedure is illustrated in Section 3.2.

Definition 2.17. Let A 2Mm;n.E/, B 2 Em and AjB be a flexible system. For each
j with 1 � j � n we write

Fj D min
1�i�m

Bi W Aij :

The feasibility space is defined by F �
Ln
jD1 Fj ej .

Note that some components of the feasibility space may be a vector space. In par-
ticular, a component corresponding to a variable appearing only with real coefficients
is equal to R, and a component corresponding to a variable appearing with a non-zero
neutrix in a row with zero neutrix on the right-hand side is reduced to ¹0º.

Definition 2.18. Let A 2 Mm;n.E/, B 2 Em and AjB be a flexible system. Let
F � F1e1 ˚ � � � ˚ Fnen be the feasibility space corresponding to AjB. Let k with
0 � k � n be maximal such that Fj1

; : : : ; Fjk
� R, with 1 � j1 < � � � < jk � n. Then

we call F .c/ � .Fj1
; : : : ; Fjk

/T the constraint, k the constraint dimension, and the
k � n-matrix K D .dhl/1�h�k;1�l�n defined by

dhl D

´
1 l D jh;

0 else;

the constraint matrix.

The matrixK is a sort of shifted identity matrix, with modified Kronecker symbols
dhl , and indicates which variables do not range over the whole of R. Observe that K
is uniquely determined and that if A 2Mm;n.R/, both F .c/ and K are empty.

Definition 2.19. Let A 2Mm;n.E/, B 2 Em and AjB be a flexible system. Let P be
a representative matrix of A, F .c/ be the constraint having constraint dimension k,
and the k � n-matrix K 2Mk;n.R/ be the constraint matrix. Then the system with
real coefficient matrix  

P B

K F .c/

!
(2.5)

is called the associated integrated system generated by P .
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Notation 2.20. Let Q D .qij /m�n 2Mm;n.R/ be of rank r � 1 and C 2 Em. Then
we write

Q.r/
�

0B@q11 � � � q1r
:::

: : :
:::

qr1 � � � qrr

1CA ;
the j th column of Q by qTj and the first r elements of the j th column of Q by
.qrj /

T . We write C D .1; : : : ; m/
T D .c1 C C1; : : : ; cm C Cm/

T D c C C , C r D

.1; : : : ;r/
T , Cm�r D .rC1; : : : ;m/

T , cr D .c1; : : : ; cr/T, andC r D .C1; : : : ;Cr/T .
If r < n, for 1 � i � n � r we denote the i th canonical unit vector in Rn�r by en�ri .

We now define the increasing row-echelon form, where for convenience we as-
sume that the pivots are all on the principal diagonal.

Definition 2.21. Let Q 2Mm;n.R/ be of rank r � 1, reduced, in row-echelon form
and such that qi i D 1 if and only if 1 � i � r , and C 2 Em. We say that QjC is in
increasing row-echelon form if C1 � � � � � Cr .

Observe that in Definition 2.21 we only require that the neutrix parts of the right-
hand side corresponding to non-zero rows of the coefficient matrix are non-decreasing
from top to down.

Definition 2.22. Let A 2 Mm;n.E/, x 2 Rn, B 2 Em, and Ax � B be a flexible
system. Let P 2 Mm;n.R/ be a representative matrix of A. Assume the associated
integrated system by P is H -equivalent to a system Qy 2 C in increasing row-
echelon form obtained by Gaussian elimination, where q D m C k, Q 2 Mq;n.R/,
C 2 Eq and H 2Mn.R/ is a permutation matrix. Then we call Qy 2 C a system in
increasing row-echelon form associated to Ax � B by P .

3. Main theorem, solution set

In this section, we establish the main theorem, on the existence and properties of the
solution set of flexible systems. In Section 3.1 we formulate the theorem and show
that it leads to a procedure for solving a flexible system. In Section 3.2 we give a
concrete example illustrating this procedure.

Remark 3.1. Let AjB be a flexible system, and x be a real vector. In some cases we
apply a change of variables, and then we may make the variables explicit by writing,
say, Ax � B, or Ax 2 B in case A is real. We may still write the abbreviated form
AjB, if the variables are clear from the context, or if the symbols for the variables are
not essential for understanding. We always assume that the neutrices on the right-hand
side of a system AjB are different from R.
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3.1. Main theorem

The main theorem contains a general method for solving flexible systems AjB, con-
ditions for consistency and a closed form for the solution set. It gives additional
information on the neutrix part of the solution set and the rank of the coefficient
matrix of an associated integrated system.

Theorem 3.2 (Main theorem). Consider the system Ax � B, where A 2Mm;n.E/,
x 2 Rn and B D b CB 2 Em. Let P be a representative matrix of A and

�
P
K

ˇ̌
B

F .c/

�
be an associated integrated system, where K 2Mk;n.R/ is the constraint matrix and
F .c/ 2 Ek is the constraint, with k the constraint dimension. Let r D r

�
P
K

�
be the

rank of the coefficient matrix of the associated integrated system, where we assume
that r � 1.

(a) There exists a permutation matrixH 2Mn.R/ such that the system Ax �B

is H -equivalent to a system Qy 2 C in increasing row-echelon form which
it is associated to Ax � B by P , where Q 2 MmCk;n.R/ has rank r and
C � cCC � .1; : : : ;mCk/

T 2EmCk , with i D ci CCi for 1� i �mC k.

(b) The system Qy 2 C is consistent if and only if i is neutricial for r C 1 �
i � mC k; from now on, if we consider solutions and their properties, we
will tacitly assume that Qy 2 C , or equivalently Ax � B, is consistent.

(c) The solution � of Qy 2 C is exact, and given by

� D

 
.Q.r//�1cr

0

!
C

rX
iD1

 
Ci .Q

.r//�1eri
0

!

C

nX
kDrC1

R

 
�.Q.r//�1.qr

k
/T

en�r
k�r

!
: (3.1)

The matrix .Q.r//�1 is upper triangular. Moreover, the solution of the origi-
nal system Ax � B is given by � D H�1�.

(d) The linear part �.L/ of � is given by �.L/ D
Pn
kDrC1 R

�
�.Q.r//�1.qr

k
/T

en�r
k�r

�
and

has dimension n � r .

(e) The neutrix �.M/ �
Pr
iD1

�
Ci .Q

.r//�1er
i

0

�
is a modular part of �, and its

dimension is equal to the number of non-zero neutrices of C r .

(f) The rank of the coefficient matrix of the associated integrated system, the
neutrix part and the linear part of the solution of Ax �B, and the dimension
of its modular part do not depend on the choice of a representative matrix
of A.

The main theorem suggests the following solution method for flexible systems. To
begin with we choose a representative matrix P of A, write the constraints originat-
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ing from the neutrix parts in the matrix form KjF .c/ and join it to the system P jB

to obtain the associated integrated system
�
P
K

ˇ̌
B

F .c/

�
with rank r , say; it is shown in

Section 5.1 that this is always possible. Then the integrated system is transformed
into an equivalent system QjC in increasing row-echelon form; in Section 5.2 it is
shown that this can be done by using a Gaussian elimination procedure involving, if
necessary, interchanging columns of the coefficient matrix. Then we verify the con-
dition for consistency, which simply amounts to verifying whether the components of
C of index larger than r are neutricial. In case of consistency we apply the parameter
method of [38, Theorem 4.3]. This means that parameters are assigned to the neutri-
ces of C , then the system is solved by the usual means of linear algebra, which could
be done by repeated substitution, since the non-singular part of Q is upper triangular.
Finally, the closed form (3.1) is obtained by replacing the parameters in the solution
formula by their range.

Some elements of the solution procedure are not completely determined, in par-
ticular the choice of the representative matrix, and the choice of rows and columns in
the Gaussian elimination process. The choices will influence the solution formula, in
particular the support vector, the modular part and the basis of the linear part, in case
the system is undetermined. However, part (f) of Theorem 3.2 ensures the invariance
of the rank of the associated integrated matrix, hence also of the rank of the associated
matrix in increasing row-echelon form, of the linear part of the solution, and of the
dimension of its modular part.

The proof of Theorem 3.2 consists of several steps. In Section 4, we verify that
properties of linear algebra still hold for neutrices. Section 5 deals with the solution
strategy sketched above. In Section 6, we investigate the shape of the solution, and in
Section 7 we prove invariance of ranks, when choosing representative matrices and
vectors. In Section 8, we put the results together and complete the proof.

3.2. Example

With the help of the system defined below, we discuss in detail various aspects of the
notions which were introduced, the properties of the solutions as mentioned in the
main theorem and the steps of its proof.

Let " ' 0, " > 0. Consider the flexible system8̂<̂
:
.�1C "˛/x1 C x2 C .�0:2C "

2£/x3 � 2C "£;

.1C "2£/x1 � x2 C .0:1C "2˛/x3 � 1C "˛;

.1C˛/x1 � x2 C .0:15C "˛/x3 � �0:5C˛:

(3.2)

Then F1 Dmin."£ W "˛; "˛ W "2£;˛ W˛/D £ , F2 D "˛ W ¹0º DR and F3 Dmin."£ W
"2£; "˛ W "2˛;˛ W "˛/ D £=". Hence the feasibility space is given by F D £e1 ˚
Re2 ˚ .£="/e3.
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The constraint of the system (3.2) is F .c/ D .£; £="/T and the constraint matrix
is K D

�
1 0 0
0 0 1

�
.

We obtain a representative matrix P of the coefficient matrix of the system (3.2)
by neglecting the neutrix parts of the entries. Let B be the right-hand side, written in
matrix form. Then the integrated system associated to the system (3.2) becomes

 
P B

K F .c/

!
D

0BBBBB@
�1 1 �0:2 2C "£
1 �1 0:1 1C "˛

1 �1 0:15 �0:5C˛

1 0 0 £
0 0 1 £="

1CCCCCA : (3.3)

We put now the system (3.3) into increasing row-echelon form. The procedure
asks first that all non-zero rows of the coefficient matrix are situated above the zero
rows, which is trivially verified. Secondly each non-zero row should be reduced in
such a way that some coefficient should be equal to 1, while being maximal in absolute
value. Again this is already verified.

Then we interchange the first two rows since the neutrix on the right-hand side of
the second row is smaller than the neutrix on the right-hand side of the first row. We
get 0BBBBB@

1 �1 0:1 1C "˛

�1 1 �0:2 2C "£
1 �1 0:15 �0:5C˛

1 0 0 £
0 0 1 £="

1CCCCCA :
Gaussian elimination of the first column leads to0BBBBB@

1 �1 0:1 1C "˛

0 0 �0:1 3C "£
0 0 0:05 �1:5C˛

0 1 �0:1 £
0 0 1 £="

1CCCCCA :
We put again the non-zero rows into reduced form, observing that the increasing order
of the neutrices on the right-hand side is preserved. We get0BBBBB@

1 �1 0:1 1C "˛

0 0 1 �30C "£
0 0 1 �30C˛

0 1 �0:1 £
0 0 1 £="

1CCCCCA :
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For the pivot to be 1, we switch the second and third column, and obtain0BBBBB@
1 0:1 �1 1C "˛

0 1 0 �30C "£
0 1 0 �30C˛

0 �0:1 1 £
0 1 0 £="

1CCCCCA : (3.4)

We apply Gaussian elimination to the second column of (3.4), and obtain in a straight-
forward way 0BBBBB@

1 0:1 �1 1C "˛

0 1 0 �30C "£
0 0 0 ˛

0 0 1 £
0 0 0 £="

1CCCCCA : (3.5)

Finally, we interchange the third and the fourth row in (3.5), and get0BBBBB@
1 0:1 �1 1C "˛

0 1 0 �30C "£
0 0 1 £
0 0 0 ˛

0 0 0 £="

1CCCCCA � QjC : (3.6)

The system Qy � C of (3.6) is in increasing row-echelon form, with the neutrices
."˛; "£; £/ on the right-hand side corresponding to the non-singular part Q.3/ D�
1 0:1 �1
0 1 0
0 0 1

�
of the coefficient matrix Q increasing from above to below.

To solve the system, we ignore the last two rows, and let a parameter t1 range over
"˛, t2 range over "£ and t3 range over £. Then we get an ordinary upper triangular
system, given by 0B@1 0:1 �1 1C t1

0 1 0 �30C t2

0 0 1 t3

1CA :
We find .y1; y2; y3/ D .4C t1 � 0:1t2 C t3;�30C t2; t3/. Finally, noting that

.x1; x2; x3/ D .y1; y3; y2/, and substituting the parameters by their range, we obtain
the solution in vector form

� �

0B@�1�2
�3

1CA D
0B@ 4

0

�30

1CAC "˛
0B@10
0

1CAC "£
0B@�0:10

1

1CAC £

0B@11
0

1CA : (3.7)

Geometrically, we could interpret the solution given by (3.7) as a sort of affine space
in the direction .1; 1; 0/T , truncated to £ and with support vector .4; 0;�30/T , having
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a thin thickness "£ in the direction .�0:1; 0; 1/T and still thinner thickness "˛ in the
direction .1; 0; 0/T .

As for error analysis, with b D .2; 1: � 0; 5/ the solution u of the unperturbed
system P jb of rank 2 becomes

u � .u1; u2; u3/ D .4; 0; 30/
T
CR.1; 1; 0/T :

The neutrix terms of the perturbed system generate an error set for the support vector
in the form of the two-dimensional neutrix

M � "£.�0:1; 0; 1/T C "˛ .1; 0; 0/T :

This error set has a principal part of order " in the direction .�0:1; 0; 1/T , and a
thickness which is small with respect to ", for which we may as well choose the
orthogonal direction .1; 0; 0:1/T . The effect of the perturbation on the unbounded
component R.1; 1; 0/ of the solution is the truncation to its limited part.

Further, the example serves to illustrate that Gaussian elimination tends to give
smaller errors than Gauss–Jordan elimination. Indeed, it is straightforward to verify
that elimination of the element 0:1 on the first row and the second column of (3.4)
transforms M into M 0 � "£.�0:1; 0; 1/T C "£.1; 0; 0/T .

4. Algebraic properties of neutrices

In analogy with systems of linear equations, the solution set of a flexible system AjB

is the sum of a particular solution and the solution of a homogeneous inclusion. The
latter is a neutrix. Theorems 4.6 and 4.9 give additional information on neutrices in
higher dimension. If a neutrix is a direct sum of a linear space V and a bounded neutrix
W , the former is necessarily equal to the linear part of the neutrix, and the dimension
of W is uniquely determined. The latter is also true for a modular part, since, as we
will see, any modular part is a bounded neutrix. We will use these properties to prove
part (f) of the main theorem.

Proposition 4.1. Let A 2Mm;n.E/ and B 2 N m. Then

N � ¹x 2 Rn W Ax � Bº (4.1)

is a neutrix.

Proof. Let x; x0 2 Rn. By subdistributivity A.x � x0/ � Ax �Ax0 � B C B D B .
Let 0� �� 1. Again by subdistributivity A.�xC .1� �/x0/� �AxC .1� �/Ax0 �

�B C .1 � �/B D B . We conclude that N is a convex group.
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Theorem 4.2. Let A 2 Mm;n.E/ and B D b C B 2 Em. Let � be the solution of
the flexible system AjB, and N be given by (4.1). If � is non-empty, it holds that
� D x CN for any x 2 � . Moreover, N.�/ D N .

Proof. Let also y 2 � . Then A.y � x/ � Ay �Ax � B �B D B , so y � x 2 N .
Hence y 2 x CN and we derive that � � x CN .

Conversely, let y 2 x C N . Then y � x 2 N , so A.y � x/ � B , hence Ay D

A.xC .y � x// �AxCA.y � x/ �B CB DB. Hence y 2 � , which implies that
x CN � � .

Combining the above, we obtain that � D x CN . Then N.�/ D N .

We show now that the linear part of a neutrix is uniquely determined, and any
modular part is bounded, with uniquely determined dimension.

Notation 4.3. Let n � 1 be standard and N � Rn be a neutrix. We write

N.�/ �
[
¹Rv W Rv � N º;

N.�/ �
[
¹Rv W Rv \N � ¹0ºº [ ¹0º:

Proposition 4.4. Let n � 1 be standard and N � Rn be a neutrix. Then N.L/ is a
linear subspace of Rn and

N.L/ D N.�/: (4.2)

Proof. Firstly, we prove (4.2). The inclusion N.�/ � N.L/ is obvious. Let v 2 N.L/
and V � N a linear subspace of Rn such that v 2 V . Then Rv � N . It follows that
v 2 N.�/. Hence N.L/ � N.�/. Combining, we obtain (4.2).

Secondly, we prove that N.L/ is a linear subspace of Rn. Clearly 0 2 N.L/. Let
v;w 2 N.L/. Then, by the definition of N.L/, we have Rv � N and Rw � N . In
particular, v; w 2 N . Because N is a group, it holds that v C w 2 N . Let t 2 R.
Then t .v C w/ D tv C tw 2 N C N D N . Hence R.w C v/ � N , meaning that
v C w 2 N.L/. We conclude that N.L/ is a linear subspace of Rn.

Proposition 4.5. Let n � 1 be standard and N � Rn be a neutrix. Then N.�/ is a
linear subspace of Rn and

dim.N.�// D dim.N /: (4.3)

Proof. Firstly, we prove that N.�/ is a linear subspace of Rn. Clearly 0 2 N.�/. Let
v; w 2 N.�/. Then there exist s 2 R, s ¤ 0 such that sv; sw 2 N . Then s.v C w/ D
svC sw 2 N . If wC v D 0, clearly wC v 2 N.�/. If wC v ¤ 0, also s.wC v/¤ 0,
so R.w C v/ \ N � ¹0º, which implies that v C w 2 N.�/. Obviously Rv � N.�/.
We conclude that N.�/ is a linear subspace of Rn.
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Secondly, let d D dim.N /, m D dim.N.�//. If N D ¹0º, also N.�/ D ¹0º, and
d D m D 0. Assume now that N � ¹0º, then also N.�/ � ¹0º. There exists a linearly
independent set z � N such that d D #z. Because z � N.�/, we have

d � m: (4.4)

Conversely, there exists a linearly independent set of vectors w � ¹w1; : : : ; wmº �
N.�/. There exist s1; : : : ; sm 2R n ¹0º such that ¹s1w1; : : : ; smwmº �N . This implies
that

m � d: (4.5)

Combining (4.4) and (4.5), we conclude that d D m.

Theorem 4.6. Let n � 1 be standard and N � Rn be a neutrix. Let V be a linear
subspace of Rn and W � Rn be a bounded neutrix such that N D V ˚W . Then

(a) it holds that V D N.L/;

(b) the dimension of W is given by dim.W / D dim.N / � dim.N.L//.

Proof. (a) If V D ¹0º, or V D Rn it is easy to see that N.L/ D V . In the remaining
case ¹0º � V � Rn.

By (2.2) it holds that V �N.L/. Conversely, we show first thatN.�/ � V . Observe
that since W is bounded, there exists b 2 R, b > 0 such that for all x 2 W

kxk � b: (4.6)

Let v 2 N.�/, v ¤ 0. Suppose that v … V . Let k D dim.V /. Then 1 � k � n� 1. Let
¹v1; : : : ; vkº be an orthonormal basis of V . Because V is a linear subspace of Rn, it
holds that ¹v1; : : : ; vk; vº is linearly independent. Let U be the linear subspace of Rn

spanned by ¹v1; : : : ; vk; vº. Then U � N C N D N . Applying the Gram–Schmidt
orthogonalization procedure [29], we find a vector vkC1 such that ¹v1; : : : ; vk; vkC1º
is an orthonormal set of vectors in U . Then also RvkC1 � U � N . We may complete
¹v1; : : : vkC1º to an orthonormal basis ¹v1; : : : vnº of Rn.

Let t 2 R, t > b. Then
htvkC1; vkC1i > b: (4.7)

It follows from the fact RvkC1 � N that tvkC1 2 N D V ˚W . As a result, tvkC1 D
y C w where y D y1v1 C � � � C ykvk 2 V and w D w1v1 C � � � C wnvn 2 W , with
y1; : : : ; yk; w1; : : : ; wn 2 R. Hence

.w1 C y1/v1 C � � � C .wk C yk/vk C wkC1vkC1 C � � � C wnvn

D tvkC1

D htvkC1; vkC1ivkC1:
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Because of the uniqueness of the representation of the vector tvkC1 in the basis
¹v1; : : : ; vnº, one has wkC1 D htvkC1; vkC1i. Then jwkC1j > b by (4.7), while
jwkC1j � kwk � b by (4.6), a contradiction. Hence v 2 V , and we derive thatN.�/ �
V . Because N.�/ D N.L/, it holds that N.L/ � V .

Combining, we conclude that N.L/ D V .
(b) Because V \W D ¹0º, also V \W.�/ D ¹0º. Hence V ˚W.�/ D N.�/, and

being all linear spaces, dim.V /C dim.W.�//D dim.N.�//. Then it follows from (4.3)
that

dim.W / D dim.W.�// D dim.N.�// � dim.V / D dim.N / � dim.N.L//:

The previous equation finishes the proof.

We now recall a definition and a theorem of [34].

Definition 4.7. Let n � 1 be standard and N � Rn be a neutrix. Then the neutrix

ƒ.N/ � ¹� 2 R W 9u 2 Rnkuk D 1; �u � N º

is called the length of N .

Given a neutrix N � Rn, Theorem 4.8 states that there exists always a vector u
such that its intersection with the line Ru is maximal, i.e., it is equal to ƒ.N/u. This
property will be used to show that a modular part of N is uniformly bounded in any
direction, which proves the first part of Theorem 4.9.

Theorem 4.8 ([34, Theorem 5.2]). Let n � 1 be standard and N � Rn be a neutrix
with length �. Then there exists a unit vector u 2 Rn such that Ru \N D �u.

Theorem 4.9. Let n � 1 be standard and N � Rn be a neutrix. Let M be a modular
part of N . Then

(a) the modular part M of N is a bounded neutrix;

(b) the dimension of M is given by dim.M/ D dim.N / � dim.N.L//.

Proof. For part (a), suppose ƒ.M/ D R. By Theorem 4.8 there exists u 2 Rn such
that Ru \M D Ru, i.e., Ru � M . Hence M \ N.L/ � ¹0º, a contradiction. Hence
ƒ.M/ � R. This implies thatM � .ƒ.M//n is bounded. Then part (b) follows from
Theorem 4.6 (b).
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5. Solution strategy

5.1. Integrated system

Let AjB be a flexible system. Theorem 5.1 states that an associated integrated system
is equivalent to the original system. In a sense, it is a reformulation of [38, Theo-
rem 3.3].

Theorem 5.1. Let A D .˛ij /m�n 2Mm;n.E/ with ˛ij D aij C Aij for 1 � i � m,
1 � j � n, and B D .b1; : : : ; bm/

T C .B1; : : : ; Bm/
T 2 Em. Let P D .aij /m�n 2

Mm;n.R/ be a representative matrix of A. Let k 2 N be the constraint dimension,
F .c/ 2 N k be the constraint and K 2Mk;n.R/ be the constraint matrix. Then the
associated integrated system

�
P
K

ˇ̌
B

F .c/

�
is equivalent to AjB.

Proof. A vector x D .x1; : : : ; xn/T 2 Rn is a solution of the system AjB if and only
if 8̂<̂

:
.a11 C A11/x1 C � � � C .a1n C A1n/xn � b1 C B1;

:::
: : :

:::
:::

.am1 C Am1/x1 C � � � C .amn C Amn/xn � bm C Bm:

This is equivalent to Px 2 B and Aijxj � Bi for all 1 � i � m and 1 � j � n; the
latter is equivalent to

xj 2 Bi W Aij ; (5.1)

for 1 � i � m, 1 � j � n. For 1 � j � n the restriction (5.1) is equivalent to

xj 2 min
1�i�m

Bi W Aij D Fj : (5.2)

Let j1 < � � � < jk be such that F .c/ D .Fj1
; : : : ; Fjk

/T is the constraint, with k the
constraint dimension, while Fj D R for j 2 ¹1; : : : ; nºŸ¹j1; : : : ; jkº. Then (5.2)
amounts to

xjh
2 Fjh

� R (5.3)

for 1 � h � k. We may write (5.3) in the form Kx 2 F .c/, with K the constraint
matrix. Combining with the fact that Px 2 B, we conclude that x is a solution of the
system

�
P
K

ˇ̌
B

F .c/

�
. Hence AjB and

�
P
K

ˇ̌
B

F .c/

�
are equivalent.

5.2. Increasing row-echelon form

Theorem 5.2 states that every flexible system with real coefficient matrix can be put
into increasing row-echelon form. However, column permutations may be needed, so
the variables may appear in different order.
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Theorem 5.2. Let P 2Mm;n.R/ be of non-zero rank and B 2 Em. Then there exists
a permutation matrix H 2Mn.R/ such that the system Px 2 B is H -equivalent to
a system Qy 2 C which is in increasing row-echelon form and obtained by Gaussian
elimination, where Q 2Mm;n.R/ is of the same rank as P , C 2 Em and y D Hx.

The proof of Theorem 5.2 is based on the following lemma and its generalization.
They imply that in a reduced matrix the Gaussian operation of adding a multiple of
one row to another does not change the set of real admissible solutions, provided
on this row we can take a pivot equal to 1, and the neutrix on the right-hand side is
minimal.

Lemma 5.3. Consider the reduced flexible system with real coefficients´
x1 C a12x2 C � � � C a1nxn 2 b1 C B1;

a21x1 C a22x2 C � � � C a2nxn 2 b2 C B2:
(5.4)

If B1 � B2, the system (5.4) is equivalent to the system with equal neutrices and with
coefficient matrix of equal rank´
x1C a12x2 C � � �C a1nxn 2 b1 C B1;

.a22 � a21a12/x2 C � � �C .a2n � a21a1n/xn 2 b2 � a21b1 C B2:
(5.5)

Proof. The Gaussian row-operation does not modify the rank of the coefficient matrix.
Observe that ja21j � 1 and B1 � B2, so

B2 ˙ a21B1 D B2: (5.6)

Hence the row-operation leaves the neutrix on the right-hand side of the second row
unchanged. We conclude that the neutrices on the right-hand side of the system (5.5)
are equal to the neutrices on the right-hand side of the system (5.4).

To show the equivalence of the systems, assume x D .x1; : : : ; xn/T satisfies the
system (5.4). It follows directly from (5.6) that x satisfies the second row of (5.5).
Then x satisfies the system (5.5), because it obviously satisfies the first row. Con-
versely, if x D .x1; : : : ; xn/T satisfies (5.5), again using (5.6),

a21x1 C a22x2 C � � � C a2nxn

D .a22 � a21a12/x2 C � � � C .a2n � a21a1n/xn

C a21.x1 C a12x2 C � � � C a1nxn/

2 b2 � a21b1 C B2 C a21.b1 C B1/ D b2 C B2 C a21B1 D b2 C B2:

We conclude that x satisfies (5.4). Hence the two systems are equivalent.

The following lemma on subtraction of rows in order to create zeros below some
pivot on the principal diagonal is more general. It can be proved similarly.
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Lemma 5.4. Let P D .pij /m�n 2 Mm;n.R/ be reduced and of rank r � 1, B D

.ˇ1; : : : ; ˇm/
T 2 Em, with ˇi D bi C Bi for 1 � i � m. Let k 2 N be such that

1 � k < r . Assume that pij D 0 for k � i � m, 1 � j < k, pkk D 1, and Bk � Bi
for k � i � m. Let Q D .qij /m�n 2Mm;n.R/ be defined by

qij D

´
pij 1 � i � k; 1 � j � n;

pij � pikpkj k C 1 � i � m; 1 � j � n;

and the external vector C D .1; : : : ; m/
T by

i � ci C Ci D

´
ˇi 1 � i � k;

ˇi � pikˇk k C 1 � i � m:

Then

(a) it holds that Ci D Bi for 1 � i � m;

(b) one has qij D 0 for k C 1 � i � m, 1 � j � k;

(c) the matrix Q has the same rank as P ;

(d) the systems P jB and QjC are equivalent.

Proof of Theorem 5.2. Let P D .aij /m�n and r D r.P /; r � 1. We prove the theorem
by external induction, increasing stepwise the part of the system P jB having the
desired form.

We push all rows such that P has at least one non-zero element to the upper side,
and all zero rows of P jB to below, so between them there are possibly rows with zero
elements within P and a non-zero right-hand element.

To avoid notational complexity, we suppose that the rows with index 1; : : : ; k of
P all have a non-zero element, and, if k < m, the rows with index k C 1; : : : ; l have
a non-zero right-hand element, with l � m. We thus obtain a system P .0/x 2 B.0/

which is equivalent to P jB, with the same rank for the coefficient matrix.
For 1� i � k, we let jai j D max1�j�n jaij j, choose ai Nj such that jai Nj j D jai j, and

divide row i of P .0/jB.0/ by ai Nj . Among the first k rows we choose a row such that
the neutrix part on the right-hand side is minimal and permutate it with the first row.
Some coefficient on the new first row is equal to 1, and we permutate the correspond-
ing column with the first column. Then we apply Gaussian elimination to the part
below the new first element. The resulting system will be denoted by P .1/x.1/ 2B.1/,
where x.1/ D H .1/x, with H .1/ 2Mn.R/ a permutation matrix. It is reduced and in
increasing row-echelon form as far as the first row is concerned, the first column of
P .1/ has zero elements below the pivot, and the elements of its remaining columns
are all limited. It follows from Lemma 5.4 that the Gaussian operations used lead to
an equivalent system with equal rank for the coefficient matrix and equal neutrices on
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the right-hand side. Hence B
.1/
1 � B

.1/
i for 2 � i � k, r.P .1//D r.P / and P .1/jB.1/

and P jB are H .1/-equivalent.
Suppose that s < r and the system P .s/x.s/ 2 B.s/ is reduced and in increasing

row-echelon form up to row s, where x.s/ D H .s/x, with H .s/ 2Mn.R/ a permuta-
tion matrix, and such that the system isH .s/-equivalent to P jB, with r.P .s//D r.P /,
while the elements in the first s columns of P .s/ below row s are zero, and its remain-
ing elements are limited. We insert the rows of P .s/jB.s/ such that P .s/ has zero
coefficients into the existing group of rows with non-zero neutrix on the right-hand
side. Then the rows of P .s/ are non-zero up to k.s/, say. We repeat the procedure
sketched above, and start by constructing a reduced coefficient matrix by dividing
the rows of P .s/jB.s/ below row s by an element which in absolute value is max-
imal; note that this element is at most limited, so its inverse is not an absorber of
the neutrices on the right-hand side. Hence the neutrices of the right-hand side up to
s continue to be contained in the neutrices of the following rows; one of these rows
with minimal neutrix will be interchanged with row sC 1. Then we permute columns,
such that the first element of row s C 1 equal to 1 occurs in column s C 1. We apply
Gaussian elimination to the column s C 1 below row s C 1. The resulting system will
be denoted by P .sC1/x.sC1/ 2 B.sC1/, where x.sC1/ D Sx.s/ for some permutation
matrix S 2Mn.R/. The column of P .sC1/ below row s C 1 has only zero elements.
The submatrix of P .sC1/ below and to the right of this element is limited. It follows
from the induction hypothesis and Lemma 5.4 that

B
.sC1/
i D B

.s/
i � B

.s/
iC1 D B

.sC1/
iC1 � B

.sC1/
sC1

for 1 � i < s:
Hence P .sC1/jB.sC1/ is in increasing row-echelon form up to the .s C 1/th row.
By construction and again by Lemma 5.4 we have B

.sC1/
sC1 � B

.sC1/
i for s C

2 � i � k.s/, r.P .sC1// D r.P .s// and P .sC1/x.sC1/ 2 B.sC1/ is S -equivalent to
P .s/x.s/ 2B.s/. This implies that r.P .sC1//D r.P / and that P .sC1/x.sC1/ 2B.sC1/

is H .sC1/-equivalent to Px 2 B, with the permutation matrix H .sC1/ � SH .s/.
By external induction we may thus continue up to row r , and obtain a system

Qy 2 C in increasing row-echelon form up to row r , where y D Hx for some per-
mutation matrix H 2Mn.R/, such that Qy 2 C is H -equivalent to Px 2 B, with
Q D .qij /m�n 2 Mm;n.R/ of the same rank as P and C 2 Em. Observe that the
elements qij for i > r and j < r are zero by the induction hypothesis, the elements
below qrr are zero by construction, and then the elements qij for i > r and j > r

must be also zero, otherwise r.Q/ > r , a contradiction. Hence the system QjC is in
increasing row-echelon form.
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5.3. On consistency

In this subsection, we give first a criterion for consistency for a system with real coef-
ficient matrix in row-echelon form. We apply it to obtain a criterion for an arbitrary
flexible system.

Proposition 5.5. Let Q 2 Mm;n.R/ be in row-echelon form and C D c C C D

.1; : : : ; m/
T 2 Em. Assume r.Q/ D r . Then QjC is consistent if and only if j is

neutricial for r C 1 � j � m, and then the systemsQjC andQrnjC r are equivalent.

Proof. Assume that QjC is consistent. If j is zeroless for some j with r C 1 � j �
m, we would have 0 2 j at row j , a contradiction. Hence j � Cj is neutricial. Then
for r C 1 � j � m all rows are of the form 0 2 Cj , which is automatically satisfied.
Hence the systems QjC and QrnjC r are equivalent.

Conversely, if j � Cj is neutricial for r C 1 � j � m, the corresponding rows
are all of the form 0 2 Cj , which, as we saw, is always satisfied. Hence the system
QjC is equivalent to the remaining system QrnjC r . Because r.Qrn/ D r , the system
Qrnjcr is consistent, hence also QrnjC r . By equivalence, QjC is consistent.

We now characterize the consistency of the original flexible system AjB.

Theorem 5.6. Let A 2Mm;n.E/, B 2 Em and AjB be a flexible system. Let P 2
Mm;n.R/ be a representative matrix of A. Let F .c/ be the constraint, k � n be
the constraint dimension and K 2Mk;n.R/ be the constraint matrix. Let r

�
P
K

�
D r .

Assume that Q 2MmCk;n.R/, C 2 EmCk and QjC is a system in increasing row-
echelon form associated to AjB by P . Then

(a) there exists a permutation matrix H 2 Mn.R/ such that the systems AjB

and QjC are H -equivalent;

(b) it holds that r.Q/ D r
�
P
K

�
D r;

(c) the system AjB is consistent if and only if CmCk�r is neutricial.

Proof. (a) By Theorem 5.1 the system AjB is equivalent to
�
P
K

ˇ̌
B

F .c/

�
. By Theo-

rem 5.2 there exists a permutation matrixH 2Mn.R/ such that the systems
�
P
K

ˇ̌
B

F .c/

�
and QjC are H -equivalent. Hence AjB is H -equivalent to QjC .

(b) Also by Theorems 5.1 and 5.2 we have r.Q/ D r
�
P
K

�
D r .

(c) By part (b) it holds that r.Q/ D r . Then by Proposition 5.5 the system QjC is
consistent if and only if CmCk�r is neutricial. This implies part (c).

Example 5.7. Consider the flexible system8̂<̂
:
.�1C "˛/x1 C .1C˛/x2 C .�0:2C "£/x3 � 2C "£;

.1C "£/x1 C .�1C "£/x2 C .0:1C˛/x3 � 1C "˛;

.1C˛/x1 C .�1C˛/x2 C .0:15C "˛/x3 � �0:5C˛:

(5.7)
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The coefficient matrix of (5.7) has the same representative matrix as (3.2), having
larger neutrices. With this representative matrix the integrated system becomes0BBBBBBB@

�1 1 �0:2 2C "£
1 �1 0:1 1C "˛

1 �1 0:15 �0:5C˛

1 0 0 ˛

0 1 0 "£
0 0 1 "£

1CCCCCCCA :

Putting the second, fifth and sixth row on top, and applying Gaussian elimination, we
find the system in increasing row-echelon form0BBBBBBB@

1 �1 0:1 1C "˛

0 1 0 "£
0 0 1 "£
0 0 0 3C "£
0 0 0 1:5C˛

0 0 0 �1C˛

1CCCCCCCA :

The rank of the coefficient matrix is 3. We see that the fourth, fifth and sixth compo-
nent of the right-hand side are zeroless, so by Theorem 5.6 the system is inconsistent.

5.4. Extended parameter method

We will now solve the system (2.5). A system with rank equal to the number of
inclusions is solved by the parameter method in [38], which admits a solution in
closed form. In the case of a system P jB, where P 2Mm;n.R/ is a real coefficient
matrix and B D b C B is an external vector, the parameter method is as follows. Let
B D .B1; : : : ; Bm/

T . We let s D .s1; : : : ; sm/T , where si is a real parameter such that
si 2 Bi for 1 � i � m. We solve P j.b C s/ with common methods of linear algebra,
and in the end we substitute the si by their range Bi .

We will see that the parameter method also works for a system in increasing row-
echelon form QjC . This implies that the system (2.5) can also be solved, after the
transformation into an equivalent system in increasing row-echelon form as described
in the proof of Theorem 5.2.

The next theorem presents the solution in closed form in the case that P .m/ is
non-singular. In addition to representatives of bounded scalar neutrices we have also
parameters ranging over linear spaces of one dimension. The solution is therefore
exact.
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Theorem 5.8. Let 1 �m � n 2N, P D .aij /m�n 2Mm;n.R/ be of rankm and such
that P .m/ is non-singular, and B D b C B 2 Em. Let � be the solution of the system
P jB. Let

V D

nX
kDmC1

R

 
�.P .m//�1aT

k

en�m
k�m

!
; (5.8)

W D

mX
iD1

 
Bi .P

.m//�1emi
0

!
: (5.9)

Then

(a) the set V is the solution of the system P j0;

(b) the equality PW D B holds;

(c) the set W C V is the solution of the system P jB;

(d) the solution � of P jB is given by � D
�
.P .m//�1b

0

�
CW C V ;

(e) the solution � is exact.

Proof. The set � is non-empty, because P jb is consistent.
(a) It is obvious from linear algebra that V is the solution set of P j0.
(b) Let si 2 R for 1 � i � m, s � s1em1 C � � � C s1e

m
m and

w �

 
.P .m//�1s

0

!
D

mX
iD1

 
si .P

.m//�1emi
0

!
:

Assume first that s 2 B . Then si 2 Bi for 1 � i � m, hence w 2 W , while Pw D s.
HencePW �B . Conversely, let s 2PW . Then there existsw 2W such thatPwD s.
Because w 2 W , by (5.9) it holds that s 2 B . Hence PW � B . We conclude that
PW D B .

(c) Let �B be the solution set of P jB . Clearly

P.W C V / D PW C PV D B C 0 D B;

so W C V � �B . On the other hand, let s 2 B and �s be the solution of P js. By
part (b) there exists ws 2 W such that Pws D s. Then it follows from linear algebra
that �s D ws C V is the solution of P js. Hence �B D

S
s2B �s D

S
s2B.ws C V / �

W C V . We conclude that �B D W C V .
(d) Clearly

�
.P .m//�1b

0

�
2 � . Then part (d) follows from Theorem 4.2 and part (c).
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(e) The matrix P has real coefficients. Then by distributivity, part (d), part (b) and
part (a) it holds that

P� D P

  
.P .m//�1.b/

0

!
CW C V

!

D P

  
.P .m//�1.b/

0

!!
C PW C PV D b C B C 0 D b C B:

Hence the solution � is exact.

6. The neutrix part of the solution of a system with real coefficient
matrix

Let P jB be a flexible system, where P 2 Mm;n.R/ is a real coefficient matrix of
rank m. We will see that the solution set � is exact. Its neutrix N.�/ has the form
of a direct sum of its linear part �.L/ and a modular part �.M/. The dimension of
�.L/ depends on the rank of P and the dimension of �.M/ on the number of non-zero
neutrices on the right-hand side.

Theorem 6.1. Let 1 �m � n 2N, P D .aij /m�n 2Mm;n.R/ be of rankm and such
that P .m/ is non-singular, and B D b C B 2 Em. Let � be the solution of the system
P jB. Let V be given by (5.8) and W by (5.9). Then

(a) the set V is a linear space, equal to the direct sum

V D
M

mC1�k�n

R

 
�.P .m//�1aT

k

en�m
k�m

!
;

with dimension
dimV D n �mI

(b) the set W is a bounded neutrix, equal to the direct sum

W D
M

Bk�¹0º

Bk

 
.P .m//�1em

k

0

!
; (6.1)

with dimension
dim.W / D #¹k W Bk � ¹0ººI (6.2)

(c) the neutrix part of � is given by N.�/ D W ˚ V ;

(d) the set V is the linear part of � , and the set W is a modular part of � .



Gaussian elimination for flexible systems of linear inclusions 291

Proof. (a) Being the solution of P j0, the set V is a linear space. The set of vectors

GV �

´
�.P .m//�1aTmC1

en�m1

; : : : ;
�.P .m//�1aTn

en�mn�m

µ
is linearly independent. Hence

V D

nX
kDmC1

R

 
�.P .m//�1aT

k

en�m
k�m

!
D

M
mC1�k�n

R

 
�.P .m//�1aT

k

en�m
k�m

!
and dimV D n �m.

(b) Formula (6.1) is a consequence of the fact that the set of m vectors

GW �

´
�.P .m//�1em1

0
; : : : ;

�.P .m//�1emm
0

µ
is linearly independent. Being a direct sum of scalar neutrices, the set W is a neutrix.
By Remark 3.1 the components of the neutrix B are bounded. Then it follows from
(6.1) that the components of the neutrix W are bounded, hence also W is bounded.
Formula (6.2) follows from the fact thatBk.P .m//�1emk � ¹0º if and only ifBk � ¹0º,
for 1 � k � m.

(c) Clearly GV [GW is linearly independent. This implies that N.�/ D V ˚W .
(d) By part (c) it holds that N.�/ D V ˚W , while V is a linear space by part (a),

and W is a bounded neutrix by part (b). Then Theorem 4.6 implies that V is the
linear part of N.�/. Then it follows from Definition 2.7 that V D �.L/ and that W is a
modular part of � .

7. Invariance of rank of integrated matrices

Representative matrices of an external matrix may have different ranks; this is obvious
for a neutricial matrix, which has both a zero representative matrix and non-zero rep-
resentative matrices. In contrast, Proposition 7.1 shows that the rank of the coefficient
matrix of an integrated system associated to a flexible system is always the same.

Proposition 7.1. Consider the system AjB, where A 2Mm;n.E/ and B 2 Em with
N.B/ D B . Let

�
P
K

ˇ̌
B

F .c/

�
and

�
P 0

K

ˇ̌
B

F .c/

�
be two associated integrated systems,

where P; P 0 are two representative matrices of A and K is the constraint matrix.
Let r D r

�
P
K

�
and r 0 D r

�
P 0

K

�
. Let C 2 N m; C 0 2 N m, and Qy 2 C be a system in

increasing row-echelon form associated to Ax � B by P , and Q0z 2 C 0 be a system
in increasing row-echelon form associated to Ax � B by P 0, where y D Hx and
z D H 0x for some permutation matrices H;H 0 2 Mn.R/. Let � be the solution of
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the homogeneous system
�
P
K

�
x 2

�
B

F .c/

�
and � 0 be the solution of the homogeneous

system
�
P 0

K

�
x 2

�
B

F .c/

�
.

Then

(a) it holds that �.L/ D � 0.L/;

(b) the set H� is the solution of QrnjC r and the set H 0� 0 is the solution of
.Q0/r

0nj.C 0/r
0

;

(c) it holds that r D r.Q/ D r.Q0/ D r 0.

Proof. Being homogeneous, the system Ax � B is consistent. Then its solution is a
neutrix N . By Theorem 5.1 the homogeneous systems

�
P
K

�
x 2

�
B

F .c/

�
and

�
P 0

K

�
x 2�

B
F .c/

�
are both equivalent to AjB, hence they are equivalent. Consequently,

� D N D � 0: (7.1)

(a) From (7.1) we derive that �.L/ D � 0.L/.
(b) It follows from Theorem 5.2 that H� is the solution of Qy 2 C and H 0� 0 is

the solution of Q0z 2 C 0. Again by Theorem 5.2,

r.Q/ D r

 
P

K

!
D r; r.Q0/ D r

 
P 0

K

!
D r 0: (7.2)

Then it follows from Proposition 5.5 that H� is the solution of QrnjC r and H 0� 0 is
the solution of .Q0/r

0nj.C 0/r
0

.
(c) By parts (a) and (b)

r.Q/ D r.Qrn/ D n � dim..H�/.L// D n � dim.H�.L// D n � dim.�.L//

D n � dim.� 0.L// D n � dim.H 0� 0.L// D n � dim..H 0� 0/.L//

D r..Q0/r
0n/ D r.Q0/: (7.3)

Formulas (7.2) and (7.3) imply part (c).

8. Proof of the main theorem

Proof of Theorem 3.2. (a) By Theorem 5.1 the system Ax � B is equivalent to�
P
K

�
x 2

�
B

F .c/

�
, where

�
P
K

�
2MmCk;n.R/ and

�
B

F .c/

�
2 EmCk . By Theorem 5.2

there exists a permutation matrix H 2Mn.R/ such that the system
�
P
K

�
x �

�
B

F .c/

�
is H -equivalent to a system Qy 2 C which is in increasing row-echelon form and
obtained by Gaussian elimination, whereQ 2Mm;n.R/, r.Q/D r and C � cCC �

.1; : : : ; mCk/
T 2 EmCk , with i D ci CCi for 1� i �mC k. Hence also Ax �B

is H -equivalent to the system Qy � C .
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(b) Since r.Q/ D r , it follows from Proposition 5.5 that the system QjC is con-
sistent if and only if j is neutricial for r C 1 � j � mC k.

(c) By Proposition 5.5 the consistent system QjC is equivalent to the system
QrnjC r . Because Q.r/ is an upper triangular matrix of dimension r � r , so is
.Q.r//�1. Put

W D

rX
iD1

 
Ci .Q

.r//�1eri
0

!
;

V D

nX
kDrC1

R

 
�.Q.r//�1.qr

k
/T

en�r
k�r

!
:

Then (3.1) follows from Theorem 5.8 (d). By part (a) the solution of AjB is given by
� D H�1�.

(d) By Theorem 6.1 (d) it holds that �.L/ D V , and dim.�.L// D mC k � r by
Theorem 6.1 (a).

(e) By Theorem 6.1 (b) it holds that �.M/ � W is a bounded neutrix and

dim.�.M// D #¹i � r W Ci � ¹0ºº:

(f) By Proposition 7.1 (c) the rank of a coefficient matrix of an associated inte-
grated system does not depend on the choice of a representative matrix. Let the neutrix
N be the solution of the homogeneous system Ax � B , with B the neutricial vector
associated to the external vector B. Then N.�/ D N by Theorem 4.2, so the neutrix
part of � does not depend on the choice of a representative matrix. Also �.L/ D N.L/,
so the linear part of � does not depend on the choice of a representative matrix. LetM
be a modular part of � . ThenM is a modular part of N.�/DN , soN DN.L/˚M . By
Theorem 4.9 (b) we have dim.M/ D dim.N / � dim.N.L//, which does not depend
on the choice of a representative matrix.

9. Essential parts and feasible systems

Consider a flexible system AjB. The appearance of neutrices in the coefficient matrix
induces feasibility inclusions in the associated integrated system

�
P
K

ˇ̌
B

F .c/

�
. Some-

times they just restrict the range of some of the variables, such as in the example of
Section 3.2, but it is also possible that they interfere with the original system, which
was the case in Example 5.7. Indeed, the solution strategy of the main theorem may
involve change of rows, so a row of the “constraint part” KjF .c/ could be inserted
into the “representative part” P jB. We call a system feasible if this does not need to
happen, otherwise said, if AjB is equivalent to P jB. The equivalence will be a con-
sequence of a more general property, which divides a system AjB into an “essential
part” and a “remaining part” of inclusions which may be neglected. Proposition 5.5 is
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a special case of this property, indicating that rows with zeros in the coefficient matrix
and a neutrix on the right-hand side may be omitted.

To start with we recall the notion of determinant and non-singularity given in [18]
and introduce some notation.

For A 2Mn.E/, the determinant � � det.A/ � d CD is defined in the usual
way through sums of signed products. Also minors are defined in the usual way.

Definition 9.1. Let A 2Mn.E/. Then A is called non-singular if � is zeroless.

Observe that a representative matrix of a non-singular matrix A is always non-
singular.

Notation 9.2. Consider the flexible system AjB, where A 2Mm;n.E/ and B 2 Em.
Let 1 � r < m. For each j such that 1 � j � n we write

Arj D max
1�i�r

Aij ; Am�rj D max
1Cr�i�m

Aij ;

Br D max
1�i�r

Bi ; Bm�r D min
1Cr�i�m

Bi :

Definition 9.3. Let A 2 Mm;n.E/, B 2 Em and AjB be a flexible system. Let
AE jBE be a subsystem of AjB. The subsystem AE jBE is called essential if AjB

and AE jBE are equivalent.

Assume that the rows and columns of a flexible system AjB are ordered in such
a way that the submatrix A.r/ is non-singular. Theorem 9.4 below gives a criterion
such that the first r rows of the system form an essential subsystem. In fact, r should
be the rank of a representative system and on the right-hand side the neutrices below
row r should be at least as large as the neutrices up to row r , while in contrast the
biggest neutrix in each column of the coefficient matrix should appear above row r .
In addition, det.A.r// should not be an absorber of the maximal neutrix on the right-
hand up to r .

Theorem 9.4. Let A D .˛ij /m�n 2Mm;n.E/ be limited and B D .ˇ1; : : : ; ˇn/
T 2

Em. Let N.˛ij / D Aij and N.ˇi / D Bi for 1 � i � m, 1 � j � n. Let r 2 N be such
that 1 � r < m. Assume that

(a) the matrix A.r/ is non-singular;

(b) there exist a representative matrix P D .aij /m�n of A and a representative
vector b of B such that r.P jb/ D r;

(c) the determinant det.A.r// is not an absorber of Br ;

(d) the neutrices on the right-hand side satisfy Br � Bm�r ;

(e) the neutrices of the coefficient matrix satisfy Am�rj � Arj for all 1 � j � n.

Then ArnjBr is an essential part of AjB.
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Proof. Obviously, a vector x D .x1; : : : ; xn/T 2 Rn which is a solution of the system
AjB is a solution of ArnjBr .

Conversely, assume that x D .x1; : : : ; xn/
T 2 Rn is a solution of the system

ArnjBr . By assumption (b), there exists a representative matrix P D .aij /m�n of
A and a representative vector b D .b1; : : : ; bn/

T of B such that .P jb/ has rank r .
Let r C 1 � k � m. We need to prove that x satisfies the kth inclusion of the system
AjB, i.e.,

nX
jD1

˛kjxj D

nX
jD1

.akj C Akj /xj D

nX
jD1

akjxj C

nX
jD1

Akjxj � ˇk : (9.1)

We prove first the neutrix part. Let 1 � j � n. Because Am�rj � Arj , Arj D Ai0j for
some i0 with 1 � i0 � r and x is a solution of ArnjBr ,

Akjxj � A
m�r
j xj � A

r
jxj D Ai0jxj � Bi0 � B

r � Bm�r � Bk :

Hence
nX

jD1

Akjxj � Bk : (9.2)

Secondly, we show that
Pn
jD1 akjxj 2 ˇk . For 1 � i � m we denote the i th row of

.P jb/ by ui � .ai1; : : : ; ain; bi /. Because r.P jb/ D r and the matrix A.r/ is non-
singular, it holds that dr � det.P .r// 6D 0, i.e., P .r/ is also non-singular. Then there
exist real numbers t1; : : : ; tr such that

uk D t1u1 C � � � C trur I (9.3)

in fact, it follows from Cramer’s rule that ti D
det.P .i/

rk
/

dr
for 1 � i � r , where

P
.i/

rk
�

0BBBBBBBBBBB@

a11 : : : a1r
:::

: : :
:::

a.i�1/1 � � � a.i�1/r
ak1 � � � akr

a.iC1/1 � � � a.iC1/r
:::

: : :
:::

ar1 � � � arr

1CCCCCCCCCCCA
:

By assumption (c), and the fact that det.P .i/
rk
/ is limited, we have for 1 � i � r

tiBr D det.P .i/
rk
/
Br

dr
D det.P .i/

rk
/Br � Br :
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By assumption (d),

t1B1 C � � � C trBr � t1Br C � � � C trBr � rBr D Br � B
m�r
� Bk : (9.4)

Because x is a solution of the system ArnjBr ,8̂<̂
:
a11x1 C a12x2 C � � � C a1nxn 2 b1 C B1;
:::

:::
: : :

:::
:::

ar1x1 C ar2x2 C � � � C arnxn 2 br C Br ;

hence 8̂<̂
:
t1a11x1 C t1a12x2 C � � � C t1a1nxn 2 t1.b1 C B1/;

:::
:::

: : :
:::

:::

trar1x1 C trar2x2 C � � � C trarnxn 2 tr.br C Br/:

Consequently,

.t1a11x1 C t1a12x2 C � � � C t1a1nxn/C � � � C .trar1x1 C trar2x2 C � � � C trarnxn/

2 t1.b1 C B1/C � � � C tr.br C Br/;

hence

.t1a11 C � � � C trar1/x1 C .t1a12 C � � � C trar2/x2 C � � � C .t1a1n C � � � C trarn/xn

2 .t1b1 C � � � C trbr/C .t1B1 C � � � C trBr/:

Then (9.3) and (9.4) imply that

ak1x1 C � � � C aknxn 2 bk C .t1B1 C � � � C trBr/ � bk C Bk : (9.5)

Formula (9.1) follows from (9.5) and (9.2). Hence ArnjBr is an essential part of
AjB.

Corollary 9.5. With the notations of Theorem 9.4, let A 2 Mm;n.R/ be limited.
Assume that

(a) the matrix A.r/ is non-singular;

(b) there exists a representative vector b of B such that r.Ajb/ D r;

(c) the determinant det.A.r// is not an absorber of Br ;

(d) the neutrices of the coefficient matrix satisfy Br � Bm�r .

Then ArnjBr is an essential part of AjB.

Proof. Because A is a real matrix, it holds thatAm�rj D Arj D 0 for 1� j � n. Hence
the result follows from Theorem 9.4.
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Definition 9.6. A flexible system AjB is said to be feasible if there exists a represen-
tative matrix P of A such that AjB and P jB are equivalent.

By Theorem 5.1 a system AjB is equivalent to its associated integrated system�
P
K

ˇ̌
B

F .c/

�
, here P is a representative matrix of A, F .c/ is the constraint and K is

a constraint matrix. In case the system is feasible, the representative part P jB is an
essential part, in other words we may neglect the constraint partKjF .c/. Theorem 9.7
gives conditions for this to happen. For convenience it is formulated for systems of
full rank.

Theorem 9.7. Let m � n, A 2Mm;n.E/ be limited, B 2 Em and AjB be a flexible
system. Let m be the maximum in absolute value of all minors of order m. Assume
that m ¤ 0. Let F .c/ be the feasibility space of AjB with components F1; : : : ; Fk
and let F D min¹F1; : : : ; Fkº. Assume that

(a) the maximal neutrix on the right-hand side satisfies B � F ;

(b) the maximum in absolute value of the minors m is not an absorber of B .

Then the system AjB is feasible.

Proof. Because A has a non-zero minor of orderm, there exist a representative matrix
P of A and a representative vector b of B such that r.P /D r.P jb/Dm. LetK be the
constraint matrix of AjB. By Theorem 5.1 the system AjB is equivalent to

�
P
K

ˇ̌
B

F .c/

�
.

We may change the order of appearance of the variables to obtain an H -equivalent
system

�
P 0

K0

ˇ̌
B

F .c/

�
such that det..P 0/.m// D m, where K 0 is again a constraint matrix

and H 2Mn.R/ is a permutation matrix. Then det..P 0/.m// is not an absorber of B ,
while B � F . By Corollary 9.5 the system

�
P 0

K0

ˇ̌
B

F .c/

�
is equivalent to P 0jB, hence

H -equivalent to P jB. Hence AjB is feasible.

10. On robustness

Informally, a property is robust if it is stable under small perturbations. Often, robust-
ness is studied in the context of optimization, and typically, if a minimum is attained
at some point u, one looks for a convex set V in the neighborhood of u such that for
values in V the same minimum is attained, and the determination of the largest set V
becomes a maximization property, see, e.g., [2, 3, 21, 32]. Strict robustness requires
that the property is totally unchanged in some neighborhood of a given value, in other
cases it is only asked that the property almost holds [4, 14, 24], if so one may speak
about light of recoverable robustness. In our context of the study of inclusions, we
choose to study a form of strict robustness, i.e., persistence of a property in a convex
neighborhood.
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Definition 10.1. Let u 2 Rd with d � 1 and R.u/ be a property. We say that R.u/
is robust if there exists a convex set V � Rd such that ¹uº � V and R.v/ holds for
every v 2 V . The robustness domainW of R.u/ is defined byW D ¹v 2 Rd W R.v/º.

Definition 10.2. Consider the system P jB, where P 2 Mm;n.R/ is reduced. Let
Q 2Mm;n.N /. If the systems P jB and .P CQ/jB are equivalent, the system .P C

Q/jB is called a strict perturbation of P jB. A strict perturbation .P C Q/jB is
limited if the matrix P CQ is limited. The robustness matrix is the maximal matrix R

in the sense of inclusion such that RjB is a limited strict perturbation of P jB.

Assume Px 2 B, where P is a real matrix, x a real vector and B an external
vector. Let .P CQ/jB be a strict perturbation of P jB, where Q D .Qij /m�n, with
Qij a neutrix for 1� i �m, 1� j � n. Consider a representative matrix yqD .qij /m�n
of Q, i.e., qij 2 Qij for 1 � i � m, 1 � j � n. We may identify yq with a vector
q 2 Rmn. Consider the property

R.q/ WD .P C yq/x 2 B:

Then R.0/ corresponds to Px 2 B. We see that R.0/ is robust, with R.q/, R.0/

for q 2
L
1�i�m;1�j�nQij , which is convex indeed.

The neutrices of a limited strict perturbation, and in particular the robustness
matrix, must be strictly contained in £, so are at most equal to˛. Note a perturbation
by the neutrix £ tends to be too incisive, for it would lead to a coefficient matrix that
cannot be put in reduced form, and in many cases to inconsistency.

Example 10.3. Consider the system P jB given by P jB D
�
1 1
1 �1

ˇ̌
3C˛
1C˛

�
, with solu-

tion set � D
�
2C˛
1C˛

�
. By substitution we see that � also solves the system .P C

.˛/2�2/x �B, and we conclude that every real vector x satisfies Px 2B if and only
if it satisfies Rx � B, with R D

�
1C˛ 1C˛
1C˛ �1C˛

�
. Hence the systems P jB and RjB

are equivalent. The matrix R is the robustness matrix for the system P jB. Indeed,
if a perturbation matrix P C Q of P contains a larger neutrix than ˛, this neutrix
is at least as large as £, and P C Q is no longer limited; note also that the system
.P CQ/jB is inconsistent.

We consider now reduced non-singular systems P jB. Theorem 10.4 indicates
that the robustness matrix R D P C E may be explicitly determined provided that
det.P / is not an absorber of B , and the perturbations are sufficiently small such that
RjB remains the essential part, when adding the constraint inclusions generated by
the neutrices of E.

Theorem 10.4. Let P D .aij /n�n be a real non-singular reduced matrix and d D
det.P /. Consider the system P jB with B D .ˇ1; : : : ; ˇn/

T , where ˇi D bi C Bi is
external for all 1 � i � n and d is not an absorber of B . Let dj D det.Mj /, where
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Mj is the matrix obtained from P by substituting the j th column of P by the column
vector b. Let the matrix E � .Eij /n�n be defined by

Eij D

´
Bid=dj dj ¤ 0; Bid=dj � ˛;

˛ else;
(10.1)

and R D P CE. Assume
Bi W Ei � B (10.2)

for 1� i � n and d CE is zeroless. Then the non-singular matrix R is the robustness
matrix of P jB.

Proof. Since E � ˛, the matrix R is reduced. As a result, det.R/ � d C E is zero-
less. Hence RjB is non-singular.

We show now that RjB and P jB are equivalent. The solution of the system P jB

is the external vector x CX , where

x D P�1b D .d1=d; : : : ; dn=d/
T (10.3)

and for 1 � j � n the components Xj of X D
Pn
iD1 BiP

�1ei are given by

Xj D 1=d

nX
kD1

.BkCkj /I

here Cij is the i; j -cofactor of P . Because the cofactors of a reduced matrix are
limited, and 1=d is not an exploder of B , it holds that

X � B: (10.4)

We let now x be a real vector satisfying the system RjB. We define for 1 � i � n
a neutricial vector Gi D .Gi1; : : : ; Gin/T by

Gij D Bi W Eij :

It follows from (10.1) that every component xj of x satisfies

xj 2 Gij (10.5)

for 1 � i � n. Indeed, if dj ¤ 0 and Bid=dj � ˛ we always have Eij D Bi=xj , i.e.,
xj 2 Bi W Eij DGij . If dj ¤ 0 and Bid=dj �˛, we have xj˛� Bi , while˛D Eij .
Again, xj 2 Bi W Eij D Gij . Finally, if dj D 0, xj 2 Gij is automatically satisfied, for
xj D dj =d D 0.

Also, using (10.2),
Gij � Bi W Ei � B (10.6)

for all i; j with 1 � i; j � n.
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By Theorem 5.1 and (10.5) the system RjB may be decomposed into0BBB@
P B

I G1
:::

:::

I Gn

1CCCA : (10.7)

In particular, x satisfiesP jB. ThenP jB is equivalent to I j.xCX/, hence the system
(10.7) is equivalent to the system 0BBB@

I x CX

I G1
:::

:::

I Gn

1CCCA : (10.8)

If we take the representative vector .x; x; : : : ; x/T of the right-hand side of the sys-
tem (10.8), the rank of the extended matrix of the resulting real system is equal to
r.I jx/ D n. Clearly det.I / D 1 is not the absorber of any neutrix, and also the inclu-
sions (10.6) and (10.4) hold. Then we derive from Corollary 9.5 that I j.x C X/ is
the essential part of (10.8). Hence (10.8) is also equivalent to P jB. We conclude that
RjB and P jB are equivalent.

Finally, we show that R is the robustness matrix. Let A D .aij /n�n be such that
.P C A/jB is equivalent to P jB , where P C A is a limited matrix. Then for all i; j
with 1 � i; j � n

Aij � ˛: (10.9)

The real vector x given by (10.3) is also the solution of the system .P CA/jB. Then
for all i; j with 1 � i; j � n it holds that Aijxj D Aijdj =d � Bi and, if dj ¤ 0, also
Aij � Bid=dj . Then Aij � Eij if Bid=dj � ˛, and if ˛ � Bid=dj or dj D 0 the
inclusion Aij � Eij follows from (10.9).

We conclude that .P C E/jB is the maximal limited strict perturbation of P jB,
hence R is its robustness matrix.

The next corollary states that the neutrices occurring in the columns of the struc-
turally robustness matrix of a uniform system are all equal.

Corollary 10.5. Consider the uniform system P jB, where P D .aij /n�n is a real
non-singular reduced matrix and B D .ˇ1; : : : ; ˇn/

T , where ˇi D bi CB , with B an
external neutrix. Assume that d D det.P / is not an absorber of B . Let di D det.Mi /,
where Mi is the matrix obtained from P by substituting the i th column of P by the
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column vector b. Let the n � n matrix E be defined by

E D

0B@E1 � � � En
:::

: : :
:::

E1 � � � En

1CA ;
where Ei D min.˛; Bd=di / for 1 � i � n. Let E D max1�i�nEi and R D P CE.
Assume d CE is zeroless. Then the non-singular matrix R is the robustness matrix
of P jB.

Proof. The result follows from Theorem 10.4, observing that E1j D E2j D � � � D

Enj D Ej for all 1 � j � n, and that condition (10.2) is satisfied, since B W Ei D B W
E � B W ˛ � B for 1 � i � n.

We finish with some examples. We start with a flexible system for which the
robustness matrix R exhibits different neutrices for each entry. Then we give an exam-
ple of a uniform system with a robustness matrix having identical neutrices in each
column. The final example shows that Theorem 10.4 is no longer valid if the determi-
nant of the coefficient matrix is an absorber of the neutrices on the right-hand side of
the flexible system.

Example 10.6. Consider the system

P jB D

 
1 1 ! C 2C £=!
1 �1 ! C˛

!
:

Then

R �

 
1C £=!2 1C £=!
1C˛=! �1C˛

!
is the robustness matrix of QjB. Indeed, det.P / D �2, which is not an absorber
of any neutrix and the verification of the remaining conditions of Theorem 10.4 is
straightforward.

Example 10.7. Let ! 2 RC be unlimited. Consider the uniform system

P jB D

 
1 1 ! C 2C˛

1 �1 ! C˛

!
:

It is straightforward to verify that by Corollary 10.5 we obtain the robustness matrix

R D

 
1C˛=! 1C˛

1C˛=! �1C˛

!
:
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Example 10.8. Let " be a positive infinitesimal. Consider the uniform flexible system

P jB D

 
1 1 1C˛

1 1C " 1C˛

!
:

We have d � det
�
1 1
1 1C"

�
D " ¤ 0. Let us choose b D

�
1
1

�
as a representative of the

right-hand side. Then applying Cramer’s rule, we obtain d1 D " and d2 D 0. Suppose
we define E D .Eij /1�i;j�2 as in (10.1), then Eij D ˛ for 1 � i; j � 2. The fact
that d is an absorber of the neutrix˛ on the right-hand side and the fact that det.P C
E/ D ˛ imply that two conditions of Corollary 10.5 are not satisfied. In addition, it
is obvious that the matrix P CE is singular. We show that

.P CE/jB D

 
1C˛ 1C˛ 1C˛

1C˛ 1C˛ 1C˛

!
is not equivalent to P jB. Indeed, let �P be the solution of P jB and �PCE be the
solution of .P C E/jB. A straightforward application of the parameter method of
Theorem 5.8 shows that �P D

�
1
0

�
C˛="

�
1C"
�1

�
C˛="

�
�1
1

�
, from which we derive

that �P D
�
1
0

�
C˛

�
1
0

�
C˛="

�
�1
1

�
. Also, the singular system .P CE/jB is equiv-

alent to
P 0jB 0 �

�
1C˛ 1C˛ 1C˛

�
:

Its associated integrated system becomes 
P 0 B 0

K F .c/

!
D

0B@1 1 1C˛

1 0 £
0 1 £

1CA :
If we put it in increasing row-echelon form and apply the parameter method we find
that �PCE D

�
1
0

�
C˛

�
1
0

�
C £

�
�1
1

�
.

We see that �PCE � �P , hence P jB and .P CE/jB are not equivalent.
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