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C �-algebraic approach to the principal symbol. III

Yuri Kordyukov, Fedor Sukochev, and Dmitriy Zanin

Abstract. We treat the notion of principal symbol mapping on a compact smooth manifold as a
�-homomorphism of C�-algebras. Principal symbol mapping is built from the ground, without
referring to the pseudodifferential calculus on the manifold. Our concrete approach allows us to
extend Connes trace theorem for compact Riemannian manifolds.

1. Introduction

This paper is motivated by the theory of pseudodifferential operators. A central notion
of that theory is that of a principal symbol, which is roughly a homomorphism from the
algebra of pseudo-differential operators into an algebra of functions, [14, Lemma 5.1],
[13, Theorem 5.5], [31, pp. 54–55]. Usually, it is defined in a manner inhospitable for
operator theorists. However, in [29], a new approach to a principal symbol mapping on
a certain C �-subalgebra … in B.L2.Rd // is proposed; this mapping turns out to be a �-
homomorphism from … into a commutative C �-algebra. The C �-algebra … contains all
classical compactly based pseudodifferential operators. This provides a very simple and
algebraic approach to the theory.

Whereas our approach is more elementary than the classical approach, the C �-algebra
… introduced in [29] (see also [19]) is much wider than the class of classical compactly
based pseudo-differential operators of order 0 on Rd . The aim of this paper is to extend
this C �-algebraic approach to the setting of smooth compact manifolds.

The C �-algebra … in Definition 1.1 below is the closure (in the uniform norm) of
the �-algebra of all compactly supported classical pseudodifferential operators of order 0.
However, we use an elementary definition of… which does not involve pseudodifferential
operators. The idea to consider this closure may be discerned yet in [3] (see Proposi-
tion 5.2, p. 512). For the recent development of this idea, we refer to [19, 29].

Let Dk D @
i@tk

be the k-th partial derivative operator on Rd (these are unbounded
self-adjoint operators on L2.Rd /). In what follows,
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Let the d -dimensional vector r

.��/
1
2

be defined by the functional calculus. Let Mf be the

multiplication operator by the function f .

Definition 1.1. Let �1 W L1.Rd / ! B.L2.Rd //, �2 W L1.Sd�1/ ! B.L2.Rd // be
defined by setting

�1.f / DMf ; �2.g/ D g

�
r
p
��

�
; f 2 L1.R

d /; g 2 L1.S
d�1/:

Let A1 D C C C0.Rd / and A2 D C.Sd�1/. Let … be the C �-subalgebra in B.L2.Rd //
generated by the algebras �1.A1/ and �2.A2/.

According to [29], there exists a �-homomorphism

sym W …! A1 ˝min A2 ' C
�
Sd�1;C C C0.R

d /
�

(1.1)

such that
sym

�
�1.f /

�
D f ˝ 1; sym

�
�2.g/

�
D 1˝ g:

Here, A1 ˝min A2 is the minimal tensor product of the C �-algebras A1 and A2 (see
[24, Propositions 1.22.2 and 1.22.3]). The elements of A1 ˝min A2 are identified with
continuous functions on Rd � Sd�1. This �-homomorphism is called a principal symbol
mapping. It properly extends the notion of the principal symbol of the classical pseudodif-
ferential operator.

It is natural to ask whether C �-algebraic approach works in the general setting of
smooth compact manifolds. It makes sense to de-manifoldize the question and reformulate
it in a purely Euclidean fashion. We begin with the natural question on the properties of
the C �-algebra ….

Question 1.2. The natural unitary action of the group of diffeomorphisms on Rd is
defined as follows. Let ˆ W Rd ! Rd be a diffeomorphism. Let Uˆ 2 B.L2.Rd // be
a unitary operator given by setting

Uˆ� D
ˇ̌
det.Jˆ/

ˇ̌ 1
2 � .� ıˆ/; � 2 L2.R

d /:

Here, Jˆ is the Jacobian matrix of ˆ.
Is the C �-algebra … invariant under the action T ! U�1ˆ T Uˆ‹ Does the �-homo-

morphism sym behave equivariantly under this action?

Theorem 3.5 provides a positive answer to Question 1.2 (under the additional require-
ment thatˆ is affine outside of some ball). This additional assumption yields, in particular,
that ˆ extends to a diffeomorphism of the projective space P d .R/. We emphasise that
Question 1.2 in full generality remains open. Furthermore, Theorem 3.11 proves an invari-
ance of … and equivariance of sym under local diffeomorphisms.

The resolution of Question 1.2 has opened an avenue for the definition of the C �-
algebra …X associated with an arbitrary compact smooth manifold X . This C �-algebra
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has a remarkable property: it admits a �-homomorphism symX W …X ! C.S�X/, where
S�X is the cosphere bundle of X (see Section 2.7). If X D Rd , then symX coincides
with the mapping sym above. Every classical order 0 pseudodifferential operator T on X
belongs to…X and its principal symbol in the sense of pseudodifferential operators equals
symX .T /. On the other hand, not every element of …X is pseudodifferential (e.g. because
the principal symbol of a pseudodifferential operator is necessarily smooth, while that of
the element of …X is only continuous). An approach to pseudodifferential calculi based
on C �-algebras theory was first suggested by H. O. Cordes [8] (see [20] for the case of a
closed manifold).

Below, we briefly describe the construction of …X via the patching process (see a
more precise description in Section 7.2).

Let X be a compact smooth manifold with an atlas .Ui ; hi /i2I . We will fix a suffi-
ciently good measure � onX , given by a continuous positive density (see Definition 2.20).
If T 2 B.L2.X; �// is compactly supported in some chart .Ui ; hi / (i.e., there exists
� 2 C1c .Ui / such that T D TM� DM�T ), then, by composing with hi , we can transfer
T to an operator on L2.Rd /.

Definition 1.3. LetX be a compact smooth manifold equipped with a continuous positive
density � and let T 2 B.L2.X; �//. We say that T 2 …X if

(1) for every i 2 I and for every � 2 Cc.Ui /, the operator M�TM� transferred to an
operator on L2.Rd / belongs to …;

(2) for every  2 C.X/, the operator ŒT;M � is compact.

Theorem 1.4. If X is a smooth compact manifold and if � is a continuous positive dens-
ity on X , then …X is a C �-algebra and there exists (see Definition 7.8) a surjective
�-homomorphism

symX W …X ! C.S�X/

such that
ker.symX / DK

�
L2.X; �/

�
:

In other words, we have a short exact sequence

0!K
�
L2.X; �/

� id
�! …X

symX
���! C.S�X/! 0:

This short exact sequence first appeared in [3] (see Proposition 5.2, p. 512) and plays
an important role in index theory (see, for instance, [5, Section 24.1.8] or [4, Section 2]).
It is essentially equivalent to the fact that for any operator T 2 …X with principal symbol
a 2 C.S�X/,

inf
®
kT CKk1 W K 2K

�
L2.X; �/

�¯
D kakC.S�X/:

For singular integral operators, this result was proved by Gohberg [10] and Seeley [25].
Proofs in the language of pseudodifferential operators have been given in [12,14]. It should
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be noted that the definition given in [3] is somewhat imprecise (see [20], in particular, a
discussion on p. 329).

As a corollary of Theorem 1.4, we provide a version of Connes trace theorem (see
Theorem 1.5 below). As stated, it extends [7, Theorem 1]. Connes trace theorem is ubi-
quitous in non-commutative geometry. It serves as a ground for defining a general notion
of the non-commutative integral and non-commutative Yang–Mills action (that is, [7, The-
orem 14] is taken as a definition in the non-commutative setting).

We now compare our Theorem 1.5 with various versions of Connes trace theorem
available in the literature. The original proof of Connes was according to [11] “somewhat
telegraphic”. For example, it was not mentioned in [7] that the manifold is Riemannian and
that the pseudodifferential operator featuring in [7, Theorem 1] is classical. Two proofs
are given in [11] (Theorem 7.18, p. 293) and both of them rely on the assumption of
ellipticity of the underlying pseudo-differential operator (this assumption is redundant as
demonstrated in our approach). Despite their critique of Connes exposition, the authors
of [11] also do not mention the classicality of their pseudodifferential operator. Another
two proofs are given in [2]. As the authors of [2] admit, their proofs are quite sketchy;
however, they provide a correct statement. The advantage of our approach is threefold:
(a) we consider a strictly larger class of operators; (b) we consider a strictly larger class
of traces; (c) we work in a convenient category of C �-algebras (i.e., non-commutative
topological spaces) and not in a category of classical pseudodifferential operators which
does not have a natural counterpart in non-commutative geometry.

Theorem 1.5. Let ' be a normalised continuous trace on L1;1. Let .X;G/ be a compact
Riemannian manifold and let � be the Riemannian volume. If T 2 …X , then

'
�
T .1 ��G/

� d2
�
D cd

Z
T �X

symX .T /e
�qXd�;

where � is the Liouville measure on T �X and e�qX is the canonical weight of the Rieman-
nian manifold (as defined in Section 2.8).

When T is a classical pseudodifferential operator, the right-hand side coincides with
the Wodzicki residue of T .1��G/�

d
2 . We refer the reader to the extensive discussion of

this matter in [17].
One should note a sharp contrast between the setting of Theorem 1.5 and that of The-

orem 1.4. Indeed, in the latter theorem, the (smooth compact) manifold is rather arbitrary,
while in the former it is Riemannian. The Riemannian structure of X in Theorem 1.5 is
needed in two places: (a) there is no natural measure on the cosphere bundle of an arbit-
rary smooth manifold (but such a measure arises naturally if the manifold is Riemannian);
(b) Riemannian structure provides us with a natural second-order differential operator (i.e,
Laplace–Beltrami operator). In the setting of a general smooth manifold, the second issue
can be circumvented by replacing �G with an arbitrary elliptic second-order differen-
tial operator (whose resolvent falls into the ideal Ld;1). However, the lack of a natural
measure on S�X prevents us from stating Theorem 1.5 in that generality.
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We now briefly describe the structure of the paper. Section 2 collects known facts used
further in the text. Theorems 3.5 and 3.11 in Section 3 assert the equivariant behavior of
the principal symbol mapping in Euclidean setting under the action of diffeomorphisms.
Theorem 3.5 is proved in Section 5. Theorem 3.11 is proved in Section 6. Our main result,
Theorem 1.4, is proved in Section 7 with the help of Globalisation Theorem from Sec-
tion 7.1 (proved in the appendix). Finally, Connes trace theorem on compact Riemannian
manifolds (that is, Theorem 1.5) is proved in Section 8.

2. Preliminaries and notations

As usual, B.H/ denotes the �-algebra of all bounded operators on the Hilbert space H
and K.H/ denotes the ideal of all compact operators in B.H/. As usual, the Euclidean
length of a vector t 2 Rd is denoted by jt j.

We frequently use the equality

ŒDk ;Mf � DMDkf ; f 2 C1.Rd /: (2.1)

2.1. Principal ideals in B.H /

It is well known that every ideal in B.H/ consists of compact operators.
Undoubtedly, the most important ideals are the principal ones. Among them, a special

role is played by the ideal Lp;1, a principal ideal generated by the diagonal operator
diag...k C 1/�

1
p /k�0/. We frequently use the following property (related to the Hölder

inequality) of this scale of ideals:

Lp;1 �Lq;1 D Lr;1;
1

r
D
1

p
C
1

q
:

We mention in passing that Lp;1 is quasi-Banach for every p > 0 (however, we do not
need the quasi-norms in this text).

2.2. Traces on L1;1

Definition 2.1. If 	 is an ideal in B.H/, then a unitarily invariant linear functional ' W
	 ! C is said to be a trace.

Since U�1T U � T D ŒU�1; T U � for all T 2 	 and for all unitaries U 2 B.H/, and
since the unitaries span B.H/, it follows that traces are precisely the linear functionals on
	 satisfying the condition

'.TS/ D '.ST /; T 2 	; S 2 B.H/:

The latter may be reinterpreted as the vanishing of the linear functional ' on the com-
mutator subspace which is denoted Œ	; B.H/� and defined to be the linear span of all
commutators ŒT;S� W T 2	, S 2B.H/. Note that '.T1/D '.T2/whenever 0� T1;T2 2	
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are such that the singular value sequences �.T1/ and �.T2/ coincide. For p > 1, the ideal
Lp;1 does not admit a non-zero trace, while for p D 1, there exists a plethora of traces
on L1;1 (see e.g. [18]). An example of a trace on L1;1 is the Dixmier trace introduced
in [9] that we now explain.

Example 2.2. Let ! be an extended limit. Then, the functional Tr! WLC1;1!RC defined
by setting

Tr!.A/ D !

 ²
1

log.2C n/

nX
kD0

�.k;A/

³
n�0

!
; 0 � A 2 L1;1;

is additive and, therefore, extends to a trace on L1;1. We call such traces Dixmier traces.
These traces clearly depend on the choice of the functional ! on l1.

An extensive discussion of traces, and more recent developments in the theory, may
be found in [18] including a discussion of the following facts.

(1) All Dixmier traces on L1;1 are positive.

(2) All positive traces on L1;1 are continuous in the quasi-norm topology.

(3) There exist positive traces on L1;1 which are not Dixmier traces.

(4) There exist traces on L1;1 which fail to be continuous.

We are mostly interested in normalised traces ' W L1;1 ! C, that is, satisfying
'.T / D 1 whenever 0 � T is such that �.k; T / D 1

kC1
for all k � 0.

Traces on L1;1 play a fundamental role in non-commutative geometry. For example,
they allow writing Connes character formula (we refer the reader to [17, Section 5.3] and
references therein).

2.3. Sobolev spaces

Sobolev space W m;2.Rd /, m 2 ZC, consists of all distributions f 2 L2.Rd / such that
every distributional derivativeD˛f , ˛ 2 ZdC, of order j˛j1 D

Pd
kD1 ˛k �m also belongs

to L2.Rd /.
The importance of Sobolev spaces in the theory of differential operators can be seen

e.g. from the fact thatW 1;2.Rd / is the domain of the self-adjoint tupler. Also,W 2;2.Rd /
is the domain of the self-adjoint positive operator ��.

We refer the reader to the books [1, 30] for further information on Sobolev spaces.
Further, we need the following standard result (see e.g. [30, p. 322]).

Theorem 2.3. Sobolev space W m;2.Rd /, m 2 ZC, is invariant under diffeomorphisms
which are affine outside of some ball.

2.4. Pseudodifferential operators

If p2C1.Rd�Rd / (that is, bounded smooth function whose derivatives are also bounded
functions), then the Calderon–Vaillancourt theorem (see e.g. unnumbered proposition on
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[27, p. 282]) asserts that the operator Op.p/ defined by the formula (here, F is Fourier
transform on Rd )�

Op.p/�
�
.t/ D .2�/�

d
2

Z
Rd

eiht;sip.t; s/.F �/.s/ds; � 2 L2.R
d /; (2.2)

is bounded in L2.Rd /.
If m 2 Z, m � 0, is such that

sup
t;s2Rd

�
1C jsj2

� jˇ j1�m
2
ˇ̌
D˛
t D

ˇ
s p.t; s/

ˇ̌
<1; ˛; ˇ 2 ZdC; (2.3)

then we say that Op.p/ 2 ‰m.Rd /. For m > 0, the class ‰m.Rd / is defined by the same
formula. The difference is that, form > 0, operators in‰m.Rd / are no longer bounded as
operators from L2.Rd /! L2.Rd /; instead, they are bounded operators fromW m;2.Rd /
to L2.Rd /.

The key property is that

‰m1.Rd / �‰m2.Rd / � ‰m1Cm2.Rd /; m1; m2 2 Z: (2.4)

Moreover, by [23, Theorem 2.5.1], we have

Op.p1/ � Op.p2/ 2 Op.p1p2/C‰m1Cm2�1.Rd /; (2.5)

whenever Op.p1/ 2 ‰m1.Rd / and Op.p2/ 2 ‰m2.Rd /. The next lemma follows imme-
diately from (2.4) and (2.5).

Lemma 2.4. If m1; m2 2 Z,

Tl 2 Op.pl /C‰ml�1.Rd /; Op.pl / 2 ‰ml .Rd /; l D 1; 2;

then
T1T2 � Op.p1p2/ 2 ‰m1Cm2�1.Rd /:

Let T 2 ‰m.Rd /, m < 0, and let  2 C1c .R
d / be such that T DM T . Recall that

the operator M .1 ��/
m
2 is compact (see e.g. [26, Theorem 4.1]). Thus,

T DM .1 ��/
m
2 � .1 ��/�

m
2 T 2K

�
L2.R

d /
�
� B
�
L2.R

d /
�
DK

�
L2.R

d /
�
: (2.6)

Differential operators of order m � 0 with smooth bounded coefficients (all derivat-
ives of the coefficients are also assumed bounded) belong to ‰m.Rd /. Indeed, it follows
directly from (2.2) thatX

j˛j1�m

Mf˛D
˛
D Op.p/; p.t; s/ D

X
j˛j1�m

f˛.t/s
˛; t; s 2 Rd : (2.7)

The following standard result is available, e.g., in [16, Theorem 1.6.20].

Theorem 2.5. Let T 2 ‰m.Rd /, m � 0, extend to a self-adjoint positive operator T W
W m;2.Rd /! L2.Rd /. For every z 2 C, we have .T C 1/z 2 ‰m<.z/.Rd /.

If, in addition, T is a differential operator with positive principal symbol p, then

.T C 1/z � Op
�
.p C 1/z

�
2 ‰m<.z/�1.Rd /:



Y. Kordyukov, F. Sukochev, and D. Zanin 1272

2.5. Pseudodifferential-like operators in …

If q 2 C1c .R
d � Sd�1/, then we set

.Tq�/.t/ D .2�/
� d2

Z
Rd

eiht;siq

�
t;
s

jsj

�
.F �/.s/ds; � 2 L2.R

d /: (2.8)

Lemma 2.6 ([29, Lemma 8.1]). For every q 2 C1c .R
d � Sd�1/, we have Tq 2 … and

sym.Tq/ D q.

Lemma 2.7 ([29, Lemma 8.2]). Let q2C1c .R
d�Sd�1/. If 2C1c .R

d / equals 1 near 0,
then

Op.p/ � Tq 2K
�
L2.R

d /
�
;

where

p.t; s/ D q

�
t;
s

jsj

�
�
�
1 �  .s/

�
; t; s 2 Rd :

2.6. Cotangent bundle

Notation 2.8. Let X be a smooth d -dimensional manifold with atlas .Ui ; hi /i2I , where
I is an arbitrary set of indices.

(1) We denote

�i D hi .Ui / � Rd ; �i;j D hi .Ui \Uj / � Rd ; i; j 2 I:

(2) We denote by ˆi;j W �i;j ! �j;i the diffeomorphism given by the formula

ˆi;j .t/ D hj
�
h�1i .t/

�
; t 2 �i;j :

In the next fact, we recall the manifold structure of T �X .

Fact 2.9. Let X be a d -dimensional manifold with an atlas ¹.Ui ; hi /ºi2I . Let T �X be
the cotangent bundle ofX and let � W T �X ! X be the canonical projection. There exists
an atlas ¹��1.Ui /;Hiºi2I of T �X such that

(1) for every i 2 I, Hi W ��1.Ui /! �i �Rd is a homeomorphism;

(2) for every i; j 2 I such that Ui \Uj ¤ ¿, we have

.Hj ıH
�1
i /.t; s/ D

�
ˆi;j .t/;

�
J �ˆi;j .t/

��1
s
�
; t 2 �i;j ; s 2 Rd :

In the next fact, we identify functions on the T �X and their local representations. It is
important that this identification preserves continuity.

Fact 2.10. Let Fi W �i �Rd ! C for every i 2 I. If

Fi ıHi D Fj ıHj on ��1.Ui \Uj / for every i; j 2 I;

then there exists a unique function F W T �X ! C such that

Fi D F ıH
�1
i on �i �Rd ; i 2 I:
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2.7. Cosphere bundle

Definition 2.11. Define a dilation action �! �� of .0;1/ on each �i �Rd by setting

�� W .t; s/! .t; �s/; t 2 �i ; s 2 Rd :

This action lifts down to an action on T �X (also denoted by ��).
A function on T �X invariant with respect to this action is called dilation invariant.

Definition 2.12. Let X be a compact manifold. C �-algebra of all continuous dilation
invariant functions on T �Xn0T �X (here, 0T �X is the zero section of T �X ) is denoted by
C.S�X/ and is called the algebra of continuous functions on the cosphere bundle of X .

2.8. Canonical weight of Riemannian manifold

IfX is a smooth d -dimensional manifold, then T �X has a canonical symplectic structure.
The corresponding Liouville measure � on T �X satisfies the following property (see, for
instance, [6]):Z

Rd�Rd

fdm D

Z
T �X

.f ıHi /d�; f 2 Cc.�i �Rd /; i 2 I: (2.9)

Here, f ıHi denotes a function on T �X which equals f ıHi on ��1.Ui / and which
vanishes outside ��1.Ui /.

However, there is no canonical way to equip the cosphere bundle S�X of a smooth
manifold X with a measure. The following class of measures is of particular interest: if
w 2 L1.T

�X; �/, then the functional

f !

Z
T �X

f wd�; f 2 C.S�X/;

generates a measure on S�X by the Riesz–Markov theorem. However, there is no canon-
ical way to select an integrable function w on T �X . This choice becomes possible if we
assume in addition a Riemannian structure on X .

LetG be a Riemannian metric on X . For any i 2 I, the components of the metricG in
the chart .Ui ; hi / give rise to a smooth mappingGi WUi ! GLC.d;R/. (In what follows,
GLC.d;R/ stands for the set of all positive elements in GL.d;R/.) For any i; j 2 I such
that Ui \Uj ¤ ¿, we have

Gj .t/ D J
�

ĵ;i

�
hj .t/

�
�Gi .t/ � J ĵ;i

�
hj .t/

�
; t 2 Ui \Uj :

Here, ĵ;i are given in Notation 2.8.

Notation 2.13. For every i 2 I, let�i be as in Notation 2.8 and set gi DGi ı h�1i W�i !
GLC.d;R/. We also set

qi .t; s/ D
˝
gi .t/

�1s; s
˛
; t 2 �i ; s 2 Rd :
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It can be easily verified by a direct calculation that, for every i; j 2 I, we have

qi ıHi D qj ıHj on ��1.Ui \Uj /:

By Fact 2.10, there exists a function qX on T �X such that

qi D qX ıH
�1
i on �i �Rd ; i 2 I: (2.10)

The function qX is the square of the length function on T �X defined by the induced
Riemannian metric on the cotangent bundle T �X .

Definition 2.14. The function e�qX on T �X is called the canonical weight of the Rieman-
nian manifold .X;G/.

If X is compact, then e�qX 2 L1.T �X; �/. The functional on C.S�X/ given by the
formula

f !

Z
T �X

fe�qXd�

plays a crucial role. It defines the natural measure on S�X . We note that the latter func-
tional coincides (modulo a constant factor) with integration with respect to the kinematic
density on S�X (see [6, p. 318]).

2.9. Laplace–Beltrami operator on compact Riemannian manifold

Notation 2.15. Let��Rd be connected and open. Let g W�!GLC.d;R/ be a smooth
mapping. Laplace–Beltrami operator �g W C1c .�/! C1c .�/ is defined by the formula

�g DMdet.g/�
1
2

dX
k;lD1

DkMdet.g/
1
2 �.g�1/k;l

Dl :

Definition 2.16. Let .�n/NnD1 � C
1.X/ be a finite partition of unity. We call it good if

each �n is compactly supported in some chart.

Obviously, good partitions of unity exist only on compact manifolds.

Definition 2.17. Let .X; G/ be a compact Riemannian manifold. Let �i be as in Nota-
tion 2.8 and let gi W �i ! GLC.d;R/ be as in Notation 2.13. Let �gi W C

1
c .�i / !

C1c .�i /, i 2 I, be the Laplace–Beltrami operator as in Notation 2.15. Let .�n/NnD1 be a
good partition of unity.

Laplace–Beltrami operator �G W C1.X/! C1.X/ is defined by the formula

�Gf D

NX
nD1

�
�gin

�
.f �n/ ı h

�1
in

��
ı hin ; f 2 C1.X/:

Here, in 2 I is chosen such that �n is compactly supported in Uin .

Though Definition 2.17 involves good partition of unity, the operator �G does not
actually depend on the particular choice of a good partition of unity.
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Theorem 2.4 in [28] yields the following results. The first one is of conceptual import-
ance. The second one is used in the proof of Theorem 1.5.

Theorem 2.18. Let .X;G/ be a compact Riemannian manifold. Laplace–Beltrami oper-
ator admits a self-adjoint extension �G W W 2;2.X/! L2.X/.

Theorem 2.19. Let g W Rd ! GLC.d;R/. Suppose that

(1) g 2 C1.Rd ;Md .C// (that is, g is smooth and all derivatives are bounded);

(2) det.g/ � c for some 0 < c 2 R.

The operator �g W W 2;2.Rd /! L2.Rd / is self-adjoint.

2.10. Density on a manifold

Let B be the Borel � -algebra on the manifold X . We need the notion of density on a
manifold available, e.g., in [21, p. 87].

Definition 2.20. Let � be a countably additive measure on B. We assume that, for every
i 2 I, the measure � ı h�1i on �i is absolutely continuous with respect to the Lebesgue
measure on �i , and its Radon–Nikodym derivative ai is strictly positive and continuous
on �i .

In this case, we say that � is a continuous positive density on X .

3. Invariance of principal symbol under diffeomorphisms

In this section, we formulate a theorem which provides a partial positive answer to Ques-
tion 1.2. This result is stated in two versions: Theorem 3.5 for the diffeomorphisms of Rd

(which a core technical difficulty) and Theorem 3.11 for local diffeomorphisms (the result
which would be actually used).

3.1. Invariance under diffeomorphisms of Rd

We need the following notations. Recall that GL.d;R/ stands for the group of invertible
real d � d matrices.

Notation 3.1. Let ˆ W Rd ! Rd be a diffeomorphism.

(1) Let Jˆ W Rd ! GL.d;R/ be the Jacobian matrix of ˆ.

(2) Let unitary operator U W L2.Rd /! L2.Rd / be defined by setting

.Uˆ�/.t/ D
ˇ̌
det.Jˆ/

ˇ̌ 1
2 .t/�

�
ˆ.t/

�
; � 2 L2.R

d /; t 2 Rd :

(3) Let ‚ˆ W Rd � Sd�1 ! Rd � Sd�1 be defined by setting

‚ˆ.t; s/ D
�
ˆ�1.t/; OJ �ˆ.ˆ�1.t//s

�
; t 2 Rd ; s 2 Sd�1;

where J �ˆ is the adjoint to the Jacobi matrix.
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Here, for A 2 GL.d;R/, we set

OAs D
As

jAsj
; s 2 Sd�1:

(4) Let „ˆ W Rd �Rd ! Rd �Rd be defined by setting

„ˆ.t; s/ D
�
ˆ�1.t/; J �ˆ

�
ˆ�1.t/

�
s
�
; t; s 2 Rd :

We frequently need the following compatibility lemma.

Lemma 3.2. Let ˆ1; ˆ2 W Rd ! Rd be diffeomorphisms. We have

‚ˆ1ıˆ2 D ‚ˆ2 ı‚ˆ1 :

Proof. Indeed,
‚ˆ.t; s/ D

�
ˆ�1.t/; OAˆ.t/s

�
;

where
Aˆ.t/ D J �ˆ

�
ˆ�1.t/

�
:

We have

.‚ˆ2 ı‚ˆ1/.t; s/ D ‚ˆ2.t
0; s0/; .t 0; s0/ D

�
ˆ�11 .t/; OAˆ1 .t/s

�
:

Thus,

.‚ˆ2 ı‚ˆ1/.t; s/ D
�
ˆ�12 .t

0/; OAˆ2 .t 0/s
0
�
D
�
ˆ�12

�
ˆ�11 .t/

�
; OAˆ2 .ˆ�11 .t//OAˆ1 .t/s

�
:

Note that

.OA1 ıOA2/s D
A1.OA2s/ˇ̌
A1.OA2s/

ˇ̌ D A1A2s
jA2sj

jA1A2sj
jA2sj

D
A1A2s

jA1A2sj
D OA1�A2s; s 2 Sd�1:

Since OA1 ıOA2 D OA1�A2 , it follows that

.‚ˆ2 ı‚ˆ1/.t; s/ D
�
.ˆ1 ıˆ2/

�1.t/; OAˆ2 .ˆ�11 .t//�Aˆ1 .t/s
�
:

At the same time,
‚ˆ1ıˆ2 D

�
.ˆ1 ıˆ2/

�1.t/; OAˆ1ıˆ2 .t/s
�
:

It suffices to show that

Aˆ1ıˆ2.t/ D Aˆ2
�
ˆ�11 .t/

�
� Aˆ1.t/:

The latter equality is written as

J �ˆ1ıˆ2

�
.ˆ1 ıˆ2/

�1.t/
�
D J �ˆ2

�
ˆ�12

�
ˆ�11 .t/

��
� J �ˆ1

�
ˆ�11 .t/

�
:
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Replacing t with .ˆ1 ıˆ2/.t/, we need to verify that

J �ˆ1ıˆ2.t/ D J
�
ˆ2
.t/ � J �ˆ1

�
ˆ2.t/

�
:

In other words,
Jˆ1ıˆ2.t/ D Jˆ1

�
ˆ2.t/

�
� Jˆ2.t/:

This is the chain rule property.

Corollary 3.3. ‚ˆ W Rd � Sd�1 ! Rd � Sd�1 is a diffeomorphism.

Proof. Obviously, J �ˆ ı ˆ
�1 W Rd ! GL.d;R/ is a smooth mapping. For every smooth

mapping A W Rd ! GL.d;R/, the mapping

.t; s/! OA.t/s; t 2 Rd ; s 2 Sd�1;

is smooth. Thus, ‚ˆ is smooth.
By Lemma 3.2, its inverse is ‚ˆ�1 which is also a smooth mapping.

We are now ready to state the main result in this subsection.

Definition 3.4. We say that T 2 … is compactly supported if there exists � 2 C1c .R
d /

such that T D T�1.�/ D �1.�/T .

Theorem 3.5. Let ˆ W Rd ! Rd be a diffeomorphism such that ˆ is affine outside of
some ball. If T 2 … is compactly supported, then U�1ˆ T Uˆ 2 …. Furthermore,

sym.U�1ˆ T Uˆ/ D sym.T / ı‚ˆ:

If we view symbols as homogeneous functions1 on Rd � .Rdn¹0º/, then

sym.U�1ˆ T Uˆ/ D sym.T / ı„ˆ:

We prove Theorem 3.5 in Section 5.
There are two reasons for us to require that ˆ is affine outside of some ball. The

first reason is that having the equivariant behavior of the principal symbol under such
diffeomorphisms is sufficient in the proof of Theorem 3.11 below. The second reason is
that in the proof of Theorem 3.5 we conjugate the Laplacian with Uˆ. Hence, it is of
crucial importance that Uˆ preserves the domain of Laplacian. Recall that the domain of
Laplacian is Sobolev spaces W 2;2.Rd / and, by Theorem 2.3, Uˆ leaves the domain of
Laplacian invariant.

1A function f WRd � Sd�1 can be uniquely extended to a homogeneous function on Rd � .Rdn¹0º/

by setting
f .t; s/

def
D f

�
t;
s

jsj

�
; t; s 2 Rd :

If f is homogeneous, then

.f ı‚ˆ/.t; s/ D f

�
ˆ�1.t/;

J �ˆ
�
ˆ�1.t/

�
sˇ̌

J �ˆ
�
ˆ�1.t/

�
s
ˇ̌ � D f �ˆ�1.t/; J �ˆ�ˆ�1.t/�s� D .f ı„ˆ/.t; s/:
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3.2. Invariance under local diffeomorphisms

One may ask how the algebra and the principal symbol mapping (locally) behave under
the change of coordinates. We need the following notations.

Notation 3.6. Let H be a Hilbert space and let p 2 B.H/ be a projection.

(1) If T 2 B.H/ is such that T D pTp, then we define the operator Restp.T / 2
B.pH/ by setting Restp.H/ D T jpH .

(2) If T 2 B.pH/, then we define Extp.T / 2 B.H/ by setting Extp.T / D T ı p.

Notation 3.7. Let � � Rd . If T 2 B.L2.Rd // is such that T DM��TM�� , then

Rest�.T / 2 B
�
L2.�/

�
is a shorthand for RestM��

.T /. If T 2 B.L2.�//, then Ext�.T / 2 B.L2.Rd // is a short-
hand for ExtM��

.T /.

Notation 3.8. Let �;�0 � Rd be open sets and let ˆ W �! �0 be a diffeomorphism.

(1) Let Jˆ W �! GL.d;R/ be the Jacobian matrix of ˆ.

(2) Let unitary operator Uˆ W L2.�0/! L2.�/ be defined by setting

.Uˆ�/.t/ D
ˇ̌
det.Jˆ/

ˇ̌ 1
2 .t/�

�
ˆ.t/

�
; � 2 L2.�

0/; t 2 �:

(3) Let ‚ˆ W �0 � Sd�1 ! � � Sd�1 be defined by setting

‚ˆ.t; s/ D
�
ˆ�1.t/; OJ �ˆ.ˆ�1.t//s

�
; t 2 �0; s 2 Sd�1:

(4) Let „ˆ W �0 �Rd ! � �Rd be defined by setting

„ˆ.t; s/ D
�
ˆ�1.t/; J �ˆ

�
ˆ�1.t/

�
s
�
; t 2 �0; s 2 Rd :

Lemma 3.9. Let ˆ1 W �! �0 and ˆ2 W �00 ! � be diffeomorphisms. We have

‚ˆ1ıˆ2 D ‚ˆ2 ı‚ˆ1 :

Proof. The proof is identical to that of Lemma 3.2.

Corollary 3.10. ‚ˆ W �0 � Sd�1 ! � � Sd�1 is a diffeomorphism.

Proof. Obviously, J �ˆ ı ˆ
�1 W �0 ! GL.d;R/ is a smooth mapping. For every smooth

mapping A W �! GL.d;R/, the mapping

.t; s/! OA.t/s; t 2 �; s 2 Sd�1;

is smooth. Thus,‚ˆ is smooth. By Lemma 3.9, its inverse is‚ˆ�1 which is also a smooth
mapping.
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Theorem 3.11. Let �;�0 � Rd be open sets and let ˆ W �! �0 be a diffeomorphism.
If T 2 … is compactly supported in �, then

Ext�0
�
U�1ˆ � Rest�.T / � Uˆ

�
2 …:

Furthermore,

sym
�
Ext�0

�
U�1ˆ � Rest�.T / � Uˆ

��
D sym.T / ı‚ˆ:

If we view symbols as homogeneous functions on Rd � .Rdn¹0º/, then

sym
�
Ext�0

�
U�1ˆ � Rest�.T / � Uˆ

��
D sym.T / ı„ˆ:

Theorem 3.11 is proved in Section 6 as a corollary of Theorem 3.5.

4. Conjugation of differential operators with Uˆ

In this section, we examine the operators

U�1ˆ DkUˆ W W
1;2.Rd /! L2.R

d / and U�1ˆ �Uˆ W W
2;2.Rd /! L2.R

d /

and show that they may be viewed as differential operators.

Lemma 4.1. Letˆ W Rd ! Rd be a diffeomorphism such thatˆ is affine outside of some
ball. Mapping Vˆ by setting Vˆ W � ! � ıˆ is bounded on L2.Rd / and so is V �1ˆ .

Proof. This is a special case of Theorem 2.3 (or it can be verified by hands).

Lemma 4.2. Letˆ W Rd ! Rd be a diffeomorphism such thatˆ is affine outside of some
ball. We have

U�1ˆ �1.f /Uˆ D V
�1
ˆ �1.f /Vˆ D �1.f ıˆ

�1/:

Proof. By definition of Uˆ (in Notation 3.1) and of Vˆ (in Lemma 4.1), we have

Uˆ DM
j det.Jˆ/j

1
2
Vˆ:

It is immediate that

U�1ˆ Mf Uˆ D V
�1
ˆ M

j det.Jˆ/j
� 12
MfM

j det.Jˆ/j
1
2
Vˆ:

Since
M
j det.Jˆ/j

� 12
MfM

j det.Jˆ/j
1
2
DMf ;

it follows that
U�1ˆ Mf Uˆ D V

�1
ˆ Mf Vˆ DMf ıˆ�1 :

The assertion of the lemma now follows from Definition 1.1.
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Notation 4.3. Let ˆ W Rd ! Rd be a diffeomorphism. Denote

.aˆk;l /
d
k;lD1 D J

�
ˆ ıˆ

�1; .bˆk;l /
d
k;lD1 D jJ

�
ˆ ıˆ

�1
j
2:

Lemma 4.4. Functions

aˆk D
�
j det.Jˆ/j�

1
2 �Dk

�ˇ̌
det.Jˆ/

ˇ̌ 1
2
��
ıˆ�1; 1 � k � d;

bˆl D 2

dX
kD1

<. Naˆk � a
ˆ
k;l /; 1 � l � d;

bˆ D

dX
kD1

dX
lD1

Dl . Na
ˆ
k;l � a

ˆ
k /C

dX
kD1

jaˆk j
2

belong to C1c .R
d /.

Proof. Since ˆ is a diffeomorphism, it follows that all those functions are smooth. Since
ˆ is affine outside of some ball, it follows that Jˆ is constant outside of some ball. Thus,
Dk.j det.Jˆ/j

1
2 / D 0 outside of some ball. Using the definition of aˆ

k
, we now see that

it vanishes outside of some ball. Using the definition of bˆ
l

and bˆ, we now see that it
vanishes outside of some ball.

Lemma 4.5. Letˆ W Rd ! Rd be a diffeomorphism such thatˆ is affine outside of some
ball. We have

V �1ˆ DkVˆ D

dX
lD1

Maˆ
k;l
Dl ; 1 � k � d:

Here, equalities are understood as equalities of linear differential operators acting from
W 1;2.Rd / to L2.Rd /.

Proof. By the chain rule, we have

DkVˆ� D Dk.� ıˆ/ D

dX
lD1

�
.Dl�/ ıˆ

�
� iDkˆl ; � 2 W 1;2.Rd /:

Using the notations for Vˆ (in Lemma 4.1) and for the multiplication operator, we can
rewrite this formula as follows:

DkVˆ D

dX
lD1

MiDkˆlVˆDl :

Thus,

V �1ˆ DkVˆ D

dX
lD1

V �1ˆ MiDkˆlVˆ �Dl
Lem. 4.2
D

dX
lD1

Mi.Dkˆl /ıˆ
�1Dl D

dX
lD1

Maˆ
k;l
Dl ;

where the last equality follows from the definition of aˆ
k;l

(in Notation 4.3) and the fact
that Jˆ D .iDlˆk/dk;lD1.
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Lemma 4.6. Letˆ W Rd ! Rd be a diffeomorphism such thatˆ is affine outside of some
ball. We have Uˆ W W m;2.Rd /! W m;2.Rd /, m 2 ZC.

Proof. By definition of Uˆ (in Notation 3.1) and of Vˆ (in Lemma 4.1), we have

Uˆ DMhˆVˆ; hˆ D
ˇ̌
det.Jˆ/

ˇ̌ 1
2 :

By Theorem 2.3, Vˆ W W m;2.Rd /! W m;2.Rd /. Since ˆ is a diffeomorphism and since
ˆ is affine outside of some ball, it follows that hˆ is a smooth function on Rd which is
constant outside of some ball. It follows thatMhˆ WW

m;2.Rd /!W m;2.Rd /. A combin-
ation of those mappings yields the assertion.

By Lemma 4.6, we have

W 1;2.Rd /
Uˆ
��! W 1;2.Rd /

Dk
��! L2.R

d /
U�1ˆ
���! L2.R

d /;

W 2;2.Rd /
Uˆ
��! W 2;2.Rd /

�
�! L2.R

d /
U�1ˆ
���! L2.R

d /:

Hence, we may view U�1ˆ DkUˆ (respectively, U�1ˆ �Uˆ) as operators from W 1;2.Rd /
(respectively, from W 2;2.Rd /) to L2.Rd /.

Lemma 4.7. Letˆ W Rd ! Rd be a diffeomorphism such thatˆ is affine outside of some
ball. We have

U�1ˆ DkUˆ D

dX
lD1

Maˆ
k;l
Dl CMaˆ

k
; (4.1)

�U�1ˆ �Uˆ D

dX
l1;l2D1

Dl1Mbˆ
l1;l2

Dl2 C

dX
lD1

Mbˆ
l
Dl CMbˆ : (4.2)

Here, equalities are understood as equalities of linear operators acting from W 1;2.Rd /
(respectively, from W 2;2.Rd /) to L2.Rd /.

Proof. Repeating the beginning of the proof of Lemma 4.6, we write

Uˆ DMhˆVˆ; hˆ D
ˇ̌
det.Jˆ/

ˇ̌ 1
2 :

It is immediate that
U�1ˆ DkUˆ D V

�1
ˆ Mh�1ˆ

DkMhˆVˆ: (4.3)

Clearly,

Mh�1ˆ
DkMhˆ D Dk CMh�1ˆ

� ŒDk ;Mhˆ � D Dk CMh�1ˆ �Dkhˆ
: (4.4)

Combining (4.3) and (4.4), we obtain

U�1ˆ DkUˆ D V
�1
ˆ DkVˆ C V

�1
ˆ Mh�1ˆ �Dkhˆ

Vˆ: (4.5)
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It follows from Lemma 4.2 and the definition of aˆ
k

(in Lemma 4.4) that

V �1ˆ Mh�1ˆ �Dkhˆ
Vˆ DMaˆ

k
: (4.6)

Equality (4.1) follows by combining Lemma 4.5, (4.5), and (4.6).
Taking the adjoint of (4.1), we write

U�1ˆ DkUˆ D

dX
lD1

DlM Naˆ
k;l
CM

Naˆ
k
:

Thus,

U�1ˆ D2
kUˆ D

 
dX
lD1

DlM Naˆ
k;l
CM

Naˆ
k

!
�

 
dX
lD1

Maˆ
k;l
Dl CMaˆ

k

!

D

dX
l1;l2D1

Dl1M Naˆ
k;l1

Maˆ
k;l2

Dl2 C

dX
l1D1

Dl1M Naˆ
k;l1

Maˆ
k

C

dX
l2D1

M
Naˆ
k
Maˆ

k;l2

Dl2 CMjaˆ
k
j2
:

Clearly,
dX

l1D1

Dl1M Naˆ
k;l1

Maˆ
k
C

dX
l2D1

M
Naˆ
k
Maˆ

k;l2

Dl2

D

dX
lD1

DlM Naˆ
k;l
�aˆ
k
C

dX
lD1

M
Naˆ
k
�aˆ
k;l
Dl

D

dX
lD1

M
Naˆ
k;l
�aˆ
k
Dl C

dX
lD1

M
Naˆ
k
�aˆ
k;l
Dl C

dX
lD1

ŒDl ;M Naˆ
k;l
�aˆ
k
�

(2.1)
D 2

dX
lD1

M
<. Naˆ

k
�aˆ
k;l
/Dl C

dX
lD1

MDl . Na
ˆ
k;l
�aˆ
k
/:

Thus,

�U�1ˆ �Uˆ D

dX
kD1

U�1ˆ D2
kUˆ D

dX
kD1

dX
l1;l2D1

Dl1M Naˆ
k;l1
�aˆ
k;l2

Dl2

C 2

dX
kD1

dX
lD1

M
<. Naˆ

k
�aˆ
k;l
/Dl C

dX
kD1

dX
lD1

MDl . Na
ˆ
k;l
�aˆ
k
/ C

dX
kD1

M
jaˆ
k
j2
:

By the definition on bˆ
l

and bˆ (in Lemma 4.4), we have

�U�1ˆ �Uˆ D

dX
kD1

dX
l1;l2D1

Dl1M Naˆ
k;l1
�aˆ
k;l2

Dl2 C

dX
lD1

Mbˆ
l
Dl CMbˆ :
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Consider now the highest order term. Recalling Notation 4.3, we write

dX
kD1

Naˆk;l1a
ˆ
k;l2
D
�ˇ̌
.aˆk;l /

d
k;lD1

ˇ̌2�
l1;l2
D
�
jJ �ˆ ıˆ

�1
j
2
�
l1;l2
D bˆl1;l2 :

This delivers (4.2).

5. Proof of Theorem 3.5

The proof of Theorem 3.5 is somewhat technical and is presented below in the series of
lemmas. The strategy is as follows:

(1) to show that every compact operator on L2.Rd / belongs to …;

(2) to show that the conjugation of M�
Dkp
1��

, � 2 C1c .R
d /, by Uˆ belongs to …

modulo compact operators;

(3) to conclude that the conjugation of M�
Dkp
��

, � 2 C1c .R
d /, by Uˆ belongs to …;

(4) to conclude the argument in Theorem 3.5.

The following assertion is well known (see e.g. [9, Corollary 4.1.10]).

Lemma 5.1. Let A be aC �-algebra. Let � WA!B.H/ be an irreducible representation.
One of the following mutually exclusive options holds:

(1) �.A/ does not contain any compact operator (except for 0);

(2) �.A/ contains every compact operator.

We now apply Lemma 5.1 to the C �-algebra A D … and infer that … contains the
ideal K.L2.Rd //.

Lemma 5.2. The algebra K.L2.Rd // is contained in… and coincides with the kernel of
the homomorphism sym.

Proof. Since … contains �1.A1/, it follows (here, X 0 denotes the commutant of the set
X � B.L2.Rd //) that

…0 �
�
�1.A1/

�0
D
�
�1
�
L1.R

d /
��0
D �1

�
L1.R

d /
�
:

Define gn;k 2 C.Sd�1/, 1 � k � d , n 2 N, by setting gk.s/ D s
1

2nC1

k
, s 2 Sd�1. Clearly,

�2.gn;k/! sgn.Dk/ as n!1 in weak operator topology. Thus, sgn.Dk/ belongs to the
weak closure of �2.A2/ and, hence, to the weak closure of …. Therefore,

…0 �
�

sgn.Dk/
�0
; 1 � k � d:

Thus,
…0 �

� \
1�k�d

�
sgn.Dk/

�0�
\ �1

�
L1.R

d /
�
:
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For t 2 Rd , denote by Ltk 2 Rd�1 the vector obtained by eliminating the k-th com-
ponent of t . If f 2 L1.Rd / is such that �1.f / commutes with sgn.Dk/, then, for almost
every Ltk 2 Rd�1, the function f .Ltk ; �/ commutes with the Hilbert transform. This easily
implies that, for almost every Ltk 2Rd�1, the function f .Ltk ; �/ is constant. If f 2 L1.Rd /
is such that �1.f / commutes with every sgn.Dk/, 1 � k � d , then f D const. Hence,…0

is trivial.
By [5, Proposition II.6.1.8], representation id W …! B.L2.Rd // is irreducible.
We now demonstrate that … contains a non-zero compact operator. As proved above,

for every non-zero f 2 C1c .R
d /, there exists 1 � k � d such that �1.f / does not com-

mute with sgn.Dk/. Since �2.gn;k/! sgn.Dk/ as n!1 in weak operator topology,
it follows that �1.f / does not commute with �2.gn;k/ for some n; k. Thus, the operator
Œ�1.f /; �2.gn;k/� is a non-zero compact operator, which belongs to…. The first assertion
of the lemma follows now from Lemma 5.1.

Let q WB.L2.Rd //!B.L2.Rd //=K.L2.Rd // be the canonical quotient map. Recall
(see the proof of Theorem 3.3 in [19]) that sym is constructed as a composition

sym D ��1 ı q;

where ��1 is some linear isomorphism (its definition and properties are irrelevant at the
current proof). It follows that the kernel of sym coincides with the kernel of q, which is
K.L2.Rd //.

Notation 5.3. Let ˆ W Rd ! Rd be a diffeomorphism such that ˆ is affine outside of
some ball. Denote

pˆ.t; s/ D

dX
l1;l2D1

bˆl1;l2.t/sl1sl2 ; rˆk .t; s/ D

dX
lD1

aˆk;l .t/sl ; 1 � k � d:

Here, .aˆ
k;l
/d
k;lD1

and .bˆ
l1;l2

/d
l1;l2D1

are as in Notation 4.3.

The following two lemmas form the core of our computation.

Lemma 5.4. Letˆ W Rd ! Rd be a diffeomorphism such thatˆ is affine outside of some
ball. We have

U�1ˆ
Dk
p
1 ��

Uˆ 2 Op
�

rˆ
k

.1C pˆ/
1
2

�
C‰�1.Rd /:

Proof. Lemma 4.7 asserts that

U�1ˆ DkUˆ D Op.rˆk /CMaˆ
k
: (5.1)

It is immediate that
Op.rˆk / 2 ‰

1.Rd /; Maˆ
k
2 ‰0.Rd /: (5.2)

Lemma 4.6 yields that �U�1ˆ �Uˆ is a self-adjoint positive operator with the domain
U�1ˆ .W 2;2.Rd // D W 2;2.Rd /. Lemma 4.7 and (2.7) yield that �U�1ˆ �Uˆ is a differen-
tial operator of order 2 with principal symbol pˆ � 0.
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By Theorem 2.5 applied with T D �U�1ˆ �Uˆ and z D �1
2

, we have

.1 � U�1ˆ �Uˆ/
� 12 � Op

�
.pˆ C 1/�

1
2
�
2 ‰�2.Rd /; (5.3)

Op
�
.pˆ C 1/�

1
2
�
2 ‰�1.Rd /: (5.4)

Equations (5.1), (5.2), (5.3), and (5.4) yield that the operators

T1 D U
�1
ˆ DkUˆ; T2 D U

�1
ˆ .1 ��/�

1
2Uˆ

satisfy the assumptions in Lemma 2.4. By Lemma 2.4, we have

U�1ˆ
Dk
p
1 ��

Uˆ D T1T2 2 Op
�
rˆk � .1C p

ˆ/�
1
2
�
C‰�1.Rd /:

In our next lemma, we approximate the operators on the left-hand side with pseudo-
differential-like operators on the right-hand side. The latter is defined in (2.8) in Sec-
tion 2.5.

Lemma 5.5. Letˆ W Rd ! Rd be a diffeomorphism such thatˆ is affine outside of some
ball. If � 2 C1c .R

d /, then

U�1ˆ M�

Dk
p
1 ��

Uˆ 2 T.�ıˆ�1˝1/�qˆ
k
CK

�
L2.R

d /
�
;

where
qˆk .t; s/ D .OJ �ˆ.ˆ�1.t//s/k ; t 2 Rd ; s 2 Sd�1:

Proof. For every f 2 C1.Rd / and for every p 2 C1.Rd �Rd /, we have

Mf � Op.p/ D Op
�
.f ˝ 1/p

�
:

Also,

U�1ˆ M�

Dk
p
1 ��

Uˆ DM�˝ˆ�1 � U
�1
ˆ

Dk
p
1 ��

Uˆ:

It follows now from Lemma 5.4 that

U�1ˆ M�

Dk
p
1 ��

Uˆ 2 Op
�
.� ıˆ�1 ˝ 1/

rˆ
k

.1C pˆ/
1
2

�
C‰�1.Rd /: (5.5)

Fix a function  2 C1c .R
d / such that  D 1 near 0 and such that .� ı ˆ�1/ �  D

� ıˆ�1. Set

ek.t; s/ D �
�
ˆ�1.t/

�
� rˆk .t; s/ �

�
1C pˆ.t; s/

�� 12 ; t; s 2 Rd ;

fk.t; s/ D �
�
ˆ�1.t/

�
� rˆk .t; s/ �

�
pˆ.t; s/

�� 12 � �1 �  .s/�; t; s 2 Rd :

We have ek � fk D gk � h, where

gk.t; s/ D �
�
ˆ�1.t/

�
� rˆk .t; s/; t; s 2 Rd ;

h.t; s/ D
�
1C pˆ.t; s/

�� 12 � �pˆ.t; s/�� 12 � �1 �  .s/�; t; s 2 Rd :
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An elementary computation shows that

sup
t;s2Rd

�
1C jsj2

� jˇ j1C2
2
ˇ̌
D˛
t D

ˇ
s h.t; s/

ˇ̌
<1; ˛; ˇ 2 ZdC:

By the Leibniz rule, we have

D˛
t D

ˇ
s .gk � h/ D

X
0��˛

X
0�ı�ˇ

c.˛; /c.ˇ; ı/D

t D

ı
s gk �D

˛�
t Dˇ�ı

s h:

This implies

sup
t;s2Rd

�
1C jsj2

� jˇ j1C1
2
ˇ̌
D˛
t D

ˇ
s .ek � fk/.t; s/

ˇ̌
<1; ˛; ˇ 2 ZdC;

so that Op.ek � fk/ 2 ‰�1.Rd / (see (2.3)). It follows now from (5.5) that

U�1ˆ M�

Dk
p
1 ��

Uˆ � Op.fk/ 2 ‰�1.Rd /: (5.6)

Denote for brevity the left-hand side of (5.6) by T (so that T 2 ‰�1.Rd /). Due to the
choice of  , we have that T D M T . It follows now from (2.6) (applied with m D �1)
that T is compact. In other words, we have

U�1ˆ M�

Dk
p
1 ��

Uˆ � Op.fk/ 2K
�
L2.R

d /
�
: (5.7)

Appealing to the definition of rˆ
k

and pˆ, we note that

rˆk .t; s/ D
�
J �ˆ
�
ˆ�1.t/

�
s
�
k
; pˆ.t; s/ D

ˇ̌
J �ˆ
�
ˆ�1.t/

�
s
ˇ̌2
; t; s 2 Rd :

Therefore,

rˆk .t; s/ �
�
pˆ.t; s/

�� 12 D �OJ �ˆ.ˆ�1.t// sjsj
�
k

; t; s 2 Rd :

Thus,

fk.t; s/ D �
�
ˆ�1.t/

�
� qˆk

�
t;
s

jsj

�
�
�
1 �  .s/

�
; t; s 2 Rd :

By Lemma 2.7 applied with q D .� ıˆ�1 ˝ 1/ � qˆ
k

, we have

Op.fk/ � T.�ıˆ�1˝1/�qˆ
k
2K

�
L2.R

d /
�
: (5.8)

Combining (5.7) and (5.8), we complete the proof.

Lemma 5.6. Let ˆ be a diffeomorphism such that ˆ is affine outside of some ball. If
� 2 C1c .R

d /, then

U�1ˆ M�

Dk
p
��

Uˆ 2 …

and

sym
�
U�1ˆ M�

Dk
p
��

Uˆ

�
D .� ıˆ�1 ˝ 1/ � qˆk :
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Proof. Applying bounded Borel function

t !
�
1C jt j2

�
�

�
t

jt j
�

tp
1C jt j2

�
; t 2 Rd ;

to the tuple r, we obtain that

.1 ��/ �

�
Dk
p
��
�

Dk
p
1 ��

�
2 B

�
L2.R

d /
�
:

Recall that (see e.g. [26, Theorem 4.1]) M�.1 ��/
�1 2 K.L2.Rd //. Since the product

of bounded and compact operators is compact, it follows that

M�

�
Dk
p
��
�

Dk
p
1 ��

�
2K

�
L2.R

d /
�

and

U�1ˆ M�

�
Dk
p
��
�

Dk
p
1 ��

�
Uˆ 2K

�
L2.R

d /
�
:

Combining with Lemma 5.5, we obtain

U�1ˆ M�

Dk
p
��

Uˆ � T.�ıˆ�1˝1/�qˆ
k
2K

�
L2.R

d /
�
:

By Lemma 2.6, we have

T.�ıˆ�1˝1/�qˆ
k
2 …; sym.T.�ıˆ�1˝1/�qˆ

k
/ D .� ıˆ�1 ˝ 1/ � qˆk :

The assertion follows by combining the last two equations and Lemma 5.2.

Lemma 5.7. If T1; T2 2 …, then

ŒT1; T2� 2K
�
L2.R

d /
�
:

Proof. Since sym is a �-homomorphism, it follows that sym.ŒT1; T2�/ D 0. The assertion
is now an immediate consequence of Lemma 5.2.

Lemma 5.8. Let .fk/mkD1 � A1 and .gk/mkD1 � A2. We have

mY
kD1

�1.fk/�2.gk/ 2 �1

 
mY
kD1

fk

!
�2

 
mY
kD1

gk

!
CK

�
L2.R

d /
�
:

Proof. We prove the assertion by induction on m. For m D 1, there is nothing to prove.
So, we only have to prove the step of induction.

Let us prove the assertion for m D 2. We have

�1.f1/�2.g1/�1.f2/�2.g2/ D
�
�2.g1/; �1.f1f2/

�
� �2.g2/

C
�
�1.f1/; �2.g1/

�
� �1.f2/�2.g2/

C �1.f1f2/�2.g1g2/:
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By Lemma 5.7, we have�
�1.f1/; �2.g1/

�
;
�
�2.g1/; �1.f1f2/

�
2K

�
L2.R

d /
�
:

Therefore,

�1.f1/�2.g1/�1.f2/�2.g2/ 2 �1.f1f2/�2.g1g2/CK
�
L2.R

d /
�
:

This proves the assertion for m D 2.
It remains to prove the step of induction. Suppose the assertion holds for m � 2 and

let us prove it for mC 1. Clearly,

mC1Y
kD1

�1.fk/�2.gk/ D �1.f1/�2.g1/ �

mC1Y
kD2

�1.fk/�2.gk/:

Using the inductive assumption, we obtain

mC1Y
kD1

�1.fk/�2.gk/ 2 �1.f1/�2.g1/ � �1

 
mC1Y
kD2

fk

!
�2

 
mC1Y
kD2

gk

!
CK

�
L2.R

d /
�
:

Using the assertion for m D 2, we obtain

�1.f1/�2.g1/ ��1

 
mC1Y
kD2

fk

!
�2

 
mC1Y
kD2

gk

!
2 �1

 
mC1Y
kD1

fk

!
�2

 
mC1Y
kD1

gk

!
CK

�
L2.R

d /
�
:

Combining the last two equations, we obtain

mC1Y
kD1

�1.fk/�2.gk/ 2 �1

 
mC1Y
kD1

fk

!
�2

 
mC1Y
kD1

gk

!
CK

�
L2.R

d /
�
:

This establishes the step of induction and, hence, completes the proof of the lemma.

Lemma 5.9. Let ˆ be a diffeomorphism which is affine outside of some ball. If g 2
C.Sd�1/ and f 2 Cc.Rd /, then

U�1ˆ �1.f /�2.g/Uˆ 2 …

and
sym

�
U�1ˆ �1.f /�2.g/Uˆ

�
D .f ıˆ�1 ˝ 1/ � g.qˆ1 ; : : : ; q

ˆ
d /:

Proof. Let Poly.Sd�1/ be the algebra of polynomials on Sd�1.
Suppose first that g2Poly.Sd�1/ is monomial. Let g.s/D

Qd
lD1 s

nl
l

. Let �2C1c .R
d /

be such that f � � D f . Obviously,

�1.f /�2.g/ D �1.f � �
Pd
lD1 nl / � �2.g/ D �1.f / � �1.�

Pd
lD1 nl /�2.g/:
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Setting m D
Pd
lD1 nl , fk D �, 1 � k � m,

gk.s/ D sl ; s 2 Sd�1;
l�1X
iD1

ni < k �

lX
iD1

ni :

In this notation,

�1.�
Pd
lD1 nl /�2.g/ D �1

 
mY
kD1

fk

!
�2

 
mY
kD1

gk

!
:

By Lemma 5.8, we have

�1.�
Pd
lD1 nl /�2.g/ 2

mY
kD1

�1.fk/�2.gk/CK
�
L2.R

d /
�
:

Since

�1.fk/�2.gk/ D �1.�/
Dl
p
��

;

l�1X
iD1

ni < k �

lX
iD1

ni ;

it follows that

�1.f /�2.g/ 2 �1.f / �

dY
lD1

�
�1.�/

Dl
p
��

�nl
CK

�
L2.R

d /
�
:

Thus,

U�1ˆ �1.f /�2.g/Uˆ 2 U
�1
ˆ �1.f /Uˆ �

dY
lD1

�
U�1ˆ �1.�/

Dl
p
��

Uˆ

�nl
CK

�
L2.R

d /
�
:

By Lemma 5.6, we have

U�1ˆ �1.f /Uˆ �

dY
lD1

�
U�1ˆ �1.�/

Dl
p
��

Uˆ

�nl
2 …

and

sym

 
U�1ˆ �1.f /Uˆ �

dY
lD1

�
U�1ˆ �1.�/

Dl
p
��

Uˆ

�nl!

D sym
�
U�1ˆ �1.f /Uˆ

�
�

dY
lD1

�
sym

�
U�1ˆ �1.�/

Dl
p
��

Uˆ

��nl
D .f ıˆ�1 ˝ 1/ �

dY
lD1

�
.� ıˆ�1 ˝ 1/ � qˆl

�nl
D .f ıˆ�1 ˝ 1/ �

dY
lD1

.qˆl /
nl :



Y. Kordyukov, F. Sukochev, and D. Zanin 1290

By Lemma 5.2, we have
U�1ˆ �1.f /�2.g/Uˆ 2 …

and
sym

�
U�1ˆ �1.f /�2.g/Uˆ

�
D .f ıˆ�1 ˝ 1/ � g.qˆ1 ; : : : ; q

ˆ
d /:

By linearity, the same assertion holds if g 2 Poly.Sd�1/. To prove the assertion in
general, let g 2 C.Sd�1/ and consider a sequence

¹gnºn�1 � Poly.Sd�1/

such that gn ! g in the uniform norm. We have

U�1ˆ �1.f /�2.gn/Uˆ ! U�1ˆ �1.f /�2.g/Uˆ

in the uniform norm. Since

U�1ˆ �1.f /�2.gn/Uˆ 2 …; n � 1;

it follows that
U�1ˆ �1.f /�2.g/Uˆ 2 …

and
sym

�
U�1ˆ �1.f /�2.gn/Uˆ

�
! sym

�
U�1ˆ �1.f /�2.g/Uˆ

�
in the uniform norm. In other words,

.f ıˆ�1 ˝ 1/ � gn.q
ˆ
1 ; : : : ; q

ˆ
d /! sym

�
U�1ˆ �1.f /�2.g/Uˆ

�
in the uniform norm. Thus,

sym
�
U�1ˆ �1.f /�2.g/Uˆ

�
D .f ıˆ�1 ˝ 1/ � g.qˆ1 ; : : : ; q

ˆ
d /:

Proof of Theorem 3.5. By the definition of the C �-algebra …, for every T 2 …, there
exists a sequence .Tn/n�1 in the �-algebra generated by �1.A1/ and �2.A2/ such that
Tn ! T in the uniform norm. We can write

Tn D

lnX
lD1

knY
kD1

�1.fn;k;l /�2.gn;k;l /:

By Lemma 5.8, we have

Tn 2

lnX
lD1

�1

 
knY
kD1

fn;k;l

!
�2

 
knY
kD1

gn;k;l

!
CK

�
L2.R

d /
�
:

Denote, for brevity,

fn;l D

knY
kD1

fn;k;l 2 A1; gn;l D

knY
kD1

gn;k;l 2 A2:
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We have

Tn D Sn C

lnX
lD1

�1.fn;l /�2.gn;l /; Sn 2K
�
L2.R

d /
�
:

By Lemma 5.2, we have

sym.Tn/ D
lnX
lD1

fn;l ˝ gn;l :

Suppose in addition that T is compactly supported. In particular, T DM�T for some
� 2 C1c .R

d /. Replacing Sn with M�Sn and fn;l with � � fn;l if necessary, we may
assume without loss of generality that fn;l 2 C1c .R

d / for every n � 1 and for every
1 � l � ln.

By Lemma 5.9, we have

lnX
lD1

U�1ˆ �1.fn;l /�2.gn;l /Uˆ 2 …

and

sym

 
lnX
lD1

U�1ˆ �1.fn;l /�2.gn;l /Uˆ

!
D

 
lnX
lD1

fn;l ˝ gn;l

!
ı‚ˆ;

where ‚ˆ is introduced in Notation 3.1.
By Lemma 5.2, we have

U�1ˆ SnUˆ 2 …

and
sym.U�1ˆ SnUˆ/ D 0:

Thus, U�1ˆ TnUˆ 2 … and

sym.U�1ˆ TnUˆ/ D

 
lnX
lD1

fn;l ˝ gn;l

!
ı‚ˆ D sym.Tn/ ı‚ˆ:

Since … is a C �-algebra and since U�1ˆ TnUˆ ! U�1ˆ T Uˆ in the uniform norm, it
follows that U�1ˆ T Uˆ 2 … and

sym.U�1ˆ TnUˆ/! sym.U�1ˆ T Uˆ/

in the uniform norm. In other words,

sym.Tn/ ı‚ˆ ! sym.U�1ˆ T Uˆ/

in the uniform norm. Since sym.Tn/! sym.T / in the uniform norm, it follows that

sym.U�1ˆ T Uˆ/ D sym.T / ı‚ˆ:
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6. Invariance of principal symbol under local diffeomorphisms

Theorem 3.11 is supposed to be a corollary of Theorem 3.5. To demonstrate this is indeed
the case, we need an extension result for diffeomorphisms.

The following fundamental result is due to Palais [22] (see Corollary 4.3 there).

Theorem 6.1. Let ˆ W Rd ! Rd be a smooth mapping. Necessary and sufficient condi-
tions for ˆ to be a diffeomorphism are as follows:

(1) for every t 2 Rd , we have det.Jˆ.t// ¤ 0;

(2) we have ˆ.t/!1 as jt j ! 1.

The next lemma is also due to Palais [22]. We provide a proof for the convenience of
the reader. Note that B.t; r/ is the open ball with radius r centered at t .

Lemma 6.2. Let � � Rd be an open set and let ˆ W �! Rd be a smooth mapping. If
t 2� is such that det.Jˆ.t//¤ 0, then there exists a diffeomorphismˆt WRd !Rd such
that

(1) ˆt D ˆ on B.t; r1.t// with some r1.t/ > 0;

(2) ˆt is affine outside B.t; r2.t// for some r2.t/ <1.

Proof. Without loss of generality, t D 0, ˆ.0/ D 0, and Jˆ.0/ D 1Md .R/, the unity in the
algebra of real d � d matrices. Let � 2 C1c .R

d / be such that � D 1 on the unit ball. Set

‰r .u/ D uC �
�u
r

�
�
�
ˆ.u/ � u

�
; u 2 Rd :

It is clear that ‰r is a well-defined smooth mapping for every sufficiently small r > 0. A
direct calculation shows that det.J‰r /! 1 in the uniform norm as r ! 0. In particular,
for sufficiently small r > 0, det.J‰r / never vanishes. It follows from Theorem 6.1 that,
for sufficiently small r > 0, ‰r W Rd ! Rd is a diffeomorphism. Choose any such r and
denote it by r.0/. Set ˆ0 D ‰r.0/. This diffeomorphism obviously satisfies the required
properties.

Lemma 6.3. Let �; �0 � Rd and let ˆ W � ! �0 be a diffeomorphism. Let B � �
be a ball and let ˆ0 W Rd ! Rd be a diffeomorphism such that ˆ0 D ˆ on B . If T 2
B.L2.Rd // is supported on B , then

Ext�0
�
U�1ˆ � Rest�.T / � Uˆ

�
D U�1ˆ0 T Uˆ0 :

Proof. Indeed, since both sides are continuous in weak operator topology, it suffices to
prove the assertion for the case when T is rank 1 operator.

Let
T � D h�; �1i�2; � 2 L2.R

d /:

where �1; �2 2 L2.Rd / are supported in B . It is immediate that

.U�1ˆ0 T Uˆ0/� D h�; U
�1
ˆ0
�1i � Uˆ�10

�2; � 2 L2.R
d /;
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U�1ˆ � Rest�.T / � Uˆ

�
� D h�; U�1ˆ �1i � Uˆ�1�2; � 2 L2.U

0/;�
Ext�0

�
U�1ˆ � Rest�.T / � Uˆ

��
� D h� � ��0 ; U

�1
ˆ �1i � Uˆ�1�2 � ��0 ; � 2 L2.R

d /:

Since �1 and �2 are supported in B , it follows that expressions in the first and last dis-
plays coincide. This proves the assertion for every rank 1 operator T and, therefore, for
every T .

Proof of Theorem 3.11. Let the operator T be supported on a compact set K � �. Let
t 2K. Let diffeomorphismˆt WRd!Rd and numbers r1.t/ and r2.t/ be as in Lemma 6.2.

The collection ¹B.t; r1.t//ºt2K is an open cover of K. By compactness, one can
choose a finite sub-cover. So, let ¹tnºNnD1 be such that ¹B.tn; r1.tn//ºNnD1 is a finite sub-
cover. Let ¹ˆtnº

N
nD1 be diffeomorphisms from Rd to Rd given by Lemma 6.2 so that

ˆ.t/ D ˆtn.t/; t 2 B
�
tn; r1.tn/

�
:

Let ¹�nºNnD1 be such that �n 2 C1c .B.tn; r1.tn/// and

NX
nD1

�2n D 1 on K:

Set

T0 D

NX
mD1

M�m ŒM�m ; T �; Tn DM�nTM�n ; 1 � n � N:

We write

T D

NX
nD1

M�2n
T D

NX
nD0

Tn: (6.1)

If 1 � n � N , then Tn is supported on the ball B.tn; r1.tn//. By Lemma 6.3, we have

Ext�0
�
U�1ˆ � Rest�.Tn/ � Uˆ

�
D U�1ˆtnTnUˆtn :

By Theorem 3.5, we have U�1ˆtnTnUˆtn 2 … and

sym.U�1ˆtnTnUˆtn / D sym.Tn/ ı‚ˆtn :

Thus,
Ext�0

�
U�1ˆ � Rest�.Tn/ � Uˆ

�
2 … (6.2)

and
sym

�
Ext�0

�
U�1ˆ � Rest�.Tn/ � Uˆ

��
D sym.Tn/ ı‚ˆ: (6.3)

If nD 0, then T0 is compact by Lemma 5.7. Clearly, T0 is compactly supported in�. If
A2B.L2.�

0// is compact, then Ext�0.A/2B.L2.Rd // is also compact (see Notation 3.6
and recall that a composition of bounded and compact operators is compact). Therefore,

Ext�0
�
U�1ˆ � Rest�.T0/ � Uˆ

�
2K

�
L2.R

d /
�
� … (6.4)
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and
sym

�
Ext�0

�
U�1ˆ � Rest�.T0/ � Uˆ

��
D 0: (6.5)

Combining (6.1), (6.2), and (6.4), we obtain

Ext�0
�
U�1ˆ � Rest�.T / � Uˆ

�
D

NX
nD0

Ext�0
�
U�1ˆ � Rest�.Tn/ � Uˆ

�
2 …:

Now, combining (6.1), (6.3), and (6.5), we obtain

sym
�
Ext�0

�
U�1ˆ � Rest�.T / � Uˆ

��
D

NX
nD0

sym
�
Ext�0

�
U�1ˆ � Rest�.Tn/ � Uˆ

��
D

NX
nD1

sym.Tn/ ı‚ˆ

D sym.T / ı‚ˆ � sym.T0/ ı‚ˆ D sym.T / ı‚ˆ:

7. Principal symbol on compact manifolds

7.1. Globalisation theorem

Globalisation theorem is a folklore. We provide its proof in the appendix for the conveni-
ence of the reader.

Definition 7.1. Let X be a compact manifold with an atlas ¹.Ui ; hi /ºi2I . Let B be the
Borel � -algebra onX and let � be a countably additive measure on B. We say that ¹Aiºi2I

are local algebras if

(1) for every i 2 I, Ai is a �-subalgebra in B.L2.X; �//;

(2) for every i 2 I, the elements of Ai are compactly supported2 in Ui ;

(3) for every i; j 2 I, if T 2 Ai is compactly supported in Ui \Uj , then T 2 Aj ;

(4) for every i 2 I, if T 2K.L2.X; �// is compactly supported in Ui , then T 2 Ai ;

(5) for every i 2 I, if � 2 Cc.Ui /, then M� 2 Ai ;

(6) for every i 2 I, if � 2 Cc.Ui /, then the closure ofM�AiM� in the uniform norm
is contained in Ai ;

(7) for every i 2 I, if T 2 Ai and if � 2 Cc.Ui /, then ŒT;M� � 2K.L2.X; �//.

Definition 7.2. In the setting of Definition 7.1, we say that T 2 A if

(1) for every i 2 I and for every � 2 Cc.Ui /, we have M�TM� 2 Ai ;

(2) for every  2 C.X/, the commutator ŒT;M � is compact.

Definition 7.3. Let B be a �-algebra. In the setting of Definition 7.1, ¹homiºi2I are called
local homomorphisms if

(1) for every i 2 I, homi W Ai ! B is a �-homomorphism;

2This notion is introduced immediately before Definition 1.3.
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(2) for every i; j 2 I, we have homi D homj on Ai \Aj ;

(3) T 2 Ai is compact iff homi .T / D 0;

(4) there exists a �-homomorphism Hom W C.X/! B such that

homi .M�/ D Hom.�/; � 2 Cc.Ui /; i 2 I:

Theorem 7.4. In the setting of Definitions 7.1, 7.3, and 7.2, we have that

(1) A is a unital C �-subalgebra in B.L2.X; �// which contains Ai for every i 2 I
and K.L2.X; �//;

(2) there exists a �-homomorphism hom W A! B such that

(a) hom D homi on Ai for every i 2 I;

(b) ker.hom/ DK.L2.X; �//;

(3) �-homomorphism as in (2) is unique.

7.2. Construction of the principal symbol mapping

Let B be the Borel � -algebra on the manifold X and let � W B ! R be a continuous
positive density.

It is immediate that the mapping hi W .Ui ; �/! .�i ; � ı h
�1
i / preserves the measure.

Define an isometry
Wi W L2.Ui ; �/! L2.�i ; � ı h

�1
i /

by setting
Wif D f ı h

�1
i ; f 2 L2.Ui ; �/:

If T is compactly supported in Ui , then WiT W �1i is understood as an element of the
algebra B.L2.�i ; � ı h�1i //. The latter operator is compactly supported in �i . By Defin-
ition 2.20, exactly the same operator also belongs to B.L2.�i // and, therefore, can be
extended to an element Ext�i .WiT W

�1
i / of B.L2.Rd //. For the notion Ext�i , we refer

to Notation 3.7.

Definition 7.5. Let X be a smooth compact manifold and let � be a continuous positive
density onX . For every i 2 I, let…i consist of the operators T 2 B.L2.X; �// compactly
supported in Ui such that

Ext�i .WiT W
�1
i / 2 …:

For example, every operator M� , � 2 Cc.Ui / belongs to …i .
For notation C.S�X/ below, we refer to Definition 2.12. For the notion sym, we refer

to (1.1).

Definition 7.6. Let X be a smooth compact manifold and let � be a continuous positive
density on X . For every i 2 I, the mapping symi W …i ! C.S�X/ is defined by the
formula

symi .T / D sym
�
Ext�i .WiT W

�1
i /

�
ıHi ; T 2 …i :
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Theorem 7.7. Let X be a smooth compact manifold and let � be a continuous positive
density on X .

(1) Collection ¹…iºi2I introduced in Definition 7.5 satisfies all the conditions in
Definition 7.1.

(2) Collection ¹symiºi2I introduced in Definition 7.6 satisfies all the conditions in
Definition 7.3.

That is, the collection ¹…iºi2I of �-algebras and the collection ¹symiºi2I of �-homo-
morphisms satisfy the conditions in Theorem 7.4.

Definition 7.8 below is the culmination of the paper. Having this definition at hands,
we easily prove Theorem 1.4.

Definition 7.8. Let X be a smooth compact Riemannian manifold and let � be a continu-
ous positive density on X .

(1) The domain …X of the principal symbol mapping is the C �-algebra constructed
in Theorem 7.4 from the collection ¹…iºi2I .

(2) The principal symbol mapping symX W …X ! C.S�X/ is the �-homomorphism
constructed in Theorem 7.4 from the collection ¹symiºi2I .

7.3. Proof of Theorem 7.7

Lemma 7.9 below delivers verification of condition (1) in Definitions 7.1 and 7.3.

Lemma 7.9. For every i 2 I, we have that

(1) …i is a �-subalgebra in B.L2.X; �//;

(2) symi W …i ! C.S�X/ is a �-homomorphism.

Proof. It is immediate that …i is a subalgebra in B.L2.X; �// and that

symi W …i ! C.S�X/

is a homomorphism. We need to show that …i is closed with respect to taking adjoints
and that symi is invariant with respect to this operation.

Let T 2…i and let us show that T � 2…i . Recall that, due to Condition 2.20, � ı h�1i
is absolutely continuous and that its density denoted by ai and its inverse a�1i are assumed
to be continuous in �i . The following equality3 is easy to verify directly:

WiT
�W �1i DMa�1i

� .WiT W
�1
i /� �Mai : (7.1)

3The operators Mai and Ma�1i
are unbounded. The equality should be understood as LHS� D RHS�

for every compactly supported � 2 L2.�i /.
Indeed, for such � , we have �1 D Mai � 2 L2.�i /. Since T is compactly supported in Ui , it follows

that .WiT W �1i /� is compactly supported in �i . Hence, the function �2 D .WiT W
�1
i /��1 is compactly

supported in �i . Hence, the function Ma�1i
�2 belongs to L2.�i / and the right-hand side of (7.1) makes

sense.
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However, by Definition 7.5, the operator T is compactly supported in Ui . Hence, the
operator .WiT W �1i /� is compactly supported in �i . Choose � 2 Cc.�i / such that

.WiT W
�1
i /� DM� � .WiT W

�1
i /� D .WiT W

�1
i /� �M� :

Thus,
WiT

�W �1i DMa�1i � � .WiT W
�1
i /� �Mai� :

Thus,
Ext�i .WiT

�W �1i / DMa�1i � �
�
Ext�i .WiT W

�1
i /

��
�Mai� : (7.2)

Since ai�; a�1i � 2 Cc.Rd /, it follows that every factor in the right-hand side of (7.2)
belongs to …. Hence, so is the expression on the left-hand side. In other words, T � 2 …i .
Thus, …i is closed with respect to taking adjoints.

Recall that (by [29]) sym is a �-homomorphism. Applying sym to equality (7.2), we
obtain

symi .T
�/ D sym

�
Ext�i .WiT

�W �1i /
�

D sym.Ma�1i �/ � sym
��

Ext�i .WiT W
�1
i /

���
� sym.Mai�/

D sym.M�2/ � sym
�
Ext�i .WiT W

�1
i /

��
D sym.Ext�i

�
M�2 �WiT W

�1
i /

��
:

It is clear that
M�2 �WiT W

�1
i D WiT W

�1
i :

Thus,
symi .T

�/ D sym
�
Ext�i .WiT W

�1
i /

��
D symi .T /

�:

In the following lemma, „ˆi;j is defined according to Notation 3.8.

Lemma 7.10. For every i; j 2 I, we have

„ˆi;j D Hi ıH
�1
j

on �j;i �Rd .

Proof. By Notation 3.8,

„ˆi;j .t; s/ D
�
ˆ�1i;j .t/; Jˆ�i;j .ˆ

�1
i;j .t//

s
�
:

By the chain rule, we have

Jˆi;j
�
ˆ�1i;j .t/

�
� Jˆ�1i;j

.t/ D Jˆi;j ıˆ�1i;j
.t/ D 1Md .C/:

Taking into account that ˆ�1i;j D ĵ;i , we write

Jˆi;j .ˆ�1i;j .t//
D .J

ĵ;i
/�1.t/ and J �

ˆi;j .ˆ
�1
i;j .t//

D .J �
ĵ;i
/�1.t/:



Y. Kordyukov, F. Sukochev, and D. Zanin 1298

The following lemma verifies condition (3) in Definition 7.1 and condition (2) in
Definition 7.3.

Lemma 7.11. Let .Ui ; hi / and .Uj ; hj / be charts. Let T 2 B.L2.X; �// be compactly
supported in Ui \Uj .

(1) If T 2 …i , then T 2 …j .

(2) We have symi .T / D symj .T /.

Proof. Let Vˆ� D � ı ˆ (provided that the image of the mapping ˆ is contained in the
domain of the function �). Since Wj D V �1ˆi;jWi , it follows that (using Notation 3.8)

WjT W
�1
j D V �1ˆi;j �WiT W

�1
i � Vˆi;j

D U�1ˆi;j �MjJˆi;j j
1
2
�WiT W

�1
i �M

jJˆi;j j
� 12
� Uˆi;j :

Since T is compactly supported in Ui \Uj , it follows that WiT W �1i 2 Rest�i .…/
is compactly supported in �i;j . Let A � �i;j be compact such that

M�A �WiT W
�1
i �M�A D WiT W

�1
i :

Using Tietze extension theorem, choose � 2 C.Rd / such that ��1 2 C.Rd / and such that
� D jJˆi;j j

1
2 on A. It follows that

M
jJˆi;j j

1
2
�WiT W

�1
i �M

jJˆi;j j
� 12

DM� �WiT W
�1
i �M��1

D WiT W
�1
i C ŒM� ; WiT W

�1
i � �M��1

Lem. 5.7
2 WiT W

�1
i CK

�
L2.�i /

�
:

Combining the preceding paragraphs, we conclude that

WjT W
�1
j 2 U�1ˆi;j �WiT W

�1
i � Uˆi;j CK

�
L2.�j /

�
:

Denote for brevity

Ti D Ext�i .WiT W
�1
i /; Tj D Ext�j .WjT W

�1
j /:

The preceding display can be now re-written as

Rest�j .Tj / 2 U
�1
ˆi;j
� Rest�i .Ti / � Uˆi;j CK

�
L2.�j /

�
:

Thus,
Tj 2 Ext�j

�
U�1ˆi;j � Rest�i .Ti / � Uˆi;j

�
CK

�
L2.R

d /
�
:

By Theorem 3.11, we have

Ext�j
�
U�1ˆi;j � Rest�i .Ti / � Uˆi;j

�
2 …
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and
sym

�
Ext�j

�
U�1ˆi;j � Rest�i .Ti / � Uˆi;j

��
D sym.Ti / ı„ˆi;j :

By Lemma 5.2, compact operators belong to …. Therefore, Tj 2 … and

sym.Tj / D sym.Ti / ı„ˆi;j
Lem. 7.10
D sym.Ti / ıHi ıH�1j :

Finally,

symj .T / D sym.Tj / ıHj D sym.Ti / ıHi ıH�1j ıHj

D sym.Ti / ıHi D symi .T /:

Proof of Theorem 7.7 (1). Condition (1) in Definition 7.1 is verified in Lemma 7.9. Con-
dition (2) in Definition 7.1 is immediate. Condition (3) in Definition 7.1 is verified in
Lemma 7.11.

Let us verify condition (4) in Definition 7.1. If i 2 I and if T 2 K.L2.X; �// is
compactly supported in Ui , then Ext�i .WiT W

�1
i / 2 K.L2.Rd //. Using Lemma 5.2,

we conclude that Ext�i .WiT W
�1
i / 2 …. In other words, T 2 …i .

Condition (5) in Definition 7.1 is immediate.
Let us verify condition (6) in Definition 7.1. Let i 2 I and let � 2 Cc.Ui /. Suppose

¹Tnºn�1 � M�…iM� are such that Tn ! T in the uniform norm. It follows that T is
compactly supported in Ui and

Ext�i .WiTnW
�1
i /! Ext�i .WiT W

�1
i /; n!1;

in the uniform norm. The sequence on the left-hand side is in …. Hence, so is its limit. In
other words, T 2 …i .

Let us verify condition (7) in Definition 7.1. Let i 2 I and let T 2…i and � 2 Cc.Ui /.
Let  D � ı h�1i 2 Cc.R

d /. We have

Ext�i
�
Wi ŒT;M� �W

�1
i

�
D
�
Ext�i .WiT W

�1
i /;M 

�
:

Since Ext�i .WiT W
�1
i / 2 …, it follows that the commutator on the right-hand side is

compact by Lemma 5.7. Therefore, the operator on the left-hand side is compact and,
therefore, so is ŒT;M� �.

Proof of Theorem 7.7 (2). Condition (1) in Definition 7.3 is verified in Lemma 7.9. Con-
dition (2) in Definition 7.3 is verified in Lemma 7.11.

Let us verify condition (3) in Definition 7.3. If an operator T 2 …i is compact, then
so is Ext�i .WiT W

�1
i /. Since sym vanishes on compact operators, it follows that

symi .T /
Def. 7.6
D sym

�
Ext�i .WiT W

�1
i /

�
ıHi D 0 ıHi D 0:

Conversely, if T 2 …i is such that symi .T / D 0, then

sym
�
Ext�i .WiT W

�1
i /

�
D 0:
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Since ker.sym/ DK.L2.Rd //, it follows that

Ext�i .WiT W
�1
i / 2K

�
L2.R

d /
�
:

Thus, T 2K.L2.X; �//.
Condition (4) in Definition 7.3 is immediate if we take Hom to be the natural embed-

ding C.X/! C.S�X/.

7.4. Proof of Theorem 1.4

Proof of Theorem 1.4. By Definition 7.8, …X is a C �-algebra and the mapping symX W
…X ! C.S�X/ is a �-homomorphism. By Definition 7.8 and Theorem 7.4 (2),

ker.symX / DK
�
L2.X; �/

�
:

Let us show that symX is surjective. Denote the image of symX by A and note that A
is a C �-subalgebra in C.S�X/. Let F 2 C1.S�X/. Let .�n/NnD1 be a good4 partition of
unity so that �n 2 C1c .Uin/ for 1 � n � N . It follows that

qn D .F�n/ ıH
�1
in
2 Cc.�in �Rd /:

By Lemma 2.6, we have Tqn 2 … and sym.Tqn/ D qn. Let  n 2 Cc.�in/ be such that
�n D �n n. We have Tn D M nTqnM n 2 … and sym.Tn/ D qn 2n D qn. Since Tn is
(bounded and) compactly supported in �in , it follows that Sn D W �1in Rest�i .Tn/Win is
bounded and compactly supported in Uin . It is clear that Sn 2 …in � …X and that

symX .Sn/ D sym
�
Ext�in .WinTnW

�1
in
/
�
ıHin D sym.Tn/ ıHin D qn ıHin D F�n:

Thus, S D
PN
nD1 Sn 2 …X and

symX .S/ D
NX
nD1

symX .Sn/ D
NX
nD1

F�n D F:

Hence, every F 2 C1.S�X/ belongs to A. In other words, C1.S�X/ � A. Since A is a
C �-subalgebra in C.S�X/, it follows that A D C.S�X/. Hence, symX is surjective.

8. Proof of the Connes trace theorem

Lemma 8.1. Let g be as in Theorem 2.19. Let � 2 C1c .R
d /. We have

M�.1 ��g/
� r2 2 L d

r ;1
:

4See Definition 2.16.
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Proof. By definition, the principal symbol of 1 ��g is

p0 W .t; s/!
˝
g.t/�1s; s

˛
; t; s 2 Rd :

By Theorem 2.5, we have
.1 ��g/

� r2 2 ‰�r .Rd /:

We now write

M�.1 ��g/
� r2 DM�.1 ��/

� r2 � .1 ��/
r
2 .1 ��g/

� r2 :

When r > d
2

, the first factor belongs to L d
r ;1

by [15, Theorem 1.4]. When r D d
2

, the first
factor belongs to L d

r ;1
by Theorem 1.3 in [15]. When r < d

2
, the first factor belongs to

L d
r ;1

by [15, Theorem 1.1] (applied with r < d
2

). The second factor belongs to ‰0.Rd /
and is, therefore, bounded.

Lemma 8.2. Let g be as in Theorem 2.19. We have

M .1 ��g/
� d2 .1 ��/

d
2 2 …;

sym
�
M .1 ��g/

� d2 .1 ��/
d
2
�
.t; s/ D  .t/

˝
g.t/�1s; s

˛� d2 :
Proof. By definition, the principal symbol of 1 ��g is

p0 W .t; s/!
˝
g.t/�1s; s

˛
; t; s 2 Rd :

By Theorem 2.5, we have

.1 ��g/
� d2 D Op

�
.p0 C 1/

� d2
�
C Err0; Err0 2 ‰�d�1.Rd /:

Let
p1 W .t; s/!  .t/

�
1C

˝
g.t/�1s; s

˛�� d2 �1C jsj2�� d2 ; t; s 2 Rd :

Clearly,
M � Op

�
.p0 C 1/

� d2
�
� .1 ��/

d
2 D Op.p1/:

Thus,
M .1 ��g/

� d2 .1 ��/
d
2 D Op.p1/C Err1; Err1 2 ‰�1.Rd /:

Since
M .1 ��g/

� d2 .1 ��/
d
2 and Op.p1/

are compactly supported from the left, it follows that so is Err1. Thus, Err1 is a compact
operator. Consequently, Err1 2 … and sym.Err1/ D 0.

Let
p2.t; s/ D  .t/

˝
g.t/�1s; s

˛� d2 ; t 2 Rd ; s 2 Sd�1:

By Lemma 2.7, we have that Op.p1/� Tp2 is compact. So, our operator belongs to… and
its symbol equals that of Tp2 , i.e., equals p2.
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Lemma 8.3. Let .X; G/ be a compact Riemannian manifold. Let  2 C1.X/ be com-
pactly supported in the chart .Ui ; hi /. Let Ogi W Rd ! GLC.d;R/ be as in Theorem 2.19
such that Ogi D gi in the neighborhood of the support of  ı h�1i . We have

Ext�i
�
WiM

2
 .1 ��G/

�1M 2
 W

�1
i

�
�M 2

 ıh�1i
.1 �� Ogi /

�1M 2
 ıh�1i

2 L d
3 ;1

:

Proof. Let �0i � �i be a compact set such that  ı h�1i is supported in �0i and such that
gi D Ogi on �0i . Let � 2 Cc.Rd / be supported in �0i such that � � . ı h�1i / D  ı h

�1
i .

We write

Ext�i
�
WiM

2
 .1 ��G/

�1M 2
 W

�1
i

�
DM 2

� � Ext�i
�
WiM

2
 .1 ��G/

�1M 2
 W

�1
i

�
DM�.1 �� Ogi /

�1
� .1 �� Ogi /M�Ext�i

�
WiM

2
 .1 ��G/

�1M 2
 W

�1
i

�
:

It follows directly from Definition 2.17 that

.1 �� Ogi /M� D Ext�i
�
Wi .1 ��G/M�ıhiW

�1
i

�
:

Thus,

.1 �� Ogi /M�Ext�i
�
WiM

2
 .1 ��G/

�1M 2
 W

�1
i

�
D Ext�i

�
Wi .1 ��g/M�ıhiW

�1
i

�
� Ext�i

�
WiM

2
 .1 ��G/

�1M 2
 W

�1
i

�
D Ext�i

�
Wi .1 ��G/M

2
 .1 ��G/

�1M 2
 W

�1
i

�
:

Combining these equalities, we obtain

Ext�i
�
WiM

2
 .1 ��g/

�1M 2
 W

�1
i

�
DM�.1 �� Ogi /

�1
� Ext�i

�
Wi .1 ��G/M

2
 .1 ��G/

�1M 2
 W

�1
i

�
:

Now,

.1 ��G/M
2
 .1 ��G/

�1M 2
 DM

4
 � Œ�G ;M

2
 �.1 ��G/

�1M 2
 :

Thus,

Ext�i
�
WiM

2
 .1 ��G/

�1M 2
 W

�1
i

�
DM�.1�� Ogi /

�1M 4
 ıh�1i

�M�.1�� Ogi /
�1
� Ext�i

�
Wi Œ�G ;M

2
 �.1��G/

�1M 2
 W

�1
i

�
:

Since X is compact, it follows that

.1 ��G/
�1
W L2.X/! W 2;2.X/; Œ�G ;M

2
 � W W

2;2.X/! W 1;2.X/

are bounded operators. We now write

Œ�G ;M
2
 �.1 ��G/

�1
D .1 ��G/

� 12 � .1 ��G/
1
2 Œ�G ;M

2
 �.1 ��G/

�1;
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where the first factor is in Ld;1 and the second factor is bounded. By Lemma 8.1, we
have

M�.1 �� Ogi /
�1
2 L d

2 ;1
:

By Hölder inequality, we have

M�.1 �� Ogi /
�1
� Ext�i

�
Wi Œ�g ;M

2
 �.1 ��G/

�1M 2
 W

�1
i

�
2 L d

3 ;1
:

Thus,

Ext�i
�
WiM

2
 .1 ��G/

�1M 2
 W

�1
i

�
�M�.1 �� Ogi /

�1M 4
 ıh�1i

2 L d
3 ;1

:

Note that

M�.1 �� Ogi /
�1M 4

 ıh�1i
DM 2

 ıh�1i
.1 �� Ogi /

�1M 2
 ıh�1i

CM� �
�
.1 �� Ogi /

�1;M 2
 ıh�1i

�
�M 2

 ıh�1i
:

Let � 2 C1c .R
d / be such that � � . ı h�1i / D  ı h

�1
i . We have�

.1 �� Ogi /
�1;M 2

 ıh�1i

�
D .1 �� Ogi /

�1Œ� Ogi ;M
2
 ıh�1i

�.1 �� Ogi /
�1

D .1 �� Ogi /
�1M� � Œ� Ogi ;M

2
 ıh�1i

�.1 �� Ogi /
�1 Lem. 8.1

2 L d
2 ;1
�Ld;1

D L d
3 ;1

:

Combining the last three formulae, we complete the proof.

Lemma 8.4. Let .X;G/ be a compact Riemannian manifold. If 0 �  2 C1.X/, then

M d
 .1 ��G/

� d2M d
 �

�
M 2
 .1 ��G/

�1M 2
 

� d
2 2 L 2d

2dC1
;1
:

The same assertion holds for �g , for g as in Theorem 2.19 and for  2 C1c .R
d /.

Proof. The proof consists of two steps.

Step 1. We prove by induction that

M 2n
 .1 ��G/

�nM 2n
 �

�
M 2
 .1 ��G/

�1M 2
 

�n
2 L d

2nC1 ;1
; n � 0: (8.1)

The base of induction (i.e., the case n D 1) is obvious. It remains to prove the step of
induction. Suppose (8.1) holds for n and let us prove it for nC 1. We write�
M 2
 .1 ��G/

�1M 2
 

�nC1
�M 2nC2

 .1 ��G/
�n�1M 2nC2

 

DM 2
 .1 ��G/

�1M 2
 �
��
M 2
 .1 ��G/

�1M 2
 

�n
�M 2n

 .1 ��G/
�nM 2n

 

�
CM 2

 .1 ��G/
� 32 � .1 ��G/

1
2 Œ�G ;M

2n
 �.1 ��G/

�1
�M 2

 .1 ��G/
�nM 2n

 

�M 2nC2
 .1 ��G/

�n�1
�
�
M 2
 ; .1 ��G/

n
�
.1 ��G/

1
2�n � .1 ��G/

� 12M 2n
 :
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The first term on the right-hand side belongs to L d
2nC3 ;1

by inductive assumption and
Hölder inequality. Note that the operators

.1 ��G/
1
2 Œ�G ;M

2n
 �.1 ��G/

�1;
�
M 2
 ; .1 ��G/

n
�
.1 ��G/

1
2�n

are bounded. Hence, the second and third terms on the right-hand side belong to L d
2nC3 ;1

by Hölder inequality. This establishes the step of induction and, hence, proves the claim
in Step 1.

Step 2. Note that

M d
 .1 ��G/

� d2M d
 �M

2d
 .1 ��G/

� d2

DM d
 �

�
M d
 ; .1 ��G/

� d2
�
.1 ��G/

dC1
2 � .1 ��G/

�
dC1
2 :

Since the operator �
M d
 ; .1 ��G/

� d2
�
.1 ��G/

dC1
2

is bounded, it follows that

M d
 .1 ��G/

� d2M d
 �M

2d
 .1 ��G/

� d2 2 L d
dC1

;1
:

Taking adjoints, we obtain

M d
 .1 ��G/

� d2M d
 � .1 ��G/

� d2M 2d
 2 L d

dC1
;1
:

Therefore, �
M d
 .1 ��G/

� d2M d
 

�2
�M 2d

 .1 ��G/
�dM 2d

 2 L d
2dC1

;1
: (8.2)

Applying (8.1) with n D d and using (8.2), we obtain�
M d
 .1 ��G/

� d2M d
 

�2
�
�
M 2
 .1 ��G/

�1M 2
 

�d
2 L d

2dC1
;1
:

The assertion follows now from Birman–Koplienko–Solomyak inequality.

We remind the reader of the following version of the Connes trace theorem on the
Euclidean space established in [29].

Theorem 8.5. Let ' be a normalised continuous trace on L1;1. If T 2 … is compactly
supported from the right (i.e., there exists � 2 C1c .R

d / such that T D T�1.�/), then

'
�
T .1 ��/�

d
2
�
D c0d

Z
Rd�Sd�1

sym.T /dm;

where m is the product of Lebesgue measure on Rd and Haar measure on Sd�1.
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Lemma 8.6. Let .X;G/ be a compact Riemannian manifold. Let T 2 …X be compactly
supported in the chart .Ui ; hi /. Let ' be a continuous normalised trace on L1;1. We have

'
�
T .1��G/

� d2
�
D cd

Z
�i�Rd

sym.Ti /
�
t;
s

jsj

�
e�qi .t;s/dt ds; Ti DExt�i .WiT W

�1
i /:

Here, qi is as in Notation 2.13.

Proof. Fix 0 �  2 C1.X/ such that T DM TM and such that  is compactly sup-
ported in Ui .

By the tracial property, we have

'
�
T .1 ��G/

� d2
�
D '

�
M d
 TM

d
 .1 ��G/

� d2
�
D '

�
TM d

 .1 ��G/
� d2M d

 

�
:

Since ' vanishes on L 2d
2dC1

;1
, it follows from Lemma 8.4 that

'
�
T .1 ��G/

� d2
�
D '.TA

d
2 /; A DM 2

 .1 ��G/
�1M 2

 :

Since both operators T and A are compactly supported in the chart .Ui ; hi /, it follows
that

'.TA
d
2 / D '

�
WiT W

�1
i � .WiAW

�1
i /

d
2
�

D '
�
Ext�i .WiT W

�1
i / �

�
Ext�i .WiAW

�1
i /

� d
2
�
:

Denote for brevity

Bi DM
2
 ıh�1i

.1 �� Ogi /
�1M 2

 ıh�1i
:

By Lemma 8.3 and Birman–Koplienko–Solomyak inequality, we have�
Ext�i .WiAW

�1
i /

� d
2 � B

d
2

i 2 L 2d
2dC1

;1
:

Since ' vanishes on L 2d
2dC1

;1
, it follows that

'.TA
d
2 / D '.TiB

d
2

i /:

Using the second assertion in Lemma 8.4, we obtain

'.TA
d
2 / D '

�
TiM

d
 ıh�1i

.1 �� Ogi /
� d2M d

 ıh�1i

�
D '

�
Ti .1 ��/

� d2Xi
�
D '

�
XiTi .1 ��/

� d2
�
;

where
Xi D .1 ��/

d
2 .1 �� Ogi /

� d2M d
 ıh�1i

:
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By Lemma 8.2, we have Xi 2…. Hence, the operator XiTi 2… is compactly suppor-
ted from the right. By Theorem 8.5, we have

'
�
T .1 ��g/

� d2
�
D '.TA

d
2 / D c0d

Z
Rd�Sd�1

sym.XiTi /dm;

where m is the product of Lebesgue measure on Rd and Haar measure on Sd�1. By
Lemma 8.2, we have

sym.XiTi /.t; s/ D sym.Ti /.t; s/ �  
�
h�1i .t/

�d
�
˝
Ogi .t/

�1s; s
˛� d2

D sym.Ti /.t; s/ �
˝
gi .t/

�1s; s
˛� d2 :

Thus,

'
�
T .1 ��g/

� d2
�
D c0d

Z
Rd�Sd�1

sym.Ti /.t; s/ �
˝
gi .t/

�1s; s
˛� d2 dt ds:

By passing to spherical coordinates, we obtainZ
Rd�Sd�1

sym.Ti /.t; s/ �
˝
gi .t/

�1s; s
˛� d2 dt ds

D c00d

Z
Rd�Rd

sym.Ti /
�
t;
s

jsj

�
e�qi .t;s/dt ds:

Combining these two equalities, we complete the proof.

Proof of Theorem 1.5. Suppose first that T 2 …X is compactly supported in the chart
.Ui ; hi /. By Lemma 8.6, we have

'
�
T .1 ��G/

� d2
�
D cd

Z
�i�Rd

sym.Ti /
�
t;
s

jsj

�
� e�qi .t;s/dt ds:

By (2.9) and (2.10), we haveZ
�i�Rd

sym.Ti /
�
t;
s

jsj

�
� e�qi .t;s/dt ds D

Z
T �X

symX .T /e
�qXd�:

A combination of these two equalities proves the assertion for T compactly supported in
some Ui .

Let now T 2 …X be arbitrary. Let .�n/NnD1 be a fixed good partition of unity.
We write

T D

NX
nD0

Tn; T0 D

NX
mD1

M
1
2

�m
� ŒM

1
2

�m
; T �; Tn DM

1
2

�n
TM

1
2

�n
; n � 1:

By assumption, ŒT; M � is compact for every  2 C.X/. In particular, T0 is compact.
Thus,

'
�
T0.1 ��G/

� d2
�
D 0; symX .T0/ D 0:
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By the first paragraph, we have

'
�
T .1 ��G/

� d2
�
D

NX
nD0

'
�
Tn.1 ��G/

� d2
�

D

NX
nD1

cd

Z
T �X

symX .Tn/e
�qXd�

D cd

Z
T �X

symX .T /e
�qXd�:

Appendix: Proof of the globalisation theorem

We prove Theorem 7.4 in the following series of lemmas.

Lemma A.1. In the setting of Definitions 7.1 and 7.2, A is a unital �-subalgebra in
B.L2.X; �//.

Proof. Suppose T; S 2 A. It is immediate that 1; T C S; T � 2 A. It suffices to show that
also TS 2 A.

Let i 2 I and let 0 � � 2 Cc.Ui /. We write

M�TSM� DM
�
1
2
TM

�
1
2
�M

�
1
2
SM

�
1
2
CM

�
1
2
� ŒM

1
2

� ; T � � SM�

CM
1
2

� TM
1
2

� � ŒS;M
1
2

� �M
1
2

� :

By Definition 7.2 (1), we have

M
�
1
2
TM

�
1
2
;M

�
1
2
SM

�
1
2
2 Ai :

Since Ai is a subalgebra, it follows that

M
�
1
2
TM

�
1
2
�M

�
1
2
SM

�
1
2
2 Ai :

By Definition 7.2 (2), the operators ŒM
1
2

� ; T � and ŒS;M
1
2

� � are compact. Therefore,

M
�
1
2
� ŒM

1
2

� ; T � � SM� CM
1
2

� TM
1
2

� � ŒS;M
1
2

� �M
1
2

�

is compact. However, the latter operator is compactly supported inUi. ByDefinition7.1(4),
we have

M
�
1
2
� ŒM

1
2

� ; T � � SM� CM
1
2

� TM
1
2

� � ŒS;M
1
2

� �M
1
2

� 2 Ai :

Therefore,
M�TSM� 2 Ai ; � 2 Cc.Ui /; i 2 I:
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Since also
ŒTS;M � D T � ŒS;M �C ŒT;M � � S

is compact for every  2 C.X/, it follows that TS 2 A.

Lemma A.2. In the setting of Definitions 7.1 and 7.2, A is a unital C �-subalgebra in
B.L2.X; �//.

Proof. It is established in Lemma A.1 that A is a unital �-subalgebra in B.L2.X; �//. It
suffices to show that A is closed in the uniform norm.

Let ¹Tnºn�1 �A and let T 2 B.L2.X; �// be such that Tn! T in the uniform norm.
Let us show that T 2 A.

Let i 2I and let � 2Cc.Ui /. Take �02Cc.Ui / such that ��0D�. We haveM�TnM�

2 Ai and, therefore,

M�TnM� DM�0 �M�TnM� �M�0 2M�0AiM�0 ; n � 1:

By assumption, M�TnM� !M�TM� in the uniform norm. Hence, M�TM� belongs to
the closure of M�0AiM�0 in the uniform norm. By Definition 7.1 (6), M�TM� 2 Ai .

If  2 C.X/, then
ŒT;M � D lim

n!1
ŒTn;M �

is the limit of compact operators in the uniform norm and is, therefore, compact.
Combining the results in the preceding paragraphs, we conclude that T 2 A. This

completes the proof.

Proof of Theorem 7.4 (1). We already demonstrated in Lemma A.2 that A is a unital C �-
subalgebra in B.L2.X; �//. It remains to show that Ai � A for every i 2 I and that
K.L2.X; �// � A.

Let T 2Ai and �2Cc.Uj /. By Definition 7.1 (2), T is compactly supported in Ui .
Choose �0 2 Cc.Ui / such that T D M�0T D TM�0 . Then, ��0 2 Cc.Ui \Uj / and
M��0 2 Ai . Since Ai is an algebra, it follows that M�TM� DM��0TM��0 2 Ai . Since
M�TM� is compactly supported in Ui \ Uj , it follows from Definition 7.1 (3) that
M�TM� 2 Aj . This verifies condition (1) in Definition 7.2 for the operator T . Let  2
C.X/. As above, choose �0 2 Cc.Ui / such that T D M�0T D TM�0 . It follows that
ŒT;M �D ŒT;M �0 �. Since �0 2Cc.Ui /, it follows from condition (7) in Definition 7.1
that ŒT;M � is compact. This verifies condition (2) in Definition 7.2 for the operator T .
Hence, T 2 A and, therefore, Ai � A.

Let T 2K.L2.X;�//. For every i 2 I and for every � 2Cc.Ui /, the operatorM�TM�

is simultaneously compact and compactly supported in Ui . By Definition 7.1 (4), we have
M�TM� 2Ai . Clearly, ŒT;M � 2K.L2.X; �// for every  2 C.X/. Therefore, T 2A.
Since T 2K.L2.X; �// is arbitrary, it follows that K.L2.X; �// � A.

The purpose of the next lemma is twofold: to establish Theorem 7.4 (3) and to provide
a concrete form of hom used in the proof of Theorem 7.4 (2).
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Lemma A.3. Suppose we are in the setting of Theorem 7.4. Let .�n/NnD1 be a good5

partition of unity so that �n is compactly supported in Uin for 1� n�N . If hom WA!B

is a �-homomorphism as in Theorem 7.4 (2), then

hom.T / D
NX
nD1

homin

�
M
�
1
2
n

TM
�
1
2
n

�
; T 2 A: (A.1)

In particular, hom is unique.

Proof. For every T 2 B.L2.X; �//, we write

T D

NX
nD0

Tn; Tn DM
�
1
2
n

TM
�
1
2
n

; 1 � n � N; T0 D

NX
kD1

M
�
1
2
k

�
�
M
�
1
2
k

; T
�
:

Every Tn, 1 � n � N , is compactly supported in the chart .Uin ; hin/. If T 2 A, then
Tn 2 Ain for 1 � n � N . Hence,

hom.Tn/ D homin.Tn/; 1 � n � N:

If T 2 A, then T0 is compact by Definition 7.2 (2). Since hom vanish on compact operat-
ors, it follows that

hom.T0/ D 0:

Thus,

hom.T / D
NX
nD0

hom.Tn/ D
NX
nD1

homin

�
M
�
1
2
n

TM
�
1
2
n

�
; T 2 A:

We now fix a good partition of unity and prove that the concrete map hom introduced
in Lemma A.3 is �-homomorphism.

Lemma A.4. Let hom be the mapping on the right-hand side in (A.1). We have

hom.TM�/ D hom.T / � hom.M�/; T 2 A; � 2 C.X/:

Proof. Let  n 2 Cc.Uin/ be such that �n n D �n. We write

M
�
1
2
n

TM�M
�
1
2
n

DM
�
1
2
n

TM
�
1
2
n

�M� n :

Since homin is a homomorphism, it follows that

homin

�
M
�
1
2
n

TM�M
�
1
2
n

�
D homin

�
M
�
1
2
n

TM
�
1
2
n

�
� homin.M� n/:

It follows from Definition 7.3 (4) and (A.1) that

homin.M� n/ D Hom.� n/ D Hom.�/ � Hom. n/ D homin.M n/ � hom.M�/:

5See Definition 2.16.
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Again using the fact that homin is a homomorphism, we obtain

homin

�
M
�
1
2
n

TM�M
�
1
2
n

�
D homin

�
M
�
1
2
n

TM
�
1
2
n

�M n

�
� hom.M�/:

However, by the choice of  n, we have

M
�
1
2
n

TM
�
1
2
n

�M n DM
�
1
2
n

TM
�
1
2
n

:

Therefore,

homin

�
M
�
1
2
n

TM�M
�
1
2
n

�
D homin

�
M
�
1
2
n

TM
�
1
2
n

�
� hom.M�/; 1 � n � N:

Summing over 1 � n � N , we complete the proof.

Lemma A.5. Let hom be the mapping on the right-hand side in (A.1). We have hom D
homj on Aj for every j 2 I.

Proof. Let T 2Aj and let .�n/NnD1 be as in Lemma A.3. For every 1� n�N , the operator
M
�
1
2
n

TM
�
1
2
n

is compactly supported both in the chart .Uj ; hj / and in the chart .Uin ; hin/.

By Definition 7.3 (2), we have

homin

�
M
�
1
2
n

TM
�
1
2
n

�
D homj

�
M
�
1
2
n

TM
�
1
2
n

�
:

Let � 2 Cc.Uj / be such that T D M�T D TM� . Since homj is a homomorphism, it
follows that

homj
�
M
�
1
2
n

TM
�
1
2
n

�
D homj

�
M
�
1
2
n �
� T �M

��
1
2
n

�
D homj .T / � homj

�
M
�
1
2
n �

�
� homj

�
M
��

1
2
n

�
D homj .T / � homj .M�n�2/:

Therefore,

homin

�
M
�
1
2
n

TM
�
1
2
n

�
D homj .T / � homj .M�n�2/; 1 � n � N:

Summing over 1 � n � N , we obtain

hom.T / D homj .T / �

 
NX
nD1

homj .M�n�2/

!
D homj .T / � homj .M�2/:

Again using the fact that homj is a homomorphism, we obtain

hom.T / D homj .TM�2/:

Taking into account that TM�2 D T , we complete the proof.
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Lemma A.6. We have

hom.TS/ D hom.T / � hom.S/; T; S 2 Aj ; j 2 I:

Proof. Using Lemma A.5 and taking into account that homj is a homomorphism, we write

hom.TS/ D homj .TS/ D homj .T / � homj .S/ D hom.T / � hom.S/:

Lemma A.7. If T; S 2 A and if T is compactly supported in the chart .Uj ; hj /, then

hom.TS/ D hom.T / � hom.S/:

Proof. Let � 2 Cc.Uj / be such that T D TM� . We write

TS D TS1 C TS2; S DM
�
1
2
SM

�
1
2
; S2 DM

�
1
2
ŒM

�
1
2
; S�:

By Definition 7.2 (2), S2 is compact. By construction, hom vanishes on compact operators.
It follows that

hom.TS/ D hom.TS1/:

Since T and S1 are compactly supported in the chart .Uj ; hj /, it follows from Lemma
A.6 that

hom.TS/ D hom.T / � hom.S1/:

By Lemma A.4, we have

hom.TS/ D hom.T / � hom.S/ � hom
�
M
�
1
2

�2
D hom.T / � hom.M�/ � hom.S/

D hom.TM�/ � hom.S/:

Since T D TM� , the assertion follows.

Proof of Theorem 7.4 (2). It is immediate that hom is a linear �-preserving mapping. We
now prove that hom preserves multiplication.

Let T; S 2 A and let .�n/NnD1 be as in Lemma A.3. We write T D
PN
nD0 Tn, where

Tn DM
�
1
2
n

TM
�
1
2
n

; 1 � n � N; T0 D

NX
kD1

M
�
1
2
k

�
M
�
1
2
k

; T
�
:

Every Tn, 1 � n � N , is compactly supported in the chart .Uin ; hin/. By Lemma A.7, we
have

hom.TnS/ D hom.Tn/ � hom.S/; 1 � n � N:

The operators T0 and T0S are compact. By construction, hom vanishes on compact oper-
ators. It follows that

hom.T0S/ D 0 D 0 � hom.S/ D hom.T0/ � hom.S/:
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By linearity, we have

hom.TS/ D
NX
nD0

hom.TnS/ D
NX
nD0

hom.Tn/ � hom.S/ D hom.T / � hom.S/:

Thus, hom is a �-homomorphism.
Let us now show that ker.hom/ D K.L2.X; �//. If T 2 A is such that hom.T / D 0,

then hom.T �T / D 0. By construction of hom, we have

nX
nD1

homin

�
M
�
1
2
n

T �TM
�
1
2
n

�
D 0:

Every summand on the left-hand side is positive. Therefore,

homin

�
M
�
1
2
n

T �TM
�
1
2
n

�
D 0; 1 � n � N:

By Definition 7.3 (3), we have

M
�
1
2
n

T �TM
�
1
2
n

2K
�
L2.X; �/

�
; 1 � n � N:

In other words,
TM

�
1
2
n

2K
�
L2.X; �/

�
; 1 � n � N:

Multiplying on the right by M
�
1
2
n

and summing over 1 � n � N , we conclude that T 2
K.L2.X; �//.
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