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Local e-conjecture and p-adic differential equations
Tetsuya Ishida and Kentaro Nakamura

Abstract. Laurent Berger attached a p-adic differential equation Nyjg (M) with a Frobenius struc-
ture to an arbitrary de Rham (¢, I')-module M over a Robba ring. In this article, we compare the
local epsilon conjecture for the cyclotomic deformation of M with that of Ny (M). We first define
an isomorphism between the fundamental lines of their cyclotomic deformations using the second
author’s results on the big exponential map. As a main result of the article, we show that this iso-
morphism enables us to reduce the local epsilon conjecture for the cyclotomic deformation of M to
that of Nyjg(M). The result can be regarded as a refined interpolation formula of the big exponential
map.

1. Introduction and notations

In [18], Kato formulated a conjecture called the generalized Iwasawa main conjecture,
which is a vast generalization of the Iwasawa main conjecture and Bloch—Kato conjec-
ture. It claims the existence of so-called zeta isomorphisms for any family of p-adic Galois
representations of Gal(Q/Q), interpolating the zeta elements of geometric p-adic Galois
representations. Note that a similar conjecture was formulated by Fontaine and Perrin-
Riou in [13]. Since the zeta elements are conjectural bases in (the determinants of) the
Galois cohomologies and closely related to the L-functions, it is natural to regard the zeta
isomorphisms as algebraic counterparts of the L-functions. In [14, 17], Kato’s local and
global e-conjectures are formulated as algebraic analogue of the functional equations of
L-functions; the local e-conjecture claims the existence of the local e-isomorphisms, the
algebraic analogue of local e-factors for families of p-adic representations of Gal(Q; /Q;),
and the global e-conjecture states that the zeta isomorphisms satisfies the functional equa-
tions whose local factors are the local e-isomorphisms.

The local e-conjecture for [ # p is proved [16,31]. But for the case [ = p, which
we treat in this paper, the existence of the local e-isomorphisms are proved for limited
families and the conjecture is still open. In particular, by generalizing the conjecture for
(¢, I')-modules over relative Robba rings, the second author proves the existence of -
isomorphisms for trianguline representations. The conjecture has turned out to be closely
related to the Coleman isomorphisms [17,30], the Perrin-Riou maps [3, 23], and also the
p-adic local Langlands correspondence [15,26].
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Our main theorem compares the local e-isomorphisms of the following different ob-
jects. Let M be an arbitrary de Rham (¢, I")-module over the Robba ring. The first object
is the cyclotomic deformation of M. The second one is the cyclotomic deformation of
Niig (M), where Nyg(M) is the p-adic differential equation attached to M by Laurent
Berger. We remark that the existences of their local e-isomorphisms are still conjectural.
The main theorem claims that the difference of their local e-isomorphisms is written as
the generalized Perrin-Riou map defined by the second author in [24].

To make the statement of the main theorem more precise, we recall (¢, I')-modules
over Robba rings and the local e-conjecture for them.

A (¢,T")-module M is a module equipped with a suitable endomorphism ¢ : M — M
and a continuous group action of I' = Gal(Qp (itp~)/Qp), where (ipe is the group of p-
power roots of unity in (_)p. There are several specific rings over which (¢, I')-modules are
useful to study p-adic representations. An important case is the Robba rings Ry with their
coefficients in local fields L; by results of Fontaine [12], Cherbonnier and Colmez [8] and
Kedlaya [19], the category of p-adic representations over L can be embedded fully and
faithfully into the one of (¢, I')-modules over Ry . A lot of important notions of p-adic
Hodge theory can be generalized to (¢, I')-modules over Ry, such as the functors Dy
and Dgr [4], or Bloch—Kato’s exponential maps [5, 24]. Another important feature is that,
when a (¢, I')-module M is de Rham, Berger attached to M a p-adic differential equation
Niig (M) with Frobenius structure; as its application, one can prove the p-adic monodromy
theorem for p-adic representations by reducing it to that for p-adic differential equations,
or Colmez—Fontaine’s theorem [4, 6].

In [25], the second author formulated the local e-conjecture for (¢, I')-modules over
relative Robba rings, generalizing the Kato’s conjecture for p-adic representations. We
recall only the conjecture for the cyclotomic deformations of de Rham (¢, I')-modules,
since it is the case we treat in this paper. Let L be a finite extension of Q,, and M be
a (¢, I')-module over the Robba ring R with coefficients in L. Then, one can attach
to M a (graded) invertible module Az (M) over L and Aiw (M) over JQZF (I") for any
(¢, T')-module M over R, where <ﬂt(l") = I'('W, O) is the ring of global sections of
the Berthelot generic fiber W = Spf(O [I']*") associated to the Iwasawa algebra O [T'].
When M is de Rham, the second author constructed a canonical trivialization isomor-
phism

eR(M): L = Ap(M).
Its definition involves a lot of notions of p-adic Hodge theory, such as the theory of local
constants (e-constants and L-constants), Bloch—Kato’s exponential and dual exponential

maps, Hodge—Tate weights. Then the local e-conjecture in this situation claims that, there
exists a unique isomorphism

V(M) : R (D) S A (M)

interpolatingf}tR (M(8)) for any de Rham character § : I' — L*, i.e. any character of the
form § = y*§ for k € Z and a finite character §, where y is the cyclotomic character. More
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precisely, sILW (M) is required to make the following diagram

AM(M) ®j, L ———— Ar(M(5))

sILW(M)®idT TSdLR(M(s))

RED)Qfy L ————— L

commute for any de Rham character § of I', where f5 : eR*’(F) — L is a continuous
homomorphism of L-algebras given by [g] — §(g)~! and evs is a canonical isomorphism
induced by the specialization at fs. In the original article of Kato [17], he predicts the
conjectural base £f 9, (T') of an invertible O [I']-module AIW (T') similarly defined for
any Op - representatlon T of Gal(Qp /Qp). In [25, Con]ecture 3 8 (v)], the second author
predicts the equality

£6, (T) ®o, 17 izt (ry = &1 (DL, (T11/p1)).

that is, the right hand side has an integral structure in the étale case.

The following is the main theorem of this paper, which can be regarded as an extension
of the studies in [24,25]. It roughly states that, for a general de Rham (¢, I')-module M
over R, and the p-adic differential equation Ny (M) attached to M, the differences of
e1,(M(8)) and er (Nyig(M )(8)) for the de Rham characters § of I' are interpolated by the
generalized Perrin-Riou map in [24].

Theorem. There exists an eﬂz (I')-linear isomorphism
Exp(M) : A (Nig(M)) = AN (M)

whose specialization at any de Rham character § of T' makes the following diagram

98 (Nrig (M) (8)) Y(S»

(Niig(M)(8)) Eput; AL (M(8))
commute, where the isomorphism Exp(M)s is defined by the following commutative dia-
gram
Exp(M);

Ar (Niig(M)(8)) AL (M(8))

AL (Nig(M) ®y L — - A (M) @, L

In particular, lf g7 (Niig(M)) exists, then 8 V(M) also exists and is written as

el (M) = Exp(M) o &} (Nyig(M)).
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We remark that our theorem can be regarded as a refined interpolation formula of
the big exponential map for the Bloch—Kato’s morphisms. The isomorphism Exp(M) is
obtained by the generalized Perrin-Riou’s big exponential map

Expysp, : Hy, (Niig(M)) — Hy, (M)

defined in [24, Definition 3.7] for de Rham (¢, I')-modules M, in conjunction with [24,
Theorem 3.14] on the determinant of Expy, 5, which we called the §(M) theorem because
it is a generalization of Perrin-Riou’s famous conjecture (1) for crystalline representa-
tions V. The big exponential maps are first introduced by Perrin-Riou [27] for crystalline
representations and used essentially in her study of p-adic L-functions, and then gener-
alized to de Rham representations [9] and to de Rham (¢, I')-modules [24]. Their key
feature is that they interpolate the Bloch—Kato’s exponentials

XDy 5 - Dar(M(*8))/Fil’Dar (M (x*5)) — H, , (M(x*$))
* ~
M(x*8)*
[24, Theorem 3.10]). Our theorem can be seen as a refinement of such interpolation formu-
lae. First, our big exponential map Exp(M) satisfies an interpolation formula interpolates
for arbitrary twits § = y*§, i.e. for all(!) k € Z. Second, the map Exp(M ) interpolates not
only the maps expyy(s) and exp;,l(s)* but also another exponential map

and it’s dual, i.e. the dual exponentials exp for suitable k € Z (see, for example,

epr’M(S) . Dcris(M((g)) — H(}J’y(M((S))

defined in [7] for Galois representations and [25, Section 2] for (¢, I')-modules, which is
closely related with the exceptional zeros for p-adic L-functions.

We also remark a relation of our theorem to the local e-conjecture itself. The local
e-conjecture for the cyclotomic deformation of a general de Rham (¢, I')-module is not
proved yet, and only the following special cases are proved.

* The case of rank 1 Galois representations (i.e. rank 1 étale (¢, I')-modules) is proved
by Kato in [17] (proofs taking account of signs is given in [14] briefly and in [30] in
detail).

* The case of crystalline representations is proved by Benois and Berger in [3] (the
cyclotomic deformations of crystalline representations), which is generalized by Loef-
fler, Venjakob, and Zerbes in [23] (the abelian twists of crystalline representations),
and by Bellovin and Venjakob in [1] (the crystalline families).

» The case of trianguline (¢, I')-modules over relative Robba rings, including the crys-
talline families and also the rigid analytic families of representations attached to eigen-
varieties, is proved by the second author in [25].

* The case of rank 2 Galois representations is proved by the second author in [26] in
almost all cases and completed by Rodrigues Jacinto [15], by showing its close relation
to the p-adic local Langlands conjecture for GL,(Q)).
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By the last assertion of the theorem, we can reduce the local e-conjecture for the cyclo-
tomic deformation of arbitrary de Rham (¢, I')-module M to that of Ny, (M ). This reduc-
tion seems a useful approach, since Ni;g(M) is relatively simple (all of its Hodge-Tate
weights are zero) and also has an additional structure of a p-adic differential equation
with a Frobenius structure so that we can use the theory of p-adic differential equations.
We also note that such a reduction is implicitly used to prove the trianguline case, and our
theorem is stated as a conjecture [25, Remark 4.15]; see also Remark 4.2.2.

The structure of the paper is as follows. In Section 2, we recall definitions about (¢, I')-
modules over the Robba ring and prove a key theorem (Theorem 2.2.5) on a relation
of Bloch—Kato’s morphisms and some differential operators induced by the I'-action. In
Section 3, we recall (a special case of) the local e-conjecture for (¢, I')-modules studied
in [25], and construct our big exponential map Exp(M) : AILW (Nrig(M)) = AILW (M) for
a de Rham (¢, I')-module M it is induced by the multiplication of some differential
operators, and the construction depends heavily on [24], in particular on theorem §(D). In
Section 4, we state our main theorem and prove it, by introducing a notion which we call
genericity, deducing the proof of the general case to the generic case by using the explicit
construction of the &™-isomorphisms for (¢, I')-modules of rank 1 in [25], and proving
the generic case by applying the key theorem.

Notation. Let p be a prime number. We fix the algebraic closure (_)p of the p-adic number
field Q. Let L be a finite extension of Q,. Let pp be the group of p-power roots of
unity in (_;)p. We fix primitive p”-th roots of unity {,» € ppe such that ¢ ; wp1 = Cpn for
any n € Zx1. We set I' = Gal(Q, (¢p~)/Qp). The cyclotomic character on I' is denoted
by x : I = ZX, which is characterized by y'(¢) = ¢X0") for all ¢ € Hpoo and y’ € T.
Let A C T be the torsion subgroup of ' and put pp = \é_l > sean0 € Q[I]. We fix a
topological generator y of the torsion free subgroup 't of I'. For a ring R, the objects of
the category of graded invertible R-modules are written as the pairs (£, r) of an invertible
R-module £ and a continuous function r : Spec(R) — Z, and the product X is defined
by (il, V]) X (cfz, ) =(£1 ®r L2, 11 + 7‘2). Weput 1 := (R, 0)

2. Review of the theory of (¢, I')-modules over the Robba ring

In this section, we first recall the definition of (¢, I')-modules over the Robba ring, their
cohomologies, and some notions of p-adic Hodge theory following [6,20]. Then, we study
several kinds of morphisms defined by differential operators induced by the I'-action.
Theorem 2.2.5 is the key result, which describes a relation between such morphisms and
Bloch—Kato’s exponentials defined for (¢, I')-modules over Robba rings in [24].

2.1. (¢, I')-modules over Robba rings

For each integer n € Zx1, put

:RE”) = {ZaiTi ca; €L, ZaiTi is convergent on |{,n — 1| < |T| < 1},
i€z i€z
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which is naturally an L-Banach algebra. We put Ry, = U,>1 Rg’) . We equip it with the
locally convex inductive limit topology and we call it the Robba ring over L. We also
define a subring eﬂzr of Ry, by

,RZ' = {ZaiTi ja; € L,ZaiTi is convergenton 0 < |T| < 1}.
i>0 i>0

Putt =log(1+7T) e !RZ' There are an operator ¢ : Ry — R and a group action I' x
R — R of I' on R, both of which are continuous and linear over L satisfying

o(T)=(1+T)? =1, y(T)=(1+T)*") 1

for any y’ € I". The tuple ((1 + T)");i=o,...,p—1 is a basis of Ry, over p(RL), and we can
define a left inverse ¢ : Ry, — R of ¢ by

p—1
W<Z¢(ﬁ)(1 + T)") = fo
i=0

for f; € K. The map ¥ turns out to be continuous and commutes with I".
Foreachn € Z>1, set L, = Qp({pn) ®q, L. Then one has a continuous I'-equivariant
homomorphism
b R S L]

of L-algebras defined in [6, Section 1.2] such that

t
tn(T) = Cpn exp (p_") -1,
which satisfies the following commutative diagram

RIE") — L[]

1
e(REIn—’— ) T> Ln+1[[l]].

Definition 2.1.1. A (¢,T")-module over R is a free Ry -module M of finite rank equipped
with a semilinear endomorphism ¢ : M — M over R, satisfying ¢*M = M and a con-
tinuous I"-action commuting to ¢.

The following lemma is [6, Theorem 1.3.3].

Lemma 2.1.2. Let M be a (¢, I')-module over Ry,. Then, there exists an integer n > 1
such that there exists a unique I'-stable eR(Lm)-submodule M@ C M for eachm > n such

that for any m > n we have Rgmﬂ) & p(m v M = ppm+D) g g R & p(m) M@ = p.
L > L

The smallest integer n satisfying the property in Lemma 2.1.2 is denoted as n(M).
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For a (¢, I')-module M over R, one can define yr-operator on M by ¥ (¢(x) ® f) =
x Q@ Y(f) forx € M and f € R, which turns out to be well-defined, continuous and
L-linear.

For each n > n(M), define

D, (M)=M" e am Lnlf]-
We puti, : M® — DY (M) : x — x ® 1 and
cany : D, (M) = D, (M) f(1) ® x = f(1) - trs1(9(x))
for f(t) € Ly[t] and x € M ™. We set

Daitn (M) = D, (M)[1/1]. DG (M) = lim DG, (M),
n

where the injective limit is taken over (can,),>n» (). On these modules, we can define
I-actions induced by the diagonal action on M ™ and L,[t].

We next introduce briefly notions for (¢, I')-modules related to p-adic Hodge theory.
We recall that, as in Notation, A is the torsion subgroup of I" and y is a fixed topological
generator of the torsion free subgroup I'ge. of I'. Let R be a topological ring, X a topo-
logical module over R. If X is equipped with a continuous R-linear I'-action, we denote
its Tg-fixed part by XT° for any subgroup I'y of I'. We define a complex of R-modules

Cr(x) = [x2 125 x4

concentrated in degree [0, 1]. If X is furthermore equipped with a continuous R-linear
action of ¢ or ¥ commuting with the I'-action, then we put, again as a complex of R-

modules,

A (y—1,%x-1)
e

XA@XA —D@(1-y) XA]

Ce,(X)=[X

concentrated in degree [0, 2] for * = ¢, ¥, and
co(x) = [x2 YL xa
y(X) = [X% — X%]

concentrated in degree [1, 2]. For each complex C(X) above, its i-th cohomology group
is denoted as Hf]. For a (¢, I')-module M over Ry, of rank r, we use the following special
notations

Deis(M) := H) (M [1/1]) = M[1/t]", Dw(M) = HY (Dgir(M)) = Dyi(M)".

These spaces are of dimension < r over L, and we say M is crystalline (resp. de Rham)
if dimy (Dgyis(M)) = r (resp. dimg, (Dgr(M)) = r). For i € Z, we also define DSR(M) =
DgRr(M) N tiD(If(M) and 1(M) = Dgr(M) /D% (M). When M is de Rham, then we say
that & € Z is a Hodge-Tate weight of M if Dy (M)/Dy T (M) # 0, and refer to its
dimension as the multiplicity of . We put /s as the sum of the Hodge-Tate weights of
M with multiplicity.
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2.2. Morphisms induced by differential operators

Let W (resp. W;) be the Berthelot generic fiber of the formal scheme Spf(Or [T']) (resp.
Spf(Opr [Tree])) associated to the Iwasawa algebra O, [T'] (resp. Or [fiee]))- The ring of its
global sections are denoted by 322' (') =T(W, ) (resp. {RZ‘ (Tgee) = T'(Wyq, O)). They
are equipped with a natural topological L-algebra structure. We remark that there is a nat-
ural isomorphism :RZ I = :R{ (Ttee) ®1, L[A], and an isomorphism RZ (Tfree) = 322'
which sends [y] — 1 to T (recall that y € Ty is a fixed topological generator). Let
D(T, L) be the distribution algebra of I with values in L, i.e. the convolution algebra
of the continuous L-linear duals of the topological L-vector space LA(T, L) of locally
analytic functions on I' with values in L. Then, it is known that the L-algebra map
L[I'l = O, L) sending [yo] (yo € I') to the Dirac measure §,, at yo uniquely extends
to a topological L-algebra isomorphism RZ‘ (I N D(T, L). One has a canonical inclu-
sion Lie(T"), — D(T, L). Explicitly, the sub L-vector space Lie(I")r is generated by the
derivation

|:LA(RL)9f()/o)l—> jim L0 fler)

L|e DT, L).
vo—er  x(yo) — 1 } -0

We remark that, by the isomorphism RZ ) = D(T, L), this element corresponds to the
element

vl —1 _ log([y'])
vo~er x(vo) =1 log (x(y")
where y’ € T is any non-torsion element (see, e.g. [28] for more details) and whose action
on (¢, I')-modules is crucial in the article.

In this subsection, we consider several morphisms induced by an element A of RZ (I),
and then prove a theorem about relationships between such morphisms and Bloch—Kato’s
morphisms. We will apply the theorem to the case A = Vo — i fori € Z later to prove our
main theorem.

We recall natural :RZ“ (I")-actions on several objects related to a (¢, I')-module M
over Rz. We can equip M ™, M ™[1/¢] with natural JRZ (I")-actions for each n > n(M),
which extend to M and M [1/¢]. Also, for each n > n(M), we can equip Dc-lii_f,n (M) with
a natural RZ‘ (T)-action. In fact, for any n > 1 and a finitely generated L, [¢]-module X
with a semilinear and continuous I'-action with respect to the canonical Frechét topology,
we can equip X with a natural R"' (I")-action as follows. Since one has X = hm X/t"X
with the quotient X /t" X is a ﬁnlte dimensional L-vector space with L-linear continuous
I"-action, it suffices to define a natural RZ (I")-action on arbitrary finite dimensional L-
vector space M with an L-linear continuous I'-action. First, it is easy to see that I"-action
on M naturally extends to a continuous Oy [I']-action. Since M is finite dimensional L-
vector space, the action of @, [['][1/ p]-factors through a quotient Ry of O [T'][1/ p] of
finite length. Since the maximal ideals of @1 [T'][1/ p] bijectively correspond to closed
maximal ideals of RIJ: (T"), Ry is also a quotient of !RzL ("), i.e. the natural quotient map
OL[T][1/p] — Ro factors through the inclusion Or [I'][1/p] < R} (I).

VO = [S eﬂz—(r),
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From now until the end of this section, we consider the following situation. Let M, M’
be (¢, I')-modules over Ry, such that M [1/¢] = M’[1/t]. Note that, in particular, we have
Dit,m (M) = Dyityn (M), Dgr (M) = Dgr (M) and Dyis (M) = Deris (M) Let 2 € R (T)
be any element. We assume that, there exists some n > max { n(M),n(M’) } such that we
have

A (Dc-]i;f,m (M)) - Dc-li;f,m (M/)
in Ddif’m (M) = Ddifjm (M/) for all m > n.
Proposition 2.2.1. For any m > n, we have A(M ™) C (M")™_ In particular, we have
AM)C M.

Proof. By [6, Section II.1], the submodule (M) < (M) [1/t] = M“™][1/¢] can be
written as

(M) = {xe TPMO L (x) e DY (M) forall m' > m},

dif,m’

where /i € Z~ is a sufficient large integer. Since M ™ is an RZ‘ (I')-module and ¢,
commutes with RZ (I")-action for any m > n(M), one has

b (Ax) = At (x) € DE (M)
for each x € M™ and m’ Z m by our assumption A(DJ;,,(M)) € DJ;,,(M’) for all
m > n, which shows that Ax € (M), n
The following corollary is fundamental.
Corollary 2.2.2. Multiplying by A induces morphisms of complexes
C,,(M)—C, (M), Cy,(M)—Cy (M)
of L-vector spaces,
Cy (M) — Cy(M")

of fRZ (T')-modules, and

. + . +

¢y (D((iif,)m (M)) - C; (D((iif,)m (M"))

of Ly t]-modules for each m > n.

Proof. Since the operators ¢, Y are continuous so that they commute with the :’RZ‘ (I')-
action, Proposition 2.2.1 gives our assertion. ]

By abuse of notation, we use the same expression x A for the morphisms defined in
Proposition 2.2.1, the ones in Corollary 2.2.2, and the induced ones between their coho-
mologies, which will cause no confusion. We remark that the action x A on H;, (Dgir(M)) =
H), (Dgir(M ), Dir(M) = Dgr(M”) and Deyis(M) = D (M) is just the multiplication
by A(1) € L. Here, for any A € {Rzr (T"), we denote by A(1) € L the image of A by the
augmentation map fj : !RZ'(I‘) —L:[y]—=1(@¢" e€l).
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Recall the following morphisms defined in [24]:
can : Hy, , (M) — H, (Daie(M)) : [x, y] = [ta(x)],
gm Dr(M) = H?, (Daie(M)) — H,l, (Dgis(M)) : o — [log x(y)].
Since they commute with :722“ (I')-action, we immediately obtain the following lemma.

Lemma 2.2.3. The action xA induces the following commutative diagrams:

A
HY (M) ——=——H] (M) Dar(M) Dgr(M)

l l ng lg‘”

H), (Dgir(M)) o H) (Dgir(M")). H,, (Dair(M)) an H,, (Dair(M")).

xA(1)

‘We next introduce a morphism of L-vector spaces
expy :t(M) — H;W(M)
called the Bloch—Kato’s exponential map, and if M is de Rham, then we have another one
expys+ - H (M) — D3 (M)

called the Bloch—Kato’s dual exponential map that is the Tate dual of exp,,«. They are
characterized by the following explicit formulae.

Theorem 2.2.4. Let M be a (¢, I')-module over Rp.

(1) For x € Dgr(M), there exists n > n(M) and ¥ € M™[1/t]® such that for any
m > n we have
tm(X)—x € Dc'ltf’m(M).

Using such an element X, we can calculate the value expys(x) as
expy (¥) = [(y — DF. (9 — DX].

(2) We assume that M is de Rham. Then gy is an isomorphism and expy. is char-
acterized by the following commutative diagram

Dgr(M) ——s H), (Dir(M))

CXPX,[* T Tcan

1 1
H, ,(M) ———H, ,(M).

Proof. See [24, Sections 2.3 and 2.4] or [25, Section 2B] for the definition of exp,,,
expj,+ and the proofs of the above formulae. ]
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To state a relation between xA and Bloch—Kato’s morphisms, we need some prepara-
tion.
For any yg € Tgee \ {1}, we set

1 d[J/O] 1,an 1
w = c s T W7 o .
log(x(v0)) ol RLMOIL (W.Q3,,)

This is independent of the choice of ¢ since one has

1 d[yo]* _ 1 ad[)/o] _ 1 d[yo]
log(x(¥$)) [vol* — alog(x(ye)) [vel — log(x(v0)) [vol

for any non zero a € Z,. Because one has d[yo] =d([yo]—1) and [yo] —1 is a parameter of
RZ_ (Ffree) ; Rz_
if Yo is a topological generator, one has

Uy = 8O0 = L0 1 7 s,

which is a free JQZ' (I")-module of rank one. For each A € RZ (I"), we define ‘% € eﬂzr ()
by dA = ‘% - w. Explicitly, if y € Tge. is the fixed topological generator and A is of the
formA =y ® f([y] — 1) with y € L[A] and f(T) € K", then one has

da d
-, = log (x)y® d—];([y] —1).

In the following theorem, we shall compare the Bloch—Kato’s morphisms of M and
M’ using A. It is the key theorem to prove our main theorem.

Theorem 2.2.5. Let M, M' be (¢, T")-modules over Ry, such that M[1/t] = M'[1/1].
(1) The diagram

xA(1
Dr(M) ——

)
Dgr(M')
expMJ( lexpM/
1 1
HY, (M) ———— HL (M)

commutes.
(2) Assume that M or M’ is (thus both are) de Rham. Then the diagram

A1)
Dy (M) ————— Dgr(M’)

CXPX/I*T TCXPL/*

Hy (M) ———H, , (M),

commutes.
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(3) Assume further that A(1) = 0. Then the diagram

2w ,
Dgr(M) ———— Dgr(M")

expyy« T le"PM 4

HY,, (M) ————H}, (M)

commutes.

Proof. First we prove (1). Let o be an element of Dgr(M ). By Theorem 2.2.4 (1), there
exist an integer n > max{n(M),n(M’)} and an element x € M “[1/¢]2 such that

tm(x) —a € D('l'i'f’m(M)
for any m > n. Then one has
expy (@) = [(y — Dx. (p — Dx] € H ,(M).
Thus, its image under the map xA : Hy, (M) — H,, ,,(M’) is equal to
[A((y = Dx). A((¢ = Dx)] = [(y = D(Ax), (¢ = D(Ax)] € H ,, (M").
This is nothing but exp,,, (Aa) because Ax € M'™[1/1]2 satisfies
tn(Ax) — A(@) = A(tm(x) — ) € Dc'ltf’m(M’).

for any m > n by Proposition 2.2.1.

(2) follows immediately by Theorem 2.2.4 (2) and Lemma 2.2.3.

We shall prove (3). Assume that M and M’ are de Rham and A(1) = 0. We remark
that the latter implies that one can write

Apa = (y — DAo

for some A € RZ(Fﬁee) and pp = ﬁ > sealol € LIA]. Let [x,y] € H,}w(M) and put
a = expy ([x,y]) € DY (M). By replacing n by a larger n’ if necessary, we may assume
that x € (M ™)2. Take m > n arbitrary. By Theorem 2.2.4 (2), one has

[tm(x)] = [log x(¥)er] € H} (D, (M)).

and hence one obtains

tm(x) —log x(¥)a € (y — DD, (M)~

Applying Apa/(y — 1) = Ag € JRZ (Cfree) on the both sides gives

A 2 /
tm(yp_Al (X)) —log (X(y)) yp_Ala € APA(D$f,m(M)A) c D;ff,m(M )A‘
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Since one has

o= ﬁ(l)a,
)

log (X(V)) 1a = log(x(y))

we obtain

A
( pA (o )) — —(l)oc € Dy, (M)A,

Since M’A T(x) € (M®)A C (M®™[1/:])2 = (M'™[1/t])® and we have taken m > n
arbitrary, the exp11c1t formula for expp gives that

di i
e (- 0e) = [0 = D722 0, (0= D22 0|

- —1)<x>]
-2

= | ax, LA (y—l)(y)]
L y—1

ZA’['x’y]’

which proves (3). [

3. Big exponential maps in the local e-conjecture for (¢, I')-modules

In this section, we first recall briefly the definition of the de Rham e-isomorphisms for
(¢, I')-modules, and state the local e-conjecture for the cyclotomic deformation. Then,
we define the big exponential maps and study their several properties.

3.1. de Rham e-isomorphisms for (¢, I')-modules

We recall de Rham e-isomorphisms over Robba rings following [25].

First, for each local field L/Q, and each (¢, I')-module M over R;, we define a
graded line Ay (M) over L called the fundamental line attached to M as follows.

By [22], the complex C(;’y (M) is a perfect complex of L-vector spaces, and we put

AL1(M) =Det,(C; (M),

which is a graded line over L. Here, Dety, is the determinant functor over L defined by
Knudsen—Mumford [21]. We define another graded L-vector space Ay, »(M) as follows.
By the classification of rank 1 (¢, I')-modules over R [10, Proposition 3.1], there exists
a unique continuous homomorphism

Sdetz, (M) : Qp™ = L™
such that there exists an isomorphism

detr, (M) = Rr(Sderz, (M)
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and we define

LL(M)={xedetr, (M) | p(x) = 8aet, m) (P)X, Y(X) = Saer, () (X (¥))X (¥ €T)},

which turns out to be an L-vector space of dimension 1. We then define a graded line
over L

Apa(M) = (£L(M). ry),

where we put rpy = rankg, (M). Finally, we define a graded line Ay (M) over L called
its fundamental line by

AL(M) =Ap1(M)R Ay »(M).

We also define the fundamental line AILW(M ) for the cyclotomic deformation of a
general (¢, I')-module M over Rr. By [20, Theorem 4.4.1], the complex Clz (M) is a
perfect complex over RZF ("), thus we may define

AL (M) = Det z+ ) (Cy(M)).

We also define
AP (M) = AL (M) @ Ry (D),
and define the fundamental line for the cyclotomic deformation

AP (M) = AP (M) R AY,(M).

Recall that for any continuous character § : I' — L, we can consider a (¢, I')-module
M(8) = Meg with a formal element es on which we have

p(xes) = p(x)es. y'(xes) =38(y)y (x)es

forany x € M and y’ € T'. In particular, we put M* = Homg, (M, Rr)()).
As studied in [25, Section 4A], one has canonical isomorphisms

evs,; t A (M) @7 L = Ap j(M(3)),
cang,; i A} (M) ®gy RF (D) = AP (M(5))
for j =1,2,0, where f5 : JRZ(I‘) — L (resp. gs : {RZ'(I‘) — RZ’ (I")) is the continuous
homomorphism of L-algebra extending y’ > §~1(y’) (resp. y’ + §~1(y")y").
The local e-conjecture concerns canonical bases of the fundamental lines for de Rham
(¢, I')-modules, which we recall briefly as follows: see [25, Section 3C] for the precise

definition. Let M be a de Rham (¢, I')-module over R;,. Define 1, := (L, 0) as the trivial
line. We define the following two isomorphisms

Oar(M) : 1, = A 1(M) R Detr (Dar(M)),
fu © Ap2(M) = Dety, (Dgr(M)).
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To define the isomorphism G4r (M), we first recall that there exists an exact sequence
of L-vector spaces

.
C*(M):0 > HO (M) = Dys(M) 282250, 1y () @ 1(M)
expyp Dexpy

H;,,y(M)f -0

called the Bloch—Kato’s fundamental sequence for M. Here, the first map is a canonical
inclusion, expy ps  Deris(M) — H(}W (M) is another exponential map, and

Héjy(M)f = Im (expsp @ expyy : Deris(M) @ 1(M) — H;’V(M));

see [25, Section 2B] for details. Taking the dual and using Tate duality and the de Rham
duality for C*(M*), we obtain

C*(M*):0—>H) (M);r = Desis(M*)¥ @ DY (M) — Deyig(M*)¥ — HZ (M) — 0.
We define the canonical isomorphism 64r (M) as the inverse of the isomorphism

far(M) : Ap,1(M) R Dety, (Dar(M))

o, Detz (C*(M)) ™' B Det (C*(M*)) O Ry,

where the isomorphism (1) is defined by cancelation X K X ~! Slr:a® = fla)
for graded invertible modules X = D¢;s(M), Dejis(M*)Y, and the one (b) is by the iso-
morphisms

Detz (C*(M)) — 1z, Detz (C*(M*)) — 1,

corresponding to the zero morphisms
C*M)—>[—>0>-], CM)>[--—>0—>-]

under the determinant functor respectively.
Next we define the isomorphism fjs. Since M is de Rham, we have Dg(M) =
Dir (M) ®1 Loo((t)) where Loo(()) = Up>1Lx((¢)). By [25, Lemma 3.4], a map

1 1
£1(M) — Dyt (detg, (M)) : x — W T
for sufficient large n induces an isomorphism far : A >(M) = Detz, (Dgr(M)). Here,
the constant e, (W(M)) € L is defined by using the Weil-Deligne representation W(M')
attached to M and the fixed basis ({7 ), € Z, (1), via the theory of e-constants of Deligne—
Langlands [11], and Fontaine—Perrin-Riou [13].

Using 64r(M) and fyy, we define

eR(M) = ([d R fi;") o (T(M)8r(M)) : 1, = Ar(M)
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and call it the de Rham e-isomorphism for M. Here, the I'-constant I'(M) for M is
defined by T'(M) =[], <, <, I'*(h;)~!, where for k € Z we put

k-1 (k=>1)

*(k) =
{ o k<o)

Now we can state the local e-conjecture for cyclotomic deformation for (¢, I")-modules.

Conjecture 3.1.1. For each finite extension L/Q, and each de Rham (¢, I')-module M
over R, there exists an isomorphism

e’ (M) : 1t (r) = AV (M)
satisfying the following commutative diagram
ev
AW(M) ®y, L ———— AL(M(5))

e (M) ®idT }? (M)

lgra)y @ L ——@ Lo

for arbitrary de Rham characters § : T’ — L*.

Since the set of all the de Rham characters is Zariski dense in the weight space ‘W, the
isomorphism eiW(M ) is uniquely determined (if it exists).

3.2. Big exponential maps

Throughout this section, let L be a finite extension of Q,, M a de Rham (¢, I")-modules
of rank r over Ry, and N = Nijg(M) its associated p-adic differential equation define
by Berger in [6]. Note that N is characterized as the (¢, I')-module in M [1/¢] satisfying
N[1/t] = MJ[1/¢] and

D(Jﬁf,n (N) = La[t] ®L Dar(M)

for a sufficient large .
In this subsection, we construct the big exponential map of M

Exp(M) : AY(N) = A (M),

and prove its properties. Its construction involves the theory of big exponential map, espe-
cially the §(D)-theorem studied in [24], which generalizes the original §(V')-conjecture
in [27].

First, we shall construct

Exp, : A} (N) = AV (M)

as follows.
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We have a decomposition :Rzr () = @nﬁg(F)en, where 71 runs over the charac-
ters on A and e, is the idempotent in L[A] corresponding to 1. Because 322' (Dey is
a domain (in fact, it is non-canonically isomorphic to RZ‘), we define Piors = B (Pey)iors
for an 522' (I')-module P, where each module (Pey )i is the torsion sub—ﬂ?Z' Iey-
module of Pe,. By [20, Proposition 4.3.6], all the complexes H1 (M )or5[0], H1 (M)[0]

and H2 (M)[0] over JR+(F) are perfect, thus we have canonical 1somorph1sms
DetﬂZ(F) (CIZ (M))
~ 1 -1 2
~ DetﬂZ’(l") (HW (M)[0]) X Detmz(r) (Hw (M)[0])
-1 -1
2 Detgy () (Hy (M)tree[0]) K Detgy ) (Hy (M)ios[0]) B Detg vy (Hy, (M)[0]),

where we set Hy, (M )ee = Hj,(M)/H},(M) . Extending the coefficients to the total
fraction ring Q(:RZ' (I')) of RZ (I"), we have

Det{RZ(r)(Cv', (M)) ® RE(D) 0(R; ()

-1
~ 1 + —1
= Detyz#(r) (Hw (M)iree ® Q(R] (F))[O]) X (Lowyay) ®lowsm)

= (/’\ <H,1,, (M ) free ®32r(r‘) Q(‘RZ_(F)))_I’_r)'

We can calculate the image of Detﬁ+ (F)(C (M)) under the last isomorphism using
the characteristic ideals defined in [24], which we recall in the following. The ring R+ ()
can be written as

R} (1) = lim R, (T),

where Rz,n (T) = OL[T][m"/ p]*[1/ p] with m the Jacobson radical of O, [I']. It turns
out that <7?2',,(I')e,7 is a PID for each n. For P =H}, oM )iors. H? » (M), by [20, Lemma 4.3.4]
we know that P ® R+(F) I n(F)en is a finitely generated torsion module over R} LaDey,
and we define charﬂ+ (F)(P ®:R+(1") RL ,(I')) as the principal ideal of R+ ,(I') whose
n-component is charﬂ+ (Dey (P ®JR+(F) IRL 2(I)ey). We then define the charactenstlc
ideal of P by

chargy ry(P) = @charﬂzn(r)(P ® g+ RE (D) € RE (D).
n

Note that the equality char R} (r)(P )= Detﬂzr o) (P)~! holds under the identification
-1 -1 +
Detg () (P)™" € Detg 0y (P) ™ @y (R (1)
— -1 _ +
= Dety(z+r) (0" = (Q(R](I)).0).

In fact, P is coadmissible by [20, Lemma 4.3.4] and thus P = 1<i£1n (P ®$Z(F) {RZ",L ("))
by the theory of coadmissible modules [29, Corollary 3.3]. Since the determinant functor
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commutes with base change, it suffices therefore to show the equality after base change to
Rz ) — :722“ ,(I') holds for each n, which is straightforward. Therefore, under the last
isomorphism

Detgs ry (Cy (M) ® gt (ry Q(R] (D))

r

5 (A (Y0 95 ) Q(REM)) ).

in the previous paragraph, the image of Det RZ(F)(CII.I (M)) is calculated as

,
J\Hy (M), - char e ) (Hy (M)iors) - char g oy (H3, (M) ™

On the other hand, let 4 > 0 be a sufficient large integer satisfying DJR” (M)=Dgr(M).
We put

logy’ 1 (1—-y)" +
= —_ > e R (D)
* log x(v") log x(y") n L

1<n

and V; := Vo —i foreachi € Z, where y’ € ' — {1} is close enough to 1 (it is independent
of the choice of y’.) Then by [24, Lemma 3.6] we have

h—1
( [1 v,-) (D, (N)) €D, (M)
i=0

for any m > n(M), and we define a morphism Exp,, (M) : H}l/ (N) - H}/, (M) as the
induced one by Corollary 2.2.2;

h—1
Expgy (M) := x [ [ Vi : Hj,(N) — Hy,(M).
i=0

It induces a map Exp,) (M) : H}// (N)free = H}/, (M )ree, Which turns out to be injective
by [24, Lemma 3.13]. Since V; € RZ‘ (") is a non-zero-divisor for any integer i, we can
define a modified map

E_XP(M) : /\erlp (N)free ®:Rzr(r‘) Q(‘RZ_ (F)) g /\erlp (M)free ®$z(r) Q(“RZ_ (F))

by

.
Exp(M) = /\ Expgy (M) ® “1do R (-

h—h;—1
H:=1 l_[jl:l Vhi+Ji
where A1, ..., h, are the Hodge-Tate weights of M with multiplicity. Note that the right
hand side doesn’t depend on /4, which justifies our notation Exp(M).
To define Exp, (M), the main part of Exp(M ), the following theorem is essential. It is
nothing but theorem §( D) in the context of the local e-conjecture.
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Theorem 3.2.1. Exp(M ) is an isomorphism of Q (RZ(F))-modules. Moreover, by restric-
tion, it induces an isomorphism of JRZ_ (I')-modules

r
-1
/\ Hlllf (N)free ® Charﬂz(r) (H.‘l// (N)tors) . Char‘RZ— T) (HZI// (N))

,
1 1 -1 2
— A\ Hy (M)fee ® char g+ ) (Hy (M)iors) - char g+ ) (Hi, (M)).

Proof. Since Exp(M) is a multiplication of a product of Vii € Q(RZ‘ (")) withi € Z, it
is an isomorphism as Q(!RZ' (I"))-modules.

For the latter assertion, we first remark that in A" H}p (M) free ® R (D) Q(,RZ' (")) we
have

E_XP(M) ( /\ H11/f (N)free)
r h—hi—1

r -1
= EXp(h) (M)(/\Hll// (N)free) ® (1_[ 1_[ Vhi+ji)

i=1 ji=1
r h—hi—1

r —1
= detﬁ;(l") (EXp(h) (M)) : /\ Hllp (M)free ® (1_[ l—[ Vhi+ji) ’

i=1 ji=1

where det R (D) (Expy(M)) € RZ‘ (T') is the determinant ideal of Expy) (M ). Therefore,
the claim is equivalent to the equality

r h—h;—1

-1
(H 1_[ Vhi-l-j,-) detmz(r) (Exp(h)(M))-charﬂz(r)(H}#(N)tors)—l
i=1 ji=1

char g+ ) (Hy (M)ors) = char g+ r) (H3(M)) - char g+ (r) (H3, (N))_1

of fractional ideals in Q (Rzr(l")), which is proved as the theorem §(D) [24, Theorem 3.14].
[

Definition 3.2.2. We define an isomorphism
Expy (M) : A} (N) = AP (M)

as the isomorphism corresponding to the one appearing in Theorem 3.2.1 under the covari-
ant endofunctor X > X ! of the category of the graded invertible modules defined in [21].

Second, we shall define
Expy(M) : AP, (N) = AP, (M).

Lemma 3.2.3. Under the canonical identification of detg, (M)[1/t] and detg, (N)[1/1],
we have
detr, (N) = Nyg(detg, (M)) = t 7" detg, (M).
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Proof. The first equality follows from det; (Dgr (M)) = Dgr(detg, (M)). The second one
follows from the fact that for a general 1-dimensional (¢, I')-module M corresponding a
continuous character §, we have Nyg (M) = ="M M . This shows the second equality. m

Lemma 3.2.3 justifies the following definition.

Definition 3.2.4. We define the isomorphism
Exp,(M) : A5 (N) = AP, (M)
as the scalar extension of the isomorphism
£2(N) = £2(M) 1 x> (=)™ x.

We define the big exponential map of M as follows.

Definition 3.2.5. We define the isomorphism
Exp(M) : A(N) S Al (M)

as the product Exp(M) := Exp,; (M) X Exp,(M) and call it the big exponential map
of M.

We also define relative big exponential maps, which are useful to prove our main
theorem.

Definition 3.2.6. Let M’ be another (¢, I')-module such that M[1/¢t] = M'[1/t]. We
define the isomorphism

Exp; (M. M) : A} (M) = A}, (M)
as the composition Exp; (M") o Exp;(M)~" foreach j = 1,2,0.

We note that the definition of Exp; (M, M’) is justified by the equality Ny, (M) =
Nrig (M /)'

The following proposition is used when we reduce the proof of our main theorem to
the generic case.

Proposition 3.2.7. Let C*:0 — M; — M, — M3 — 0 be an exact sequence of de Rham
(¢, I')-modules, and Ny (C*) : 0 — Ny — Ny — N3 — 0 the exact one corresponding
C* via the functor Ny, Then we have

ALY (M) B A (M3) ————— ALY (M)
Exp; (M1)XExp; (M3)J/ lEij (M2)
AT (N1 B®AT (N3) ————— A} (Na2),

for j =1,2,0, where the horizontal isomorphisms are induced by C* and Nyg(C*®)
respectively.
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Proof. The Hodge-Tate weights of M5 is the same as the union of the ones of M, and
M3 with multiplicity, and thus we have hps, = har, + hr,. This gives the commutativity
for each j = 1,2 by the definition of Exp; and so for j = #. ]

Big exponential maps are compatible with twists by characters on I' as follows.

Lemma 3.2.8. Let§ : ' — L™ be a de Rham character. Then the diagram
cang_j w
AP (M) ®g5 RE(F) ——— A} (M(8))
Exp; (M,M’)@idJ{ JExpj (M(8),M’(8))

AILWJ.(M/) ®gs R (I ——— AW (M’(S)),

cang_;
commutes for j = 1,2,0.

Proof. The case j = 2 can be checked easily by definition.

We shall show the case j = 1. Let hs be the Hodge—Tate weight of Rz (). Then, we
can write § = ’“” 8, where § : T — L* is a finite character on I". Recall that the expressmn
Vo =logy /log x(y") holds for any y’ € T — {1} close enough to 1. Thus, taking y’ such
that §(y') = 1, for any i € Z we have

logy’ . logs~'(y)y' . logy’ .
& (Vi) =g,s(——z = 080 Wi (BT ) i = Vi,
' log x(y") log x(y") log x(¥") s

which gives our assertion, because the vertical arrows for j = 1 are induced by the mul-
tiplications of products of Vii for some i € Z by definition. ]

4. Interpolation formula of Exp(M) for local e-isomorphisms

In this section, we first state the main result and its corollary. Its proof will be divided
into the next three subsections. We use an explicit construction of eli”-isomorphisms for
(¢, T')-modules of rank 1, which is one of the main results in [25].

4.1. Statement of main result

Let L be a finite extension of Q,, M a de Rham (¢, I')-module over Rz, and N =
Niig(M) the p-adic differential equation corresponding to M. For any character § : I' —
L*, we define an isomorphism Exp; (M)s : AL, ;(N(3)) = Ar,; (M(§)) as the one char-

acterized by the commutative diagram

A,;(N(©)) Al AL, (M(9))

eng Tev(g

1 Iw

foreach j = 1,2, 0.
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The following is the main theorem of this paper.

Theorem 4.1.1. For any de Rham character § : T — L*, the diagram

V3
deR(Ny w(sn
AL(NG) —gp— AL(M©)

commutes.

Since de Rham e-isomorphisms are compatible with base change, a similar statement
for any de Rham character § : T' — Q is deduced from the above case by enlarging L if
necessary.

Remark 4.1.2. The dual exponential map
expys - Hy ,(N) — Dgr(N),

which edLR (N) consists mainly of, can be treated in a different way. Let ¢ = p if p is odd
and ¢ = 4 if p = 2. By Theorem 2.2.4, the composition of exp} . and the map

log x(v)
Pro, . ° H,lp(N) — Hllp,y(N) X [(Tx,o
can be written as ¢! times the composition

— n t=0
Tg, : HL(N) = (N®)V=1 2 DE(N) = L, [1] ®2 Dsr(N) —> Dar(N).

We remark that the above maps Pro,.N and Tq, are used to express the interpolation
formulae in [24].

Remark 4.1.3. Since £R-isomorphisms consist particularly of Bloch-Kato’s exponential
maps and dual exponential maps, Theorem 4.1.1 can be regarded as a generalized inter-
polation formula of big exponential maps in the context of the local e-conjecture; our
theorem treats general de Rham (¢, I')-modules and covers all of the twists by de Rham
characters on T, that is, x* § for any k € Z and any finite character 5.

We remark that our theorem can be regarded as a refined interpolation formula, be-

cause £9R-isomorphisms consist also of another exponential map

expra * Ders(M) — Hy, (M),

which is important to study the exceptional zeros of p-adic L-functions (see [2, Proposi-
tion 2.2.4] for example).

The following corollary is an important consequence.
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Corollary 4.1.4. The existence ofS}fV (M) is equivalent to that ofS}fV (V) for N =Nig(M).
More precisely, if one of them exists, then the other one also exists and we have the fol-
lowing commutative diagram:

Ly
s‘i”(y w)
Iw Iw
AL (N) B () AL (M).

Proof. If SILW (N) (resp. SILW(M )) exists, then we define sILW(M ) (resp. 8? (N)) by
82"(M) = Exp(M) o siW(N) (resp. EILW(N) = Exp(M) 'o sILW(M)).

Since the isomorphism SILW (N) (resp. SILW(M )) satisfies the commutative diagram in Con-
jecture 3.1.1 for arbitrary de Rham character § by assumption, the isomorphism SILW (M)
(resp. SILW (N)) also satisfies the commutative diagram for arbitrary de Rham § (in Conjec-
ture) by Theorem 4.1.1, which shows that 8ILW(M ) (resp. 8ILW(N )) satisfies the conjecture.

|

By this corollary, the conjecture for all the de Rham (¢, I')-modules is reduced to that
for de Rham (¢, I')-modules with a structure of p-adic differential equation (equivalently,
de Rham (¢, I')-modules with all Hodge-Tate weights 0). This equivalence was in fact
effectively used in the second author’s proof of the conjecture for rank 1 case [25, Propo-
sitions 4.11 and 4.16] (see also Remark 4.2.2.)

Remark 4.1.5. When M is a crystalline (¢, I')-module of rank r, we can construct
s}fv (M) by Corollary 4.1.4 since we have the following concrete construction of (a scalar
extension of) 82” (N) by using the relation of N and D;;5(M). We recall an isomorphism

RLT) S (R)V=: A= A1 +T)7,
and, for any (¢, I')-module D, another one
DY=' ®g ) RL(T) = DV=°

induced by the map 1 — ¢ : D¥=! — D¥=0 [20, Proposition 4.3.8]. Using these, we
obtain the following isomorphism
= =0
F: Rp(D) &1 Derig(N) = RY =" @1 Doy (V) = (Re &1 Deris(N))”
~ NV=0 ~ V=L ® g+ ) RL(D).
Note that the third isomorphism comes from the equality N = Ry ® Deis(M) = R QL

D.;is(N), which follows from the fact that the (¢, I')-module R; &7 D¢is(M) C M[1/t]
satisfies

D;f’n(M) (RL ®L Deris(M)) = Ly [1] ®L Deris(M) = Luany[t] ®1 Dar(M).
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Since we have sz (N) ®Rz @) R (') = 0 because Hi (N) is finite over L,

Lr (N) =<£L (ﬂL L Dcris(N)) = (detL (Dcris(N))’ r)

by the definition of £ (N), and R (") is flat over RZL (") [19, Proposition 3.4.1], F
gives an isomorphism

Lz, @ — AL (N) ® gy Re(),

which turns out to be equal to SILW (N)® R} () R (') by comparing with the construction
of e™-isomorphisms in [25]. In fact, one can construct SILW(N ) itself by decomposing
N via a triangulation with respect to eigenvectors of D;s(N) into unramified (¢, I')-
modules of rank 1 and using the construction [25, Definition 4.1] of the local epsilon
isomorphisms of their cyclotomic deformations, and can show that the above construction
gives SILW(N) ®:Rzr(r‘) R (I') (and also descends to SILW (N)).

Before proving the main theorem, we shall state an equivalent relative version of
Theorem 4.1.1. As before, let L be a finite extension of Q, and M, M ’ de Rham (¢, I')-
modules over R with M[1/¢t] = M'[1/t]. For any character § : ' — L*, we denote
Exp; (M, M’)s as the isomorphism characterized by the commutative diagram

Exp; (M,M")
AL, (M(8)) — s AL (M)

evg T Tev(g

Iw Iw /
AL M) &5 L e AL M) ®5 L

foreach j = 1,2, 0.

Theorem 4.1.6. For any de Rham character § : T' — L*, the diagram

1¥3

ei“(My W(S»

AL(M(®)) Exp(M,M'); AL(M'(®)

commutes.

We shall prove Theorem 4.1.1 in the rest of the paper as follows. In the Section 4.2,
we prove Theorem 4.1.1 for (¢, I')-modules of rank 1 by using the explicit construction of
sgv-isomorphisms for (¢, I')-modules of rank 1 in [25]. In the Section 4.3, we introduce
a special class of (¢, [')-modules called generic, and reduce the proof of 4.1.1 for general
(¢, I')-modules to that for generic ones using the result for rank 1 case. In the final Sec-
tion 4.4, we complete the proof of Theorem 4.1.1 by proving Theorem 4.1.6 for generic

(¢, T')-modules by using the key result Theorem 2.2.5.
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4.2. Proof for rank one case

We prove Theorem 4.1.1 when M is of rank 1. We use the explicit construction of SILW(M )
obtained in [25].

Theorem 4.2.1. When M is of rank 1, the diagram of Theorem 4.1.1 commutes.

Proof. By [25, Theorem 3.11], the isomorphisms eiW(M ) and eILW (N) exist. Moreover,
since we have N = t~"m M , it suffices to show that the diagram

Ly
EW W)
Iw Iw
AL (M) Exp(M,tM) Ap (M)

commutes.

Since the objects in the diagram are free, we shall show that the diagram commutes
after base change to the inclusion IRZ’ (') =< R (T'). By the explicit construction in [25,
Section 4A], for a general (¢, I')-module M of rank 1, the isomorphism

e1' (M) ® gy 1, (r) © 1, (r) S AN © &) RL(D)
is obtained by the isomorphisms
b =1—¢: AL (M) ® gy RL(D) = ((Rees, )V =0 1) 7,
02 : RL(D) ®L Legy, — (Rres, )V A ® egy > A((1+ X)eg,, ).

where we put 37 : Q, — L* as the character corresponding to M. Since Exp,; (M, M)
is induced by multiplying Vj,,, and we can calculate

Vi (A + X)esy))

= A((Vo((1 + X)tes,, ) —hnm (1 + X)'es,,)

=A(—1(14+ X)es, + (1 + X) " (hmes,,) —ha (1 + X)es,,)
—A((1+ X) resy,).

our assertion follows from the equality Exp, (M, tM)(es,,) = —tes,, . |

Remark 4.2.2. Theorem 4.2.1 shows that our main theorem exactly generalizes the [25,
Proposition 4.13], which is proved in a different way and used in the proof of the local
g-conjecture for (¢, I')-modules of rank 1.

4.3. Reduction to generic case

In this subsection, we define genericity of a (¢, I')-module and reduce the proof of our
main theorem for the general case to that for the generic case.
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Definition 4.3.1. A (¢, [')-module M over Ry, is generic if for any continuous character
§: ' — Qp we have Dgis(M(8)) = 0 and Deris (M (8)*) = 0.

For general (¢, I')-modules M, M’ with M[1/t] = M'[1/t], M is generic if and only

if M’ is generic by definition of D¢;s. In particular, if a generic (¢, I')-module M is de
Rham, then the attached p-adic differential equation N = Ny, (M) is also generic.

Lemma 4.3.2. Let M be a generic (¢, I')-module over Rp. Then we have Hi (M) =
ny (M*) =0.

Proof. We shall show pr (M) = 0. For any continuous character § : I' — QX, we have

Hy,, (M(3)") € (M(8)")" € Do (M(8)") = 0.

thus the Tate duality gives Hé,y (M (8)) = 0. For any maximal ideal m C RZ (I'), we
obtain

HJ, (M)/mH}, (M) = Hj,(M) ® RE (D) (R} (I)/m)
=~ MA/(y —1,m) = HZ (M) =0

by taking the corresponding character 8y, : I' — (_2;‘ Since sz (M) is finitely generated as
a module over 322' (T") (and even over L [20, Proposition 3.3.2]) and so is the localization
pr (M), over RZ‘ (T),,» Nakayama’s lemma gives sz (M )y, = 0. Since m is arbitrary,
we obtain our assertion. ]

The cohomologies of a (¢, I')-module whose second {-cohomology and that of its
dual vanish are quite simple.

Lemma4.3.3. Let M be a (¢, ")-module over Ry, of rank r such that Hi(M) = sz(M*)
= 0. Then one has pr’y(M) =0 fori =0,2, and dimL(H;}’y(M)) =r. The first -
cohomology H}p (M) is free of rank r over RZ (I') and for any continuous character § :
I' — L, one has a canonical isomorphism H}# (M) ®f L = H;,’y (M (9)).

Proof. For example, see [20, Section 5]. |

We reduce the proof of our main theorem to the generic case via the next proposition.

Proposition 4.3.4. Assume that Theorem 4.1.1 holds for any L and for all of the de Rham
generic (¢, I')-modules over Rp. Then, Theorem 4.1.1 holds unconditionally.

Proof. Let M be a de Rham (¢, I')-module over R, of rank r. We prove Theorem 4.1.1
for M and N = Ny;,(M) by induction on r.

The base case r = 1 has been proved as Theorem 4.2.1.

Suppose that » > 2. We assume that Theorem 4.1.1 holds for all the de Rham (¢, I')-
modules over Ry of rank < r — 1. If M is not generic, we have D (M (8)) # 0 for some
character§ : ' — (_2; Extending L if necessary, we may assume that §(I") € L and that
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there is a nonzero g-eigenvector x ® e € Deyis(M(8)) = (M (8)[1/¢])" with x € M[1/1].
Then, the submodule Ry [1/t]x € M[1/t] is stable under (¢, I')-actions. Since Ry, is
a Bézout domain, it turns out that its saturation M’ := R [1/t]x N M € M(8) and the
quotient M (8)/ M’ are (¢, I')-modules. Therefore, by considering an exact sequence

0>M@©E " —>M-— (MS/M)S" -0

of de Rham (¢, I')-modules, Lemma 3.2.7 gives our assertion. |

4.4. Proof for generic case

In this subsection, we shall show Theorem 4.1.6 for de Rham generic (¢, I')-modules.
This gives Theorem 4.1.6 in full generality in conjunction with Proposition 4.3.4.

In the following, let M, M’ be de Rham generic (¢, I')-modules of rank r over R,
satisfying M [1/¢] = M’[1/t]. For a technical reason, we introduce another (¢, I')-module
M. Leth; <--- < h, be the Hodge—Tate weights of M. Let ay,...,a, € Dgr(M) be
a basis; taking along the filtration of Dgg (M), we may assume that 1" o; € DL(M ) for
each i, and that (zhioz,-)lsifr is a basis of D;qf(M). Then [6, Theorem I1.1.2] gives that
there exists a unique (¢, I')-module M ™ C M such that

D} oMY = Loan ] - 1"+ e @ ( D Luanll 'Zhi“")‘

2<i<r

It is clear that M 7 is also de Rham and generic.

Note that, since the big exponential maps are transitive by definition, tthig (M) <
M, M’ for a sufficient large /i € Z~, and t" N is obtained by the above procedure repeat-
edly starting from M , it suffices to prove the case M’ = M. Moreover, by Lemma 3.2.8,
we may assume that § = 1.

In summary, it is sufficient to prove that the diagram

I

AL (M ApL(M™).
L(M) Ty, L)

commutes.
Lemma 4.4.1. The diagram

Dety, (Dgr (M) ——2; Det, (Dg (M *))

] I

ALa(M ApLa(M™),
LM = ey Ae2 (M)

commutes.
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Proof. This follows from the direct calculation

1
Jor (Bxpa (M. MT01(0) = fua+ (1) = =G T 8 97(00)
S S S SIS
(M) thu+ ®¢"(x) = s(M*) thm ®¢"x)
= —fu(x),

where x € £ (M) is any element and n > max {n (M), n(M+)}. We note that the last
equality follows from the fact that for two de Rham (¢, I')-modules D, D’ with D[1/t] =
D’[1/1t], the corresponding filtered (¢, N, Gal((_)p /Qp))-modules are the same, so are the
attached e-constants. ]

Thus, our claim is deduced from the following lemma.

Lemma 4.4.2. The diagram

193

r(M)O(M) W

Ar,1(M) R Detz (Der(M)) Ar,1(MT) X Detz (Dar(M 1))

—Exp; (M,M*);®_id
commutes.

Proof. We first give explicit descriptions of the isomorphisms appearing in the diagram.
Let D be a general de Rham generic (¢, [')-module. By Lemma 4.3.3, we have canoni-
cal quasi-isomorphisms Cj (D) = H},(D)[~1] and C; (D) = H,, ,(D)[~1]. Thus, the
isomorphism

Exp, (M. M)y : Ap (M) = Ap (MY

is induced by the isomorphism
1 ~ 1 +3) -
DetL(H(p,y(M)) — DetL(Hw’y(M )) CXIAAXe > Vi (XA AXE).

Next we consider 6(D). By the assumption of genericity, we have pr,y(D) = 0 for
i = 0,2 and D.s(D) = 0 again by Lemma 4.3.3. Thus, the fundamental line for D is
a complex

. exp,
C*(D):0—t(D); —>HL (D)s4 — 0.

and by taking dual as complex and then using Tate duality and the de Rham duality for
the complex C*(D*), we obtain another complex

~ —exppx
C*(D*):0 > H} (D)/f—a — DYp(D)_3 — 0,

where the index appearing at each space expresses its degree in the complexes. Using the
above forms of C*(D) and C*(D*), we obtain the following explicit expression of 8(D)
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by definition; if we put do(D) = dimz, (D3 (D)), then for any basis (8;)1<i<r of Dar(D)
such that B,_4,(D)+15 - - - » Br span DY (D), 6(D)~! is characterized by the correspon-
dence

[expp (Br) A+ A exPp Broaod) A B oyss A= A B > 1] @ (B A- A )
— (_l)do(D)’

where B are any lifts of ; with respect to expps-
Using the above descriptions, we can state the asserted commutativity in a more con-
crete form. We define the element X of (Dety, (H,, , (D(M))))~" K Detz, (Dgr(M)) as
[expM(ﬁ) Ao N expar (Cgo)+1) A (x’lkM Ao A a;é”(M) = 1]

® (O{r AN ANOdo(M)+1 N0 A A OédO(M)).

In the following, we write € instead of the isomorphism Exp; (M, M *); ®_ id for sim-
plicity of notation. Then, since X is a basis by the definition of (®;)1<i<,, our claim
reduces to show the commutativity at X, that is, the equality

TMHTOMH)TH( = €(X)) = T (M)~ o(M)H(X),
or, furthermore, by the description of 8(D) for D = M, the equality
_F(MJr)fle(MJr)fl(g(X)) — (_1)do(M)F(M)71'

By our construction of M, we have Vj, (DF;,,(M)) € D, (M%) for all m >
n(M). Therefore, we can verify the above equality essentially by Theorem 2.2.5 as fol-
lows.

For the case h; < 0, Theorem 2.2.5 (i) gives that Vj, (a™) = —hlar"”, SO one
obtains

E(X)= (—hl)_l[expM+ (@) A= Aexpyr+ (Cgy)+1) A O{TMJr Ao A a;é”(;I) — 1]

® (0tr A Agy(M)+1 A0 A+ Aldo (b))
Since we have DY (M ) = DY, (M), by the description of (D) for D = M we obtain
_ + _ _
oM ) (E(X)) = (~DPM D (—hy) ™! = ()BT,
Thus, the desired equality is rewritten as
'rmH =1,

which holds by the relation I'*(k + 1) = k - I'*(k) for any nonzero k € Z.
The case h; >0 follows similarly to the previous case /; <0 by using Theorem 2.2.5 (ii)
instead of Theorem 2.2.5 (i).
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For the last case h; = 0, canceling I'(M) = I'(M ) from the equality our assertion
becomes the following one:

—O(M*)7H(E(X)) = (=P

Theorem 2.2.5 (iii) gives that Vo(a;™) = expyy+ (@1), thus we obtain

&(X)= [expM+(a_,) A A expM+(ad0(M)+1)/\eXpM+(ﬂ)/\a;M+/\ A ot;(’)”(;[)H 1]

® (ar /\"'/\ado(M)-i-l /\(Xl VAN "'/\ado(M))'

In this case, the elements a5, .. ., 0g,(ar) Span DgR(M 1), therefore we can use again the
previous explicit description of (D) for D = M ™ and obtain

O(M*) 7 (E(X)) = (~DPHT) = (—®EOL,
which completes all the cases and finishes the proof. |
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