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On the convergence of critical points of the
Ambrosio–Tortorelli functional

Jean-François Babadjian, Vincent Millot, and Rémy Rodiac

Abstract. This work is devoted to studying the asymptotic behavior of critical points ¹.u"; v"/º">0
of the Ambrosio–Tortorelli functional. Under a uniform energy bound assumption, the usual �-
convergence theory ensures that .u"; v"/ converges in the L2-sense to some .u�; 1/ as "! 0, where
u� is a special function of bounded variation. Assuming further that the Ambrosio–Tortorelli energy
of .u"; v"/ converges to the Mumford–Shah energy of u�, the latter is shown to be a critical point
with respect to inner variations of the Mumford–Shah functional. As a by-product, the second inner
variation is also shown to pass to the limit. To establish these convergence results, interior .C1/
regularity and boundary regularity for Dirichlet boundary conditions are first obtained for a fixed
parameter " > 0. The asymptotic analysis is then performed by means of varifold theory in the spirit
of scalar phase transition problems.

1. Introduction

Let��RN be a bounded open set with Lipschitz boundary (N � 1) and g 2H
1
2 .@�/ be

prescribed Dirichlet boundary data on @�. For infinitesimal parameters "! 0 and �"! 0

with 0 < �" � ", we consider the Ambrosio–Tortorelli functional defined by

AT".u; v/ WD
Z
�

.�" C v
2/jruj2 dx C

Z
�

�
"jrvj2 C

.v � 1/2

4"

�
dx;

for all pairs .u; v/ 2 H 1.�/ � ŒH 1.�/\L1.�/� satisfying .u; v/ D .g; 1/ on @�. This
functional, originally introduced in [3], can be interpreted as a phase-field regularization
of the Mumford–Shah functional which sends .u; v/ to8̂̂<̂
:̂

MS.u/WD
Z
�

jruj2 dxCHN�1.Ju/CHN�1.@�\¹u¤gº/ if

´
u2SBV2.�/;

vD1 in �;

C1 otherwise:

(1.1)

The Mumford–Shah functional is well known as a theoretical tool to approach image
segmentation [35, 37, 38]. It is also at the heart of the Francfort–Marigo model in fracture
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mechanics [15], and the numerical implementation of this model heavily relies on Ambro-
sio–Tortorelli-type functionals [8]. The use of such a phase-field approximation in numer-
ics is usually justified through �-convergence theory. In terms of the functionals defined
above, it states that AT" �-converges in the ŒL2.�/�2-topology as " ! 0 towards the
Mumford–Shah functional (see e.g. the seminal paper [4]).

As a consequence, the fundamental theorem of �-convergence ensures the conver-
gence of global minimizers .u"; v"/ of AT" to .u; 1/ as "! 0, where u 2 SBV2.�/ is a
global minimizer of MS. This result is of course of importance, but it is somehow not fully
satisfactory. Beyond the fact that the use of global minimizers in the models mentioned
above remains under debate, this convergence result does not really provide a rigorous
justification of the numerical simulations based on the Ambrosio–Tortorelli functional.
One particular feature of AT" is its lack of convexity due to the nonconvex coupling term
v2jruj2 with respect to the pair .u; v/. This is a high obstacle to reach global minimizers
through a numerical method. An idea employed in the context of image segmentation or
fracture mechanics consists in performing an alternate minimization algorithm; see [9].
Each iteration of the scheme is well posed since AT" is continuous, coercive, and sepa-
rately strictly convex. Letting the number of steps go to infinity, the sequence of iterates
turns out to converge to a critical point of the energy AT" (see [13] and also [8, Theorem
1]), but this critical point might fail to be a global minimizer. Consequently, the original
target of numerically approximating global minimizers of the Mumford–Shah functional
might be lost. These issues motivate the question of convergence as " ! 0 of critical
points of the Ambrosio–Tortorelli functional and it constitutes the main goal of this arti-
cle, continuing a task initiated in [14, 24] in dimension N D 1. In higher dimensions, a
fundamental issue in such an analysis is the regularity of critical points of AT". It is also
of importance for numerics as the efficiency of the numerical methods crucially rests on
it. Here we fully resolve this last question, showing smoothness of arbitrary critical points
according to the smoothness of @� and the Dirichlet boundary data.

The reason why here we consider Dirichlet boundary conditions and not Neumann
ones (with a so-called fidelity term as in the standard Mumford–Shah functional [38]) is
that we have in mind possible applications to fracture mechanics. We nevertheless confess
that the results of the present paper do not directly apply to fracture since an irreversibility
constraint on the crack set (or on the phase field variable v at the regularized level), see
[9, 15], does not allow any competitors to be taken as we do. However, our results can be
seen as a first step in that direction.

A critical point .u"; v"/ of the Ambrosio–Tortorelli functional is a weak (distribu-
tional) solution of the nonlinear elliptic system8̂̂̂<̂

ˆ̂:
� div..�" C v2" /ru"/ D 0 in �;

�"�v" C
v" � 1

4"
C v"jru"j

2
D 0 in �;

.u"; v"/ D .g; 1/ on @�:

(1.2)

To be more precise, critical points of AT" are defined as follows.
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Definition 1.1. Let � � RN be a bounded open set with Lipschitz boundary and g 2
H

1
2 .@�/. A pair

.u"; v"/ 2 Ag.�/ WD
®
.u; v/ 2 H 1.�/ � ŒH 1.�/ \ L1.�/� W .u; v/ D .g; 1/ on @�

¯
is a critical point of the Ambrosio–Tortorelli functional if

d
dt

ˇ̌̌
tD0

AT".uC t�; v C t / D 0 for all .�;  / 2 H 1
0 .�/ � ŒH

1
0 .�/ \ L

1.�/�;

that is, Z
�

.�" C v
2
" /ru" � r� dx D 0 for all � 2 H 1

0 .�/ (1.3)

and
"

Z
�

rv" � r dx C
Z
�

�v" � 1
4"

C v"jru"j
2
�
 dx D 0 (1.4)

for all  2 H 1
0 .�/\L

1.�/. By density, test functions .�; / in (1.3)–(1.4) can equiva-
lently be chosen in ŒC1c .�/�

2, and (1.2) holds in the sense of distributions in �.

One may expect that critical points of AT" with uniformly bounded energy converge
along some subsequence "! 0 to a limit satisfying some first-order criticality conditions
for MS. Unfortunately, the theory of �-convergence does not provide convergence of crit-
ical points towards critical points of the limiting functional. Even for local minimizers
such a result usually fails. We refer to [23, Remark 4.5] and [10, Example 3.5.1] for coun-
terexamples. However, it has been proved in some specific examples that critical points
do converge to critical points, possibly under the assumption of convergence of critical
values. This is the case for the Allen–Cahn (or Modica–Mortola) functional from phase
transitions approximating the .N � 1/-dimensional area functional [17,20,22,39,45,46],
the Ginzburg–Landau functional approximating the .N � 2/-dimensional area functional
[2, 6, 32, 40, 44], and the Dirichlet energy of manifold-valued stationary harmonic maps
[28–31, 33]. These functionals share many features with AT", and we shall take advan-
tage of the existing theory to develop our asymptotic analysis of critical points of AT". In
particular, we shall make essential use of both outer and inner variations of the energy, a
common approach in all these studies.

1.1. Outer and inner variations

Definition 1.1 is simply saying that the first outer variation of AT" vanishes at .u"; v"/ 2
Ag.�/ in any direction .�;  /. In the case of a smooth functional like AT", outer vari-
ations coincide with Gâteaux differentials. For .u; v/ 2 Ag.�/ and .�;  / 2 H 1

0 .�/ �

ŒH 1
0 .�/\L

1.�/� as before, we introduce the following notation for the first and second
outer variations of AT" (see Lemma A.1 for explicit formulas):

dAT".u; v/Œ�;  � WD
d
dt

ˇ̌̌
tD0

AT".uC t�; v C t /; (1.5)

d2AT".u; v/Œ�;  � WD
d2

dt2

ˇ̌̌
tD0

AT".uC t�; v C t /: (1.6)
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Concerning the Mumford–Shah functional, the notion of critical points requires some
definition and notation. Before doing so, let us first comment on the functional MS in (1.1)
we are considering. Contrary to AT", the admissible u’s for MS are not required to agree
with g on @� in the sense of traces. In turn, the additional term HN�1.@� \ ¹u ¤ gº/

in the expression of MS.u/ penalizes “boundary jumps” where the inner trace of u (still
denoted by u) differs from g. The expression u ¤ g on @� is also intended in the sense
of traces. In the sequel, we shall often use the following compact notation:

MS.u/ D
Z
�

jruj2 dx CHN�1. OJu/; u 2 SBV2.�/;

where OJu D Ju [ .@� \ ¹u ¤ gº/, so that

OJu D J Ou with Ou WD u1� CG1RN n� 2 SBV2.RN /;

and G 2 H 1.RN / is an arbitrary extension of g.
Unlike AT", the Mumford–Shah functional is not smooth, and outer variations must be

accordingly defined (see e.g. [1, Section 7.4]). Given u, � 2 SBV2.�/ such that OJ� � OJu,
the first and second outer variations of MS at u in the direction � are respectively defined
and given by

dMS.u/Œ�� WD
d
dt

ˇ̌̌
tD0

MS.uC t�/ D 2
Z
�

ru � r� dx;

d2MS.u/Œ�� WD
d2

dt2

ˇ̌̌
tD0

MS.uC t�/ D 2
Z
�

jr�j2 dx:

In this definition, the requirement OJ� � OJu ensures the differentiability at t D 0 of the
function t 7! MS.uC t�/, since HN�1. OJuCt�/ remains constantly equal to HN�1. OJu/.
As a consequence, these differentials provide only information on the “regular part” of
the function u, and not on the jump set OJu. Note also that the second-order condition
d2MS.u/Œ�� � 0 is obviously satisfied at any u, � as above. On the other hand, the con-
dition OJ� � OJu also implies that the direction � must agree with g on @� \ ¹u D gº, in
agreement with the notion of a Dirichlet boundary condition.

It is clear that outer variations are not sufficient to define the notion of a critical point
for MS since admissible perturbations leave the “singular part” HN�1. OJu/ unchanged.
The way to complement outer variations is to consider inner variations, i.e. variations
under domain deformations. In doing so (up to the boundary), we shall assume that @� is
at least of class C2.

Given a vector field X 2 C1c.RN IRN / satisfying X � �� D 0 on @� (here �� denotes
the outward unit normal field on @�), we consider its flow map ˆWR � RN ! RN , i.e.
for every x 2 RN , t 7! ˆ.t; x/ is defined as the unique solution of the system of ODEs8<:

dˆ
dt
.t; x/ D X.ˆ.t; x//;

ˆ.0; x/ D x:

(1.7)
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According to standard Cauchy–Lipschitz theory, ˆ 2 C1.R � RN IRN / is well defined,
and ¹ˆtºt2R with ˆt WD ˆ.t; �/ is a one-parameter group of C1-diffeomorphisms of RN

into itself satisfying ˆ0 D Id. Then the requirement X � �� D 0 on @� implies that
ˆt .@�/ D @� for every t 2 R. Hence (the restriction of) ˆt is a C1-diffeomorphism
of @� into itself, and a C1-diffeomorphism of � into itself.

Definition 1.2. Let u2 SBV2.�/,X 2C1c.RN IRN /, andG 2H 1.RN / satisfyX � ��D 0
and G D g on @�. Setting ¹ˆtºt2R to be the integral flow of X and

ut WD u ıˆ
�1
t �G ıˆ

�1
t CG 2 SBV2.�/; (1.8)

the first and second inner variations of MS at u are defined by

ıMS.u/ŒX;G� WD
d
dt

ˇ̌̌
tD0

MS.ut /; ı2MS.u/ŒX;G� WD
d2

dt2

ˇ̌̌
tD0

MS.ut /:

It can be checked that, provided @�, g, and G are smooth enough, the above deriva-
tives exist and they can be explicitly computed (see Lemma A.4). Analogously, we define
inner variations of the Ambrosio–Tortorelli functional.

Definition 1.3. Let .u;v/2Ag.�/,X 2C1c.RN IRN /, andG 2H 1.RN / satisfyX � ��D
0 and G D g on @�. We set

.ut ; vt / WD .u ıˆ
�1
t �G ıˆ

�1
t CG; v ıˆ

�1
t / 2 Ag.�/:

We define the first and second inner variations of AT" at .u; v/ by

ıAT".u; v/ŒX;G� WD
d
dt

ˇ̌̌
tD0

AT".ut ; vt /;

ı2AT".u; v/ŒX;G� WD
d2

dt2

ˇ̌̌
tD0

AT".ut ; vt /:
(1.9)

Once again, the limits in (1.9) exist whenever @�, g, and G are sufficiently smooth,
and one can compute them explicitly (see Lemmas A.2 and A.3).

Remark 1.1. In Definition 1.2, we could similarly consider a competitor of the form ut D

u ıˆ�1t instead of (1.8) since, in the case of the Mumford–Shah functional, the Dirichlet
boundary condition may fail to be satisfied at the expense of paying a boundary energy
penalization. If @�, g, andG are smooth enough, the expressions of the first variation ıMS
and of the second variation ı2MS obtained in Lemma A.4 remain unchanged. This is in
contrast with the inner variations of the Ambrosio–Tortorelli functional in Definition 1.3,
for which it is necessary for the competitors .ut ;vt / to match the exact boundary condition
.g; 1/.

We emphasize that in Definitions 1.2 and 1.3 we are considering deformations up to
the boundary. Compared to the usual deformations involving compactly supported per-
turbations in � of the original maps, it requires the additional test function G. This is
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of fundamental importance for the MS functional to recover information at the boundary,
since the Dirichlet boundary condition is implemented in the functional as a penalization.
Of course, the type of deformations we are using includes as a particular case the usual
ones defined only through a vector field X compactly supported in �; see Remark A.1.

1.2. First-order criticality conditions for MS

In view of the discussion above, the nonsmooth character of MS forces the appropriate
notion of a critical point to involve both outer and inner variations. In other words, a
critical point of the Mumford–Shah functional is a critical point with respect to both outer
and inner variations, a property obviously satisfied by global (and even local) minimizers.

Definition 1.4. Let�� RN be a bounded open set with boundary of class at least C2 and
g 2 C2.@�/. A function u� 2 SBV2.�/ is a critical point of the Mumford–Shah functional
if

dMS.u�/Œ�� D 0 for all � 2 SBV2.�/ with OJ� � OJu� ; (1.10)

and
ıMS.u�/ŒX;G� D 0 (1.11)

for all X 2 C1c.RN IRN / and G 2 C2.RN / satisfying X � �� D 0 and G D g on @�.

From these criticality conditions, one can derive a set of Euler–Lagrange equations,
which can be written in a strong form if the smoothness of u� and OJu� allow it. First
specializing condition (1.10) to � 2 C1c .�/ yields

div.ru�/ D 0 in D0.�/: (1.12)

Then, if OJu� is regular enough, one can choose test functions � in (1.10) with a nontrivial
jump set but smooth up to OJu� from both sides. It leads to the homogeneous Neumann
condition

@�u� D 0 on OJu� I (1.13)

see [1, formula (7.42)]. In other words, allowing test functions � in (1.10) with OJ� � OJu�
(and not only in � 2 C1c .�/) provides the weak formulation of (1.13) which complements
(1.12).

Computing ıMS.u�/ŒX; G� (see formula (A.16)) and using equation (1.12), the sta-
tionarity condition (1.11) appears to be independent of the test function G and it reduces
to Z

�

.jru�j
2Id � 2ru� ˝ru�/ W DX dx C

Z
OJu�

div OJu� X dHN�1

D �2

Z
@�

.ru� � ��/.X � r�g/ dHN�1 for all X 2 C1c.R
N
IRN /

with X � �� D 0 on @�: (1.14)
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Here div OJu� X D tr..Id� �u� ˝ �u�/DX/ is the tangential divergence of X on the count-
ably HN�1-rectifiable set OJu� with �u� the approximate unit normal to that set. The
boundary term on the right-hand side of (1.14) is interpreted in the sense of duality by
(1.12), and r�g denotes the tangential derivative of g. If Ju� and u� are regular enough,
then (1.14) provides the coupling equation

Hu� C Œjru�j
2�˙ D 0 on Ju� ;

where Hu� denotes the scalar mean curvature of Ju� with respect to the normal �u� and
Œjru�j

2�˙ the (accordingly oriented) jump of jru�j2 across Ju� (see [1, Chapter 7, Sec-
tion 7.4]).

Remark 1.2 (One-dimensional case). In the one-dimensional case N D 1, if � D .0; L/
for some L > 0, we can see that if u 2 SBV2.0; L/ satisfies conditions (1.12)–(1.13),
then u is either piecewise constant with a finite number of jumps or u is a globally affine
function (with no jump). Indeed, the very definition of SBV2.0; L/ shows that u has a
finite number of jumps. Then condition (1.12) implies that u is affine in between two
consecutive jump points, and (1.13) implies that the slope of all affine functions must
be zero. However, condition (1.14) does not play any role because it only implies that
ju0j is constant in .0; L/, where u0 is the approximate derivative of u. From this, we just
deduce that u is a piecewise affine function with equal slopes in absolute value, and it is
not sufficient by itself to prove that u is piecewise constant. It indicates that the use of
SBV2-test functions in (1.10) cannot be relaxed to a class of smooth functions (in any
dimension).

1.3. Main results

As already mentioned, the main purpose of this article is to investigate the asymptotic
behavior of critical points of the Ambrosio–Tortorelli functional as " ! 0. In view of
the �-convergence result, one may expect that critical points converge to critical points,
possibly under the assumption of convergence of energies. Without fully resolving this
question, our analysis provides the first answer in this direction in arbitrary dimensions
showing that a limit of critical points of AT" must at least be a critical point of MS with
respect to inner variations, i.e. a stationary point of MS. If a critical point .u"; v"/ of AT"
is smooth enough, then it is easy to see that it is also stationary, i.e. ıAT".u"; v"/ D 0 (see
Lemma A.2). Hence, if regularity of critical points AT" holds, proving the convergence of
the first inner variations implies the announced stationarity of the limit. This is the path
we have followed, and the regularity issue is the object of our first main theorem.

Theorem 1.1. Let � � RN be a bounded open set with Lipschitz boundary and g 2
H

1
2 .@�/. If .u"; v"/ 2Ag.�/ is a critical point of AT", then .u"; v"/ 2 ŒC1.�/�2 and the

following regularity up to the boundary holds:

(i) If g 2 H
1
2 .@�/ \ L1.@�/, then u" 2 L1.�/.
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(ii) If @� is of class Ck_2;1 and g 2 Ck;˛.@�/ with k � 1 and ˛ 2 .0; 1/, then
.u"; v"/ 2 Ck;˛.�/ � Ck_2;˛.�/.

We emphasize that the regularity in Theorem 1.1 is nontrivial since the second equa-
tion in (1.2) is of the form�vD f with f 2L1 and standard linear elliptic theory does not
directly apply (see however Remark 3.1). Instead, we shall rely on arguments borrowed
from the regularity theory for harmonic maps into a manifold, or more generally for varia-
tional nonlinear elliptic systems; see e.g. [18]. The key issue is to prove Hölder continuity
of v", which we achieve by proving that it belongs to a suitable Morrey–Campanato space.
We treat interior regularity and boundary regularity in a similar way through a reflection
argument of independent interest originally devised in [42].

In our second main theorem, we show that, under the assumption of convergence of
energies, limits (up to a subsequence) of critical points of AT" are critical points of MS
for the inner variations.

Theorem 1.2. Assume that��RN is a bounded open set of class C2;1 and g 2 C2;˛.@�/
for some ˛ 2 .0; 1/. Let ¹.u"; v"/º">0 � Ag.�/ be a family of critical points of the
Ambrosio–Tortorelli functional. Then the following properties hold:

(i) If the energy bound
sup
">0

AT".u"; v"/ <1 (1.15)

is satisfied, up to a subsequence, u"! u� strongly in L2.�/ as "! 0 for some
u� 2 SBV2.�/\L1.�/ satisfying ru� � �� 2 L2.@�/, and dMS.u�/Œ��D 0
for all � 2 C1c .�/, i.e.

div.ru�/ D 0 in D0.�/:

(ii) If, further, the energy convergence

AT".u"; v"/! MS.u�/ (1.16)

is satisfied, then ıMS.u�/ D 0, i.e.Z
�

.jru�j
2Id � 2ru� ˝ru�/ W DX dx C

Z
OJu�

div OJu� X dHN�1

D �2

Z
@�

.ru� � ��/.X � r�g/ dHN�1 (1.17)

for all vector fields X 2 C1c.RN IRN / with X � �� D 0 on @�.

Remark 1.3. At this stage, it is still open whether or not u� is a critical point of MS as
we do not know whether the outer variation dMS.u�/ also vanishes on arbitrary functions
� 2 SBV2.�/ satisfying OJ� � OJu� (and not only on C1c .�/). In other words, the weak
form of the homogeneous Neumann condition (1.13) on OJu� remains to be established.
This is the only missing ingredient to obtain that u� is a critical point of MS.
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An assumption of convergence of energies similar to (1.16) has been used in [25–27,
34] to prove that critical points of the Allen–Cahn functional (from phase transitions) con-
verge towards critical points of the perimeter functional, hence to minimal surfaces. The
analysis without this assumption was first carried out in [22], and it shows that critical
points converge (in the sense of inner variations) towards integer multiplicity stationary
varifolds, a measure-theoretic generalization of minimal surfaces allowing for multiplici-
ties. Interfaces with multiplicities do appear as limits of critical points of the Allen–Cahn
energy and cannot be excluded; see e.g. [22, Section 6.3]. In our context, a similar phe-
nomenon may appear, so that assumption (1.16) is probably necessary.

In [25–27], convergence of energies is also used to pass to the limit in the second inner
variation. Following the same path, (1.16) allows us to pass to the limit in the second inner
variation of AT". It shows that the second inner variations of AT" do not converge to the
second inner variation of MS, but to the second inner variation plus a residual additional
term. As a by-product, it follows that limits of stable critical points of AT" satisfy an
“augmented” second-order minimality condition. Second-order minimality criteria for MS
have been addressed in [7, 11]. We also note that the convergence of the second inner
variation for the Allen–Cahn functional without the assumption of convergence of energies
has been studied in [16]; see also [21]. Convergence of second inner variations is our third
and last main result.

Theorem 1.3. Assume that��RN is a bounded open set of class C3;1 and g 2 C3;˛.@�/
for some ˛ 2 .0; 1/. Let ¹.u"; v"/º">0 � Ag.�/ be a family of critical points of the
Ambrosio–Tortorelli functional and u� 2 SBV2.�/ \ L1.�/ be as in Theorem 1.2, sat-
isfying the convergence of energy (1.16). Then the following properties hold:

(i) For all X 2 C2c.RN IRN / and all G 2 C3.RN / with X � �� D 0 and G D g on
@�,

lim
"!0

ı2AT".u"; v"/ŒX;G� D ı2MS.u�/ŒX;G�

C

Z
OJu�

jDX W .�u� ˝ �u�/j
2 dHN�1:

(ii) If .u"; v"/ is a stable critical point of AT", i.e.

d2AT".u"; v"/Œ�;  � � 0 for all .�;  / 2 ŒC1c .�/�
2;

then u� satisfies the second-order inequality

ı2MS.u�/ŒX;G�C
Z
OJu�

jDX W .�u� ˝ �u�/j
2 dHN�1

� 0 (1.18)

for all X 2 C2c.RN IRN / and all G 2 C3.RN / with X � �� D 0 and G D g on
@�.

In the one-dimensional case, the asymptotic analysis as "! 0 of critical points of the
Ambrosio–Tortorelli functional has already been carried out in [14, 24] for different sets
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of boundary conditions. In [14], a homogeneous Neumann boundary condition is assumed
for the phase field variable v. The authors proved that if ¹.u"; v"/º">0 is a family of critical
points of the Ambrosio–Tortorelli functional satisfying (1.15), then, up to a subsequence,
.u"; v"/! .u;1/ in ŒL2.�/�2 with u 2 SBV2.�/ that is either globally affine or piecewise
constant with a finite number of jumps; see Remark 1.2. This result is extended in [24]
to the Ambrosio–Tortorelli functional with a fidelity term. Note that our present analysis
also applies in the presence of a fidelity term, but we do not consider this case here in
order not to add useless difficulties. In a short note [5], we have also carried out the one-
dimensional analysis in our setting, i.e. with the Dirichlet boundary condition on the v
variable. In this case, we have established a convergence result for critical points without
assuming the convergence of the energy (1.16), but proving (1.16) as a consequence of the
energy bound (1.15). It allows us to exhibit nonminimizing critical points of AT" satisfying
our energy convergence assumption (1.16) (see [5, Remark 1.2]).

1.4. Ideas of the convergence proof

The proof of Theorem 1.2 relies on the classical compactness argument and the lower
bound inequality for the Ambrosio–Tortorelli functional. Indeed, the energy bound for a
family ¹.u"; v"/º">0 � Ag.�/ of critical points for AT" implies the L2.�/-convergence
(up to a subsequence) of u" to a limit u� 2 SBV2.�/, together with a �-liminf inequal-
ity MS.u�/ � lim inf" AT".u"; v"/. Our energy convergence assumption (1.16) leads to
the equipartition of phase field energy, as well as the convergence of the bulk energy.
Then, as in [22], we associate an .N � 1/-varifold V" to the phase field variable v", which
converges (again up to a subsequence) to a limiting varifold V�. The energy convergence
(1.16) allows us to identify the mass of V�, that is, kV�k D HN�1 OJu� . Next we use
the equations satisfied by .u"; v"/ in their conservative form to pass to the limit, and find
an equation satisfied by u� and V�. The idea is then to employ a blow-up argument sim-
ilar to [2] to identify (the first moment of) V�, and show that it is the rectifiable varifold
associated to OJu� with multiplicity one.

To prove Theorem 1.3, we argue as in [25–27]. We observe that the convergence
V" * V� in the sense of varifolds and the identification of V� implies the convergence of
quadratic terms "rv" ˝ rv" * 1

2
�u� ˝ �u�H

N�1 OJu� in the sense of measures. This
information is precisely what is needed to pass to the limit in the second inner variation of
AT", and we infer from a stability condition on .u"; v"/ 2 Ag.�/ a stability condition on
the limit u� 2 SBV2.�/.

The paper is organized as follows. Section 2 collects notation that will be used through-
out the paper. In Section 3 we study the regularity theory for critical points of the Ambro-
sio–Tortorelli functional, proving first smoothness in the interior of the domain, and then
smoothness at the boundary. In Section 4 we prove compactness of a family ¹.u"; v"/º">0
satisfying a uniform energy bound sup"AT".u"; v"/ <1. The regularity result allows one
to derive the conservative form of the equations satisfied by these critical points which
itself provides bounds on the normal traces of u" and v" on @�. Then, in Section 5, we
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improve the previous results by assuming the energy convergence AT".u"; v"/!MS.u�/.
From this assumption we obtain equipartition of the phase field part of the energy. Then
we employ a reformulation in terms of varifolds to pass to the limit in the inner variational
equations satisfied by critical points of AT" to prove that the weak limit u� of u" is a sta-
tionary point of the Mumford–Shah energy. The asymptotic behavior of the second inner
variations is investigated in Section 6.

2. Notation and preliminaries

2.1. Measures

The Lebesgue measure in RN is denoted by LN , and the k-dimensional Hausdorff mea-
sure by Hk . We shall sometime write !k for the Lk-measure of the k-dimensional unit
ball in Rk .

If X � RN is a locally compact set and Y a Euclidean space, we denote by M.X IY /

the space of Y -valued bounded Radon measures in X endowed with the norm k�k D
j�j.X/, where j�j is the variation of the measure �. If Y D R, we simply write M.X/

instead of M.X IR/. By the Riesz representation theorem, M.X IY / can be identified with
the topological dual of C0.X IY /, the space of continuous functions f WX ! Y such that
¹jf j � "º is compact for all " > 0. The weak* topology of M.X IY / is defined using this
duality.

2.2. Functional spaces

We use standard notation for Lebesgue, Sobolev, and Hölder spaces. Given a bounded
open set � � RN , the space of functions of bounded variation is defined by

BV.�/ D
®
u 2 L1.�/ W Du 2M.�IRN /

¯
:

We shall also consider the subspace SBV.�/ of special functions of bounded variation
made of functions u 2 BV.�/ whose distributional derivative can be decomposed as
Du D ruLN C .uC � u�/�uHN�1 Ju. In the previous expression, ru is the Radon–
Nikodým derivative of Du with respect to LN , and it is called the approximate gradient
of u. The Borel set Ju is the (approximate) jump set of u. It is a countably HN�1-
rectifiable subset of � oriented by the (approximate) normal direction of jump �uW Ju !
SN�1, and u˙ are the one-sided approximate limits of u on Ju according to �u. Finally
we define

SBV2.�/ D
®
u 2 SBV.�/ W ru 2 L2.�IRN / and HN�1.Ju/ <1

¯
:

2.3. Varifolds

Let us recall several basic ingredients of the theory of varifolds (see [43] for a detailed
description). We denote by GN�1 the Grassmannian manifold of all .N � 1/-dimensional
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linear subspaces of RN . The set GN�1 is as usual identified with the set of all orthogonal
projection matrices onto .N � 1/-dimensional linear subspaces of RN , i.e. N � N sym-
metric matrices A such that A2 D A and tr.A/ D N � 1, in other words, matrices of the
form A D Id � e ˝ e for some e 2 SN�1.

An .N � 1/-varifold in X (a locally compact subset of RN ) is a bounded Radon
measure on X � GN�1. The class of .N � 1/-varifolds in X is denoted by VN�1.X/.
The mass of V 2 VN�1.X/ is simply the measure kV k 2M.X/ defined by kV k.B/ D
V.B �GN�1/ for all Borel setsB �X . We define the first variation of an .N � 1/-varifold
in V in an open set U � RN by

ıV .'/ D

Z
U�GN�1

D'.x/ W A dV.x;A/ for all ' 2 C1c.U IR
N /:

We say that an .N � 1/-varifold is stationary in U if ıV .'/ D 0 for all ' in C1c.U IRN /.
We recall that such a varifold satisfies the monotonicity formula

kV k.B%.x0//

%N�1
D
kV k.Br .x0//

rN�1
C

Z
.B%.x0/nBr .x0//�GN�1

jPA?.x � x0/j
2

jx � x0jNC1
dV.x;A/

for all x0 2 U and 0 < r < % with B%.x0/ � U , where PA? is the orthogonal projection
onto the one-dimensional space A? (see [43, paragraph 40]).

2.4. Tangential divergence

Let � be a countably HN�1-rectifiable set and let Tx� be its approximate tangent space
defined for HN�1-a.e. x 2 � . We consider an orthonormal basis ¹�1.x/; : : : ; �N�1.x/º of
Tx� and denote by �.x/ a normal vector to Tx� . If �WRN ! RN is a smooth vector field,
we denote by

div� � WD
N�1X
iD1

�i � @�i � D .Id � � ˝ �/ W D�

the tangential divergence, and .@�i �/
? D ..@�i �/ � �/� D @�i � �

PN�1
jD1 .�j � @�i �/�j .

3. Regularity theory for critical points of the Ambrosio–Tortorelli
energy

In this section we investigate interior and boundary regularity properties of critical points
of the Ambrosio–Tortorelli functional AT" for a parameter " > 0 which is kept fixed.

3.1. Interior regularity

We first establish interior regularity following ideas used by Rivière [41] to prove the
regularity of harmonic maps with values into a revolution torus.
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Theorem 3.1. Let � � RN be a bounded open set. If .u"; v"/ 2 H 1.�/ � ŒH 1.�/ \

L1.�/� satisfies (1.3)–(1.4), then .u"; v"/ 2 ŒC1.�/�2.

Proof. For simplicity, we drop the subscript " in .u"; v"/ and instead write .u; v/. We also
assume N � 2 since, in the case N D 1, the regularity of .u; v/ a solution of (1.3)–(1.4)
is elementary.

By (1.3), u weakly solves

� div..�" C v2/ru/ D 0 in �: (3.1)

SettingM WD kvkL1.�/, the matrix field .�"C v2/Id has bounded measurable coefficients
and it satisfies �"Id � .�" C v2/Id � .�" CM 2/Id a.e. in � in the sense of quadratic
forms. It is therefore uniformly elliptic and the De Giorgi–Nash–Moser regularity theorem
applies to equation (3.1). It provides the existence of ˛ 2 .0; 1/ such that u 2 C

0;˛
loc .�/,

together with the estimate

K.!/ WD sup
x02!;%>0
B%.x0/�!

1

%N�2C2˛

Z
B%.x0/

jruj2 dx <1 (3.2)

for every open subset ! such that ! � � (see e.g. [18, Theorem 8.13 and Eq. (8.18)]).
Now we claim that the function v belongs to C

0;˛
loc .�/. Before proving this claim, we

complete the proof of the theorem. Assuming the claim to be true, we can use the Schauder
estimates (see e.g. [18, Theorem 5.19]) to derive from equation (3.1) that u 2 C

1;˛
loc .�/.

On the other hand, by (1.4), v weakly solves

�"�v D
1 � v

4"
� jruj2v in �: (3.3)

Since the right-hand-side of (3.3) belongs to C
0;˛
loc .�/, it follows from standard Schauder

estimates that v 2 C
2;˛
loc .�/. By a classical bootstrap, it now follows from equations (3.1)

and (3.3) that both u and v are of class C1 in �.
Hence, it only remains to show the claim v 2 C

0;˛
loc .�/. To this purpose, we fix an

arbitrary ball NB2R.x0/ � �, and we aim to prove that v 2 C
0;˛
loc .BR.x0//. Consider v1 2

H 1.B2R.x0// to be the unique weak solution of8<:��v1 D
1 � v

4"2
in B2R.x0/;

v1 D v on @B2R.x0/:
(3.4)

Since�v1 2L1.B2R.x0//, the Calderón–Zygmund estimates yield v1 2W
2;p

loc .B2R.x0//

for every p <1. By Sobolev embedding, it follows that v1 2 C
1;ˇ
loc .B2R.x0// for every

ˇ 2 .0; 1/. In particular, we have v1 2 L1.BR.x0//.
Set v2 WD v � v1 2 H 1

0 .B2R.x0//. By (3.3) and (3.4), v2 is a weak solution of

��v2 D �
1

"
jruj2v in B2R.x0/: (3.5)
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To show that v2 2 C
0;˛
loc .BR.x0//, the Morrey–Campanato theorem (see e.g. [18, Theorem

5.7]) ensures that it suffices to prove the following Morrey-type estimate:

sup
y2BR.x0/
%2.0;R/

1

%N�2C2˛

Z
B%.y/

jrv2j
2 dx <1: (3.6)

Let y 2 BR.x0/ and r 2 .0; R/ be arbitrary. We denote by w 2 v2 C H 1
0 .Br .y// the

harmonic extension of v2 in the ball Br .y/, i.e. the unique (weak) solution of´
��w D 0 in Br .y/;

w D v2 on @Br .y/:
(3.7)

Since v2 D v � v1 2 L1.BR.x0//, we have jwj � kv2kL1.BR.x0// on @Br .y/, and the
weak maximum principle impliesw 2 L1.Br .y// with kwkL1.Br .y// � kv2kL1.BR.x0//.
Moreover, jrwj2 being subharmonic in Br .y/, we get that for every % < r ,Z

B%.y/

jrwj2 dx �
�%
r

�N Z
Br .y/

jrwj2 dx:

Recalling that w also minimizes the Dirichlet integral among all functions agreeing with
v2 on @Br .y/, we infer thatZ

B%.y/

jrv2j
2 dx � 2

Z
B%.y/

jrwj2 dx C 2
Z
B%.y/

jr.w � v2/j
2 dx

� 2
�%
r

�N Z
Br .y/

jrwj2 dx C 2
Z
Br .y/

jr.w � v2/j
2 dx

� 2
�%
r

�N Z
Br .y/

jrv2j
2 dx C 2

Z
Br .y/

jr.w � v2/j
2 dx

for every % < r . Since w � v2 D 0 on @Br .y/, (3.5) and (3.7) lead toZ
Br .y/

jr.w � v2/j
2 dx D

1

"

Z
Br .y/

jruj2v.w � v2/ dx

�
2

"
kvkL1.�/kv2kL1.BR.x0//

Z
Br .y/

jruj2 dx:

In view of (3.2), we have thus proved that for every y 2 BR.x0/ and 0 < % � r < R,Z
B%.y/

jrv2j
2 dx � 2

�%
r

�N Z
Br .y/

jrv2j
2 dx C C1rN�2C2˛;

with
C1 WD

4

"
kvkL1.�/kv2kL1.BR.x0//K.B2R.x0//:
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By using a classical iteration lemma (see e.g. [18, Lemma 5.13]), we infer that for every
y 2 BR.x0/ and 0 < % < R,Z

B%.y/

jrv2j
2 dx � C˛%N�2C2˛

�
1

RN�2C2˛

Z
B2R.x0/

jrv2j
2 dx C C1

�
;

for a constant C˛ depending only on ˛ and N . Hence v2 satisfies the Morrey estimate
(3.6), and thus v2 2 C

0;˛
loc .BR.x0//. In turn, v D v1 C v2 2 C

0;˛
loc .BR.x0// and the proof of

the claim is complete.

Remark 3.1. Note that, in dimension N D 2, an alternative and simpler proof can be
obtained using Meyers’s regularity result [36]. Indeed, the first equation of (1.2) for u" is
a standard elliptic equation in divergence form for u" with measurable coefficients. Thus
Meyers’s regularity result applies, and ensures the existence of p > 1 (possibly depending
on ") such that ru" 2L

2p
loc .�/. Inserting this information into the second equation of (1.2)

for v" and appealing to the Calderon–Zygmund estimates yields v" 2 W
2;p

loc .�/. Then
the Sobolev embedding implies that rv" is in Lqloc.�/ for every 1 � q � Np=.N � p/.
One can check that when N D 2, if p > 1 we have automatically that 2p=.2 � p/ > 2.
Hence, using Sobolev–Morrey embedding, we find that v" is actually Hölder continuous.
A bootstrap argument based on the Schauder estimates yields the interior regularity result
stated in Theorem 3.1. Unfortunately, this argument fails in dimensions higher than 2 since
in this case it is not true that Np=.N � p/ is strictly larger than N for p > 1. This is in
contrast with our alternative proof above which is independent of the dimension.

3.2. Maximum principle and boundary regularity

We first show a (standard) maximum principle which says that v" takes values between 0
and 1, and that u" is bounded whenever the boundary condition g is.

Lemma 3.1 (Maximum principle). Let � � RN be a bounded open set with Lipschitz
boundary and .u"; v"/ 2 H 1.�/ � ŒH 1.�/ \ L1.�/� satisfy (1.3)–(1.4). If v" D 1 on
@�, then 0 � v" � 1 a.e. in�. In addition, if u" D g on @� for a function g 2H

1
2 .@�/\

L1.@�/, then u" 2 L1.�/ and ku"kL1.�/ � kgkL1.@�/.

Proof. For a generic function f 2 L1.�/, we set f C WD .f C jf j/=2 and f � WD .jf j �
f /=2. For simplicity, we drop the subscript " in .u"; v"/ and instead write .u; v/.

Since v � 1 2 H 1
0 .�/ \ L

1.�/, it follows that .v � 1/C 2 H 1
0 .�/ \ L

1.�/ and
r.v � 1/C D rv1¹v�1º. A classical argument using .v � 1/C as a test function in (1.4)
leads to v � 1 a.e. in�. Next, since v D 1 on @�, we have �v� 2 H 1

0 .�/\L
1.�/ and

the same argument with �v� as a test function in (1.4) shows that �v D 0 a.e. in �, that
is, v � 0 a.e. in �.

Now we assume that u D g on @� with g 2 H
1
2 .@�/ \ L1.@�/ and we set M WD

kgkL1.@�/. Since jgj � M on @�, we have .u �M/C 2 H 1
0 .�/ and r.u �M/C D

ru1¹u�M º. Using .u �M/C as a test function in (1.3) yields r.u �M/C D 0 a.e. in �
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which implies that .u �M/C is constant. Since .u �M/C 2 H 1
0 .�/, it follows that

.u �M/C D 0 a.e. in �, that is, u � M a.e. in �. The same argument applied to .uC
M/� 2 H 1

0 .�/ shows that u � �M a.e. in �, and thus kukL1.�/ �M .

Next we study the boundary regularity of a critical point .u"; v"/ of the Ambrosio–
Tortorelli energy. Our strategy is to use a global reflexion argument to extend .u"; v"/
across the boundary. The extension will then satisfy a modified system of PDEs for which
we can apply an interior regularity result (similar to that of Theorem 3.1). The reflexion
argument originates in [42] and we follow the arguments in [12]. In contrast with the clas-
sical method consisting in locally flattening the boundary, this method has the advantage
of providing a global extension through the construction of a diffeomorphism mapping a
small internal neighborhood of @� onto an external neighborhood of the boundary.

Theorem 3.2. Let�� RN be a bounded open set whose boundary is of class Ck_2;1 and
g 2 Ck;˛.@�/ for some k � 1 and ˛ 2 .0; 1/. If .u"; v"/ 2 .g; 1/CH 1

0 .�/ � ŒH
1
0 .�/ \

L1.�/� satisfies (1.3)–(1.4), then .u"; v"/ 2 Ck;˛.�/ � Ck_2;˛.�/.

Proof. We start by describing the reflexion method that we use to extend functions across
@�. Since @� is (at least) of class C2;1, we can find a small ı0 > 0 such that the nearest
point projection on @�, denoted by ��, is well defined and (at least) of class C1;1 in a
tubular neighborhood of size 2ı0 of @�. For ı 2 .0; 2ı0�, we set8̂̂<̂

:̂
Uı WD

®
x 2 RN W dist.x; @�/ < ı

¯
;

U in
ı
WD � \ Uı ;

U ex
ı
WD Uı n�:

The geodesic reflexion across @� \ U2ı0 is denoted by ��WU2ı0 ! RN and it is defined
by

��.x/ WD 2��.x/ � x for all x 2 U2ı0 :

The mapping �� is an involutive C1;1-diffeomorphism (onto its image), which satisfies
��.x/ D x for all x 2 @� \ U2ı0 . Reducing the value of ı0 if necessary, we have

��.U
ex
ı / D U

in
ı and ��.U

in
ı / D U

ex
ı for ı 2 .0; 2ı0/:

Next we consider the bounded open set

z� WD � [ Uı0 D � [ U
ex
ı0
: (3.8)

Differentiating the relation ��.��.x// D x, for x 2 Uı0 , yields

D��.x/D��.��.x// D Id;

and thus
D��.��.x// D .D��.x//

�1 for every x 2 Uı0 : (3.9)
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For x 2 @� \ z�, one has .D��.x//
Tv D 2px.v/ � v for all v 2 RN , where px is the

orthogonal projection from RN onto the tangent space Tx.@�/ to @� at x, i.e. .D��.x//
T

is the reflexion matrix across the hyperplane Tx.@�/. In particular,

.D��.x//
TD��.x/ D .D��.x//

T.D��.x//
T
D Id for every x 2 @� \ z�: (3.10)

Now, for x 2 z�, we define

j.x/ WD

´
1 if x 2 �;

jdetD��.x/j if x 2 z� n�;

and

A.x/ WD

´
Id if x 2 �;

j.x/ŒD��.��.x//�
TD��.��.x// if x 2 z� n�:

In view of (3.10), j and A are Lipschitz continuous in z� and A is uniformly elliptic, i.e.
there exist two constants 0 < �� � ƒ� such that

��j�j
2
� A.x/� � � � ƒ�j�j

2 for every .x; �/ 2 z� � RN :

With these geometrical preliminaries, we are now ready to provide the extension of
.u"; v"/ to z�. We define, for x 2 z�,

Ou".x/ WD

´
u".x/ if x 2 �;

u".��.x// if x 2 z� n�;

Ov".x/ WD

´
v".x/ if x 2 �;

v".��.x// if x 2 z� n�;

(3.11)

and

Qu".x/ WD

´
u".x/ if x 2 �;

2g.��.x// � u".��.x// if x 2 z� n�;

Qv".x/ WD

´
v".x/ if x 2 �;

2 � v".��.x// if x 2 z� n�;

(3.12)

By the chain rule in Sobolev spaces and the fact that the traces of these functions coincide
on both sides of @�\ z�, each one of them belongs to H 1. z�/. In addition, Ov" and Qv" also
belong to L1. z�/ since v" 2 L1.�/. We finally set

Qg WD g ı �� 2 C1;˛. z�/:

Now we show that these extensions satisfy suitable equations in the domain z�.
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Lemma 3.2. We have

� div..�" C Ov2" /Ar Qu"/ D �2 div.1z�n�.�" C Ov
2
" /Ar Qg/ in D0. z�/ (3.13)

and

�" div.Ar Qv"/ D .1z�\� � 1z�n�/.
j

4"
.1 � Ov"/ � .Ar Ou" � r Ou"/ Ov"/ in D0. z�/: (3.14)

Proof. Again, for simplicity, we drop the subscript ". We fix an arbitrary test function
' 2 D. z�/. Since equations (3.13) and (3.14) are clearly satisfied in �, there is no loss
of generality in supposing that supp.'/ � Uı0 . We define for x 2 Uı0 the symmetric and
anti-symmetric parts of ',

's.x/ WD
1

2
.'.x/C ' ı ��.x//; 'a.x/ WD

1

2
.'.x/ � ' ı ��.x//:

The functions 's and 'a belong to C1;1.Uı0/ and, by construction, 's ı �� D 's and
'a ı �� D �'

a.

Step 1: Proof of (3.13). We start with the identityZ
z�n�

.�" C Ov
2/.Ar Qu/ � r's dx D �

Z
z�n�

.�" C Ov
2/.Ar.u ı ��// � r.'

s
ı ��/ dx

C 2

Z
z�n�

.�" C Ov
2/.Ar Qg/ � r's dx: (3.15)

Using relation (3.9) and changing variables yieldsZ
z�n�

.�" C Ov
2/.Ar.u ı ��// � r.'

s
ı ��/ dx

D

Z
z�n�

.�" C Ov
2/ru.��/ � r'

s.��/j dx

D

Z
z�\�

.�" C Ov
2/.Ar Qu/ � r's dx: (3.16)

Therefore, combining (3.15) and (3.16) yieldsZ
z�

.�" C Ov
2/.Ar Qu/ � r's dx D 2

Z
z�n�

.�" C Ov
2/.Ar Qg/ � r's dx:

In the same way, we haveZ
z�n�

.�" C Ov
2/.Ar Qu/ � r'a dx D

Z
z�n�

.�" C Ov
2/.Ar.u ı ��// � r.'

a
ı ��/ dx

C 2

Z
z�n�

.�" C Ov
2/.Ar Qg/ � r'a dx:
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Since 'a D 0 on z� \ @�, we have 'a 2 H 1
0 .�/. Hence, we can use the first equation in

(1.2) to infer that Z
z�n�

.�" C Ov
2/.Ar.u ı ��// � r.'

a
ı ��/ dx

D

Z
z�n�

.�" C Ov
2/ru.��/ � r'

a.��/j dx

D

Z
z�\�

.�" C v
2/ru � r'a dx D 0:

Consequently,Z
z�

.�" C Ov
2/.Ar Qu/ � r' dx D 2

Z
z�n�

.�" C Ov
2/.Ar Qg/ � r' dx;

and (3.13) follows.

Step 2: Proof of (3.14). We proceed as above, starting with

"

Z
z�n�

.Ar Qv/ � r's dx D �"
Z
z�n�

.Ar.v ı ��// � r.'
s
ı ��/ dx

D �"

Z
z�\�

.Ar Qv/ � r's dx;

which yields

"

Z
z�

.Ar Qv/ � r's dx D 0: (3.17)

On the other hand,

"

Z
z�n�

.Ar Qv/ � r'a dx D "
Z
z�n�

.Ar.v ı ��// � r.'
a
ı ��/ dx

D "

Z
z�\�

rv � r'a dx: (3.18)

Since 'a 2 H 1
0 .�/, we can apply the second equation in (1.2) to deduce that

"

Z
z�\�

rv � r'a dx D �
Z
z�\�

jruj2v'a dx C
1

4"

Z
z�\�

.1 � v/'a dx: (3.19)

Summing (3.17), (3.18), and (3.19), and using that �� is an involution leads to

"

Z
z�

.Ar Qv/ � r' dx D �
Z
z�\�

jr Ouj2 Ov' dx C
1

4"

Z
z�\�

.1 � Ov/' dx

C

Z
z�\�

jr Ouj2 Ov' ı �� dx �
1

4"

Z
z�\�

.1 � Ov/' ı �� dx:
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Changing variables in the two last integrals, we obtain

"

Z
z�

.Ar Qv/ � r' dx D �
Z
z�

.1z�\� � 1z�n�/..Ar Ou/ � r Ou/ Ov' dx

C
1

4"

Z
z�

.1z�\� � 1z�n�/.1 � Ov/'j dx;

and (3.14) follows.

We now provide a general regularity result generalizing the argument used in the proof
of the interior regularity.

Lemma 3.3. Let AW z�!MN�N
sym be a Lipschitz field of symmetricN �N matrices which

is uniformly elliptic (i.e. there exist 0 < � < ƒ such that �j�j2 � A.x/� � � � ƒj�j2 for
all .x; �/ 2 z� � RN ) and f 2 L1. z�/ satisfy

sup
B%.x0/�z�

1

%N�2C

Z
B%.x0/

jf j dx <1; (3.20)

for some  2 .0; 2�. If z 2 H 1. z�/ \ L1. z�/ solves

� div.Arz/ D f in D0. z�/; (3.21)

then for every open set ! �� z�,

sup
x02!

B%.x0/��z�

1

%N�2C2˛

Z
B%.x0/

jrzj2 dx <1; (3.22)

and z 2 C0;˛.!/ for every ˛ 2 .0; =2/.

Proof. Throughout the proof, we fix an exponent ˛ 2 .0;=2/ and we set ˇ WD  � 2˛ > 0.
We also denote by K an upper bound for kzkL1.z�/, and by M an upper bound for (3.20).
Then C > 0 will stand for a constant (which may vary from line to line) depending only
on N , ˛,  , �, ƒ, K, M , and the Lipschitz constant of A.

Let ! �� z�. Fix x0 2! and %> 0 such thatB%.x0/�� z�. Considerw 2H 1.B%.x0//

the unique (weak) solution of´
� div.A.x0/rw/ D 0 in B%.x0/;

w D z on @B%.x0/:
(3.23)

Recalling thatZ
B%.x0/

A.x0/rw � rw dx

�

Z
B%.x0/

A.x0/rw � rw dx for every w 2 w CH 1
0 .B%.x0//;
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we have

�

Z
B%.x0/

jrwj2 dx �
Z
B%.x0/

A.x0/rw � rw dx �
Z
B%.x0/

A.x0/rz � rz dx

� ƒ

Z
B%.x0/

jrzj2 dx: (3.24)

Moreover, according to the maximum principle, kwkL1.B%.x0// � kzkL1.B%.x0// � K.
First, we infer from the triangle inequality,�

1

.%=2/N�2C2˛

Z
B %
2
.x0/

Arz � rz dx
� 1
2

�

�
2N�2C2˛

%N�2C2˛

Z
B %
2
.x0/

Arw � rw dx
� 1
2

C

�
2N�2C2˛

%N�2C2˛

Z
B %
2
.x0/

A.rz � rw/ � .rz � rw/ dx
� 1
2

�

�
2N�2C2˛

%N�2C2˛

Z
B %
2
.x0/

Arw � rw dx
� 1
2

C C

�
1

%N�2C2˛

Z
B%.x0/

A.rz � rw/ � .rz � rw/ dx
� 1
2

: (3.25)

We start by estimating the first term in the right-hand side of (3.25) using (3.24), and the
fact that A is Lipschitz continuous and uniformly elliptic. It yieldsZ

B %
2
.x0/

Arw � rw dx � .1C C%/
Z
B%.x0/

A.x0/rw � rw dx

� .1C C%/

Z
B%.x0/

A.x0/rz � rz dx

� .1C C%/

Z
B%.x0/

Arz � rz dx: (3.26)

To estimate the second term in the right-hand side of (3.25), we make use of equation
(3.21) to writeZ

B%.x0/

A.rz � rw/ � .rz � rw/ dx

D

Z
B%.x0/

Arz � r.z � w/ dx �
Z
B%.x0/

Arw � r.z � w/ dx

D

Z
B%.x0/

f .z � w/ dx �
Z
B%.x0/

Arw � r.z � w/ dx:
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Using assumption (3.20) on f , we infer thatˇ̌̌̌
1

%N�2C2˛

Z
B%.x0/

f .z � w/ dx
ˇ̌̌̌
� 2KM%ˇ : (3.27)

On the other hand, equation (3.23) satisfied by w implies thatZ
B%.x0/

Arw � r.z � w/ dx D
Z
B%.x0/

.A � A.x0//rw � r.z � w/ dx

� C%

Z
B%.x0/

Œjrwj2 C jrzj2� dx

� C%

Z
B%.x0/

jrzj2 dx

� C%

Z
B%.x0/

Arz � rz dx; (3.28)

where we used (3.24) again, together with the ellipticity of A.
Gathering (3.25), (3.26), (3.27), and (3.28), we get�

1

.%=2/N�2C2˛

Z
B %
2
.x0/

Arz � rz dx
�1=2

� .1C C
p
%/

�
1

%N�2C2˛

Z
B%.x0/

Arz � rz dx
�1=2

C%ˇ=2:

We now choose % D %k D 2�.kC1/ for k 2 N large enough, and we obtain�
1

%N�2C2˛
kC1

Z
B%kC1 .x0/

Arz � rz dx
�1=2

� .1C C 2�.kC1/=2/

�
1

%N�2C2˛
k

Z
B%k .x0/

Arz � rz dx
�1=2

C C2�ˇ.kC1/=2:

Next we observe that if .�k/k2N, .�k/k2N, and .yk/k2N are real sequences such that �k 2
.1;1/, � WD

Q1
kD0 �k <1, �k 2 .0;1/, � WD

P1
kD0 �k <1, and satisfying ykC1 �

�kyk C �k for all k 2 N, then yk � �.y0 C �/. Applying this principle with

yk D

�
1

%N�2C2˛
k

Z
B%k .x0/

Arz � rz dx
�1=2

;

�k D 1C C 2
�.kC1/=2;

�k D C2
�ˇ.kC1/=2;

yields

1

%N�2C2˛
k

Z
B%k .x0/

Arz � rz dx � CeC
�Z
z�

Arz � rz dx C 1
�

for all k 2 N
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(we have also used the elementary estimates � � eC and � �C ). Since for all % > 0 small,
there exists a unique k 2 N such that %kC1 < % � %k and 1

%
< 1

%kC1
�

2
%k

, we conclude
that

1

%N�2C2˛

Z
B%.x0/

Arz � rz dx � CeC
�Z
z�

Arz � rz dx C 1
�

for all % > 0 small:

Finally, by ellipticity of A and the arbitrariness of x0, we conclude that (3.22) holds with

1

%N�2C2˛

Z
B%.x0/

jrzj2 dx � CeC
�Z
z�

Arz � rz dx C 1
�

for all x0 2 ! and % > 0 small with B%.x0/ �� z�. By Morrey’s theorem (see e.g. [18,
Theorem 5.7]), it then follows that v 2 C0;˛.!/.

We are now ready to prove the boundary regularity result in Theorem 3.2.

Proof of Theorem 3.2 completed. We consider .u"; v"/ 2 H 1.�/ � ŒH 1.�/ \ L1.�/�

satisfying (1.3)–(1.4), and we consider the extensions Ou", Qu", Ov", and Qv" to the domain z�
provided by (3.11)–(3.12) and (3.8). Again, for simplicity, we drop the subscript ".

We first improve the regularity of Qu which satisfies (3.13). We aim to apply the De
Giorgi–Nash–Moser theorem to infer that Qu is locally Hölder continuous in z� and that a
suitable Morrey estimate holds for r Ou. Since equation (3.13) is linear with respect to Qu,
we first observe thatZ
z�

f .x;r Qu/ dx �
Z
z�

f .x;rw/ dx for all w 2 H 1.�/ such that supp.w � Qu/ � z�;

with

f .x; �/ WD
1

2
.�" C Ov

2
" .x//A.x/� � � � h.x/ � � for a.e. x 2 z� and all � 2 RN ;

and
h WD 21z�n�.�" C Ov

2/Ar Qg 2 L1. z�IRN /:

The function f is a Carathéodory function, and since A is uniformly elliptic and the
functions Ov and h are essentially bounded, we can find positive constants c1, c2, and c3
such that

c1j�j
2
� c3 � f .x; �/ � c2j�j

2
C c3 for a.e. x 2 z� and all � 2 RN :

Hence we can apply the De Giorgi–Nash–Moser theorem (see [19, Theorems 7.5 and 7.6])
to deduce the existence of some ˇ 2 .0; 1/ such that Qu 2 C0;ˇloc .

z�/. From [19, Theorem 7.7]
and [18, Lemma 5.13], we also obtain the Morrey estimate

sup
B%.x0/�z�

1

%N�2C2ˇ

Z
B%.x0/

jr Quj2 dx <1: (3.29)
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Next we consider equation (3.14) satisfied by Qv restricted toBı0=2.x0/, which we write

� div.Ar Qv/ D H in D0. z�/;

with
H WD

1

"
.1z�\� � 1z�n�/

� j
4"
.1 � Ov/ � .Ar Ou � r Ou/ Ov

�
:

Since Ou D 2 Qg � Qu and r Qg, A, j , and Ov are essentially bounded, we infer from (3.29) that

sup
B%.x0/�z�

1

%N�2C2ˇ

Z
B%.x0/

jH j dx <1:

Applying Lemma 3.3, we deduce that Qv 2 C
0;
loc .
z�/ for every  2 .0; ˇ/. In particular,

we have v 2 C0; .�/ for every  2 .0; ˇ/. Using equation (1.2) satisfied by u together
with the (up to the boundary) Schauder estimate (see [18, Theorem 5.21]), we obtain that
u 2 C1; .�/ for every  2 .0;ˇ/. Then, in view of equation (1.2) satisfied by v, and owing
to classical elliptic regularity at the boundary, we obtain v 2 C2; .�/ for every  2 .0;ˇ/.
Going back to equation (1.2) satisfied by u, elliptic regularity at the boundary now tells
us that u 2 C1;˛.�/ in the case g 2 C1;˛.@�/, and in turn v 2 C2;˛.�/ still by (1.2). If
g 2 C2;˛.@�/ then v 2 C2;˛.�/ and, once again, elliptic boundary regularity implies that
u 2 C2;˛.�/.

If @� is of class Ck;˛ and g 2 Ck;˛.@�/ with k � 3, one can iterate the preceding
argument using elliptic boundary regularity to conclude that u and v belong to Ck;˛.�/.

A similar argument shows the validity of a localized version of Theorem 3.2.

Theorem 3.3. Let � � RN be a bounded open set and .u"; v"/ 2 H 1.�/ � ŒH 1.�/ \

L1.�/� satisfy (1.3)–(1.4). Assume that in some ballB4R.x0/with x0 2 @�, the boundary
portion @� \ B4R.x0/ is of class Ck_2;1 and .u"; v"/ D .g; 1/ on @� \ B4R.x0/ for a
function g 2 Ck;˛.@� \ B4R.x0// with k � 1 and ˛ 2 .0; 1/. Then .u"; v"/ 2 Ck;˛.� \

B�R.x0// � Ck_2;˛.� \ B�R.x0// for some constant � 2 .0; 1/.

4. Compactness results

We start by recalling a weak compactness result, in the spirit of the compactness argument
in the �-convergence analysis, only under the assumption of a uniform energy bound
(1.15). The result is a direct application of the standard lower bound inequality considering
the extension of a pair .u; v/ 2 Ag.�/ to a larger bounded open set �0 � � of the form
.u; v/ D .g0; 1/ in �0 n� for some arbitrary extension g0 2 H 1.�0/ \ L1.�0/ of g.

Proposition 4.1 (Weak compactness). Let� � RN be a bounded open set with Lipschitz
boundary, g 2H

1
2 .@�/\L1.@�/, and "n! 0C be an arbitrary sequence. Assume that
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.un; vn/ WD .u"n ; v"n/ 2 Ag.�/ satisfies 0 � vn � 1 a.e. in �, kunkL1.�/ � kgkL1.@�/,
and the uniform energy bound supn AT"n.un; vn/ <1. There exist a (not relabeled) sub-
sequence and u� 2 SBV2.�/ \ L1.�/ such that´

.un; vn/! .u�; 1/ strongly in ŒL2.�/�2;

vnrun * ru� weakly in L2.�IRN /:

Moreover, Z
�

jru�j
2 dx � lim inf

n!1

Z
�

v2njrunj
2 dx

� lim inf
n!1

Z
�

.�"n C v
2
n/jrunj

2 dx (4.1)

and

HN�1.Ju� [ .@� \ ¹u� ¤ gº// � lim inf
n!1

Z
�

.1 � vn/jrvnj dx

� lim inf
n!1

Z
�

�
"njrvnj

2
C
.vn � 1/

2

4"n

�
dx: (4.2)

The regularity of solutions established in Theorem 1.1 allows us to prove that criti-
cal points of the Ambrosio–Tortorelli functional satisfy a Noether-type conservation law,
which is the starting point of our asymptotic analysis.

Proposition 4.2. Let � � RN be a bounded open set with boundary of class C2;1 and
g 2 C2;˛.@�/ for some ˛ 2 .0; 1/. If .u"; v"/ 2 Ag.�/ is a critical point of AT", then for
all X 2 C1c.RN IRN /,Z

�

.�" C v
2
" /Œ2ru" ˝ru" � jru"j

2Id� W DX dx

C

Z
�

h
2"rv" ˝rv" �

�
"jrv"j

2
C
.v" � 1/

2

4"

�
Id
i
W DX dx

D

Z
@�

�
.�" C 1/.@�u"/

2
C ".@�v"/

2
� .�" C 1/jr�gj

2
�
.X � ��/ dHN�1

C 2.�" C 1/

Z
@�

.@�u"/.X� � r�g/ dHN�1; (4.3)

where X� WD X � .X � ��/�� is the tangential part of X , and r�g is the tangential gra-
dient of g on @�.

Proof. Let us fix an arbitrary X 2 C1c.RN IRN /. By Theorem 1.1, .u"; v"/ 2 ŒC2;˛.�/�2

and (1.2) is satisfied in the classical sense. Multiplying the first equation of (1.2) by
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X � ru" (which belongs to C1.�/) and by integration by parts, a standard computation
yields

0 D

Z
�

.�" C v
2
" /
h
.ru" ˝ru"/ �

1

2
jru"j

2Id
i
W DX dx �

Z
�

v".X � rv"/jru"j
2 dx

�
�" C 1

2

Z
@�

.@�u"/
2.X � ��/ dHN�1

C
�" C 1

2

Z
@�

jr�gj
2.X � ��/ dHN�1

� .�" C 1/

Z
@�

.@�u"/.X� � r�g/ dHN�1: (4.4)

Similarly, multiplying the second equation in (1.2) by X � rv" (which belongs to C1.�/)
and performing a similar integration by parts leads to

0 D "

Z
�

h
.rv" ˝rv"/ �

1

2

�
jrv"j

2
C

1

4"
.v" � 1/

2
�

Id
i
W DX dx

C

Z
�

v".X � rv"/jru"j
2 dx �

"

2

Z
@�

.@�v"/
2.X � ��/ dHN�1; (4.5)

since v" D 1 on @�. Then the conclusion follows by summing (4.4) and (4.5).

Remark 4.1. The fact that critical points .u"; v"/ enjoy the higher regularity ŒC2;˛.�/�2

allows one to obtain a strong form of the conservative equations for .u"; v"/. In particular,
some information on the boundary is recovered since the vector field X does not need
to be tangential on @�. This additional information will be instrumental in Section 5 to
characterize the boundary term occurring in the first inner variation of the Mumford–Shah
functional.

Owing to the previous results, we get the following property for the weak limit u� as
"! 0 of a converging sequence of critical points of the Ambrosio–Tortorelli functional.

Lemma 4.1. Let � � RN be a bounded open set with boundary of class C2;1 and g 2
C2;˛.@�/ for some ˛ 2 .0; 1/. Along a sequence " ! 0C, let .u"; v"/ 2 Ag.�/ be a
critical point of AT" satisfying the uniform energy bound (1.15) and the conclusion of
Proposition 4.1. If u� denotes the weak limit of u" as " ! 0, then ru� 2 L2.�IRN /
satisfies div.ru�/ D 0 in D0.�/, its normal trace ru� � �� belongs to L2.@�/, and
@�u" * ru� � �� weakly in L2.@�/ as " ! 0. Moreover, up to a subsequence, there
exists a nonnegative Radon measure �� 2MC.@�/ such that

Œ.@�u"/
2
C ".@�v"/

2�HN�1 @�
�
�* �� weakly* in M.@�/:

Proof. We first claim that .�" C v2" /ru" * ru� weakly in L2.�IRN /. Indeed, on the
one hand we have

k�"ru"kL2.�IRN / �
p
�"

q�" C v2"ru"
L2.�IRN /

� C
p
�" ! 0;
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and on the other hand, for all ' 2 C1c .�IRN /,ˇ̌̌̌Z
�

v"ru" � ' dx �
Z
�

v2"ru" � ' dx
ˇ̌̌̌
� k'kL1.�IRN /kv"ru"kL2.�IRN /kv" � 1kL2.�/

! 0:

Using the previous two points and Proposition 4.1 leads to .�"C v2" /ru"*ru� weakly*
in D 0.�IRN /. Since the sequence ¹.�" C v2" /ru"º is bounded in L2.�IRN /, its weak
L2-convergence follows. We can thus pass to the limit in (1.3) in the sense of distributions
and conclude that div.ru�/ D 0 in D0.�/.

Since ru� belongs to L2.�IRN /, and div.ru�/ D 0, the normal trace ru� � �� is
well defined as an element of H�

1
2 .@�/. Recalling that v" D 1 on @�, we get

.�" C 1/@�u" D .�" C v
2
" /ru" � � * ru� � �� weakly in H�

1
2 .@�/:

We now improve this convergence into a weak convergence in L2.@�/. For that, let us
consider a test function X 2 C1c.RN IRn/ such that X D � on @� in relation (4.3). Using
that the left-hand side of (4.3) is clearly controlled by the Ambrosio–Tortorelli energy (see
(1.15)), we infer that

sup
">0

Z
@�

Œ.�" C 1/.@�u"/
2
C ".@�v"/

2� dHN�1 <1:

On the one hand, we obtain that ¹@�u"º">0 is bounded inL2.@�/, hence @�u"*ru� � ��
weakly in L2.@�/. On the other hand, there exists a nonnegative Radon measure �� 2
MC.@�/ such that Œ.@�u"/2 C ".@�v"/2�HN�1 @�

�
�* �� weakly* in M.@�/.

Remark 4.2. Our choice of Dirichlet boundary conditions for both u and v in (1.2) allows
one to obtain an "-dependent boundary term which is nonnegative in the boundary integral
involving X � �� in (4.3). This sign information is essential to get a limit boundary term
which is a measure �� concentrated on @�. If we had chosen a Neumann condition for
v and a Dirichlet condition for u as in [14], one would have obtained a more involved
boundary term which would lead to a first-order distribution on @� in the "! 0 limit.
It is not clear in this case how to perform the analysis in Section 5 (in particular Lemma
5.3).

5. Convergence of critical points

Our objective is to show that u� is a critical point of the Mumford–Shah functional.
We now improve the convergence results established in the previous section by addition-
ally assuming convergence of the energy (1.16), i.e. AT".u"; v"/! MS.u�/. Under this
stronger assumption, we can improve the above-established convergences and in particular
obtain the equipartition of the phase-field energy.
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Proposition 5.1. Let � � RN be a bounded open set with Lipschitz boundary and g 2
H

1
2 .@�/ \ L1.@�/. Let us consider a critical point .u"; v"/ of the Ambrosio–Tortorelli

functional satisfying the energy convergence (1.16) and let u� 2 SBV2.�/ be given by
Proposition 4.1. Then, up to a further subsequence,q

�" C v2"ru" ! ru�; v"ru" ! ru� strongly in L2.�IRN /: (5.1)

Moreover, setting ˆ.t/ WD t � t2=2, and

w" WD ˆ.v"/; (5.2)

then ´
rw"L

N �
�
�* 0 weakly* in M.�IRN /;

jrw"jL
N �

�
�* HN�1 OJu� weakly* in M.�/;

(5.3)

where we recall that OJu� D Ju� [ .@� \ ¹u� ¤ gº/. Finally, there is equipartition of the
phase-field energy, i.e.

lim
"!0

Z
�

ˇ̌̌
"jrv"j

2
�
1

4"
.1 � v"/

2
ˇ̌̌
dx D lim

"!0

Z
�

ˇ̌
2"jrv"j

2
� jrw"j

ˇ̌
dx D 0: (5.4)

Proof. According to the convergence of energy assumption (1.16) and the lower semicon-
tinuity properties (4.1)–(4.2) established in Proposition 4.1 (which applies by Lemma 3.1),
we deduce thatZ

�

jru�j
2 dx D lim

"!0

Z
�

v2" jru"j
2 dx D lim

"!0

Z
�

.�" C v
2
" /jru"j

2 dx (5.5)

and

HN�1. OJu�/ D lim
"!0

Z
�

.1 � v"/jrv"j dx D lim
"!0

Z
�

�
"jrv"j

2
C
.v" � 1/

2

4"

�
dx: (5.6)

Convergence (5.5) combined with the weakL2-convergence of v"ru" toru� implies that
v"ru"!ru� strongly in L2.�IRN /. Moreover, it follows from (5.5) that

p
�"ru"! 0

strongly in L2.�IRN /. Hence
p
�" C v2"ru" ! ru� strongly in L2.�IRN / as well.

Next, setting w" D ˆ.v"/, with ˆ.t/ D t � t2=2, and using that v" ! 1 strongly
in L2.�/ yields w" ! 1=2 strongly in L1.�/. Furthermore, owing to the chain rule in
Sobolev spaces, we have rw" D ˆ0.v"/rv" D .1 � v"/rv". In view of (5.6), we deduce
that ¹rw"º">0 is bounded inL1.�IRN /, hencerw"LN �

�
�*0weakly* in M.�IRN /.

Moreover, localizing the conclusion of Proposition 4.1, we get that for every open set
U � �0 � RN , we have HN�1. OJu� \ U/ � lim inf"

R
U
jrw"j dx, and, using (5.6) it

shows that Z
�

jrw"j dx ! HN�1. OJu�/: (5.7)

Thus [1, Proposition 1.80] implies that jrw"jLN �
�
�*HN�1 OJu� weakly* in M.�/.
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The equipartition of energy is obtained by observing that

AT".u"; v"/ D
Z
�

.�" C v
2
" /jru"j

2 dx C
Z
�

jrw"j dx

C

Z
�

ˇ̌̌p
"jrv"j �

1

2
p
"
.1 � v"/

ˇ̌̌2
dx;

and by using (1.16), (5.5), and (5.7). Indeed, we getZ
�

ˇ̌̌p
"jrv"j �

1

2
p
"
.1 � v"/

ˇ̌̌2
dx ! 0;

and then, by the Cauchy–Schwarz inequality,Z
�

ˇ̌̌
"jrv"j

2
�
1

4"
.1 � v"/

2
ˇ̌̌
dx �

p"jrv"j � 1

2
p
"
.1 � v"/


L2.�/

�

p"jrv"j C 1

2
p
"
.1 � v"/


L2.�/

� C
p"jrv"j � 1

2
p
"
.1 � v"/


L2.�/

! 0:

Finally, using again that jrw"j D .1 � v"/jrv"j, we observe thatZ
�

ˇ̌
2"jrv"j

2
� jrw"j

ˇ̌
dx D

Z
�

ˇ̌̌
"jrv"j

2
�
.1 � v"/

2

4"

C

�p
"jrv"j �

1

2
p
"
.1 � v"/

�2 ˇ̌̌
dx

�

Z
�

ˇ̌̌
"jrv"j

2
�
.1 � v"/

2

4"

ˇ̌̌
dx

C

Z
�

ˇ̌̌p
"jrv"j �

1

2
p
"
.1 � v"/

ˇ̌̌2
dx

! 0:

This implies (5.4).

The proof of Theorem 1.2 is based on (geometric) measure-theoretic arguments. Let
us define the .N � 1/-varifold V" 2 VN�1.�/ associated to the phase-field variable v" 2
H 1.�/ by

hV";'i WD

Z
�\¹rw"¤0º

'
�
x; Id�

rw"

jrw"j
˝
rw"

jrw"j

�
jrw"jdx for all ' 2 C.� �GN�1/;

where w" WD ˆ.v"/; and ˆ.t/ D t � t2=2 for t 2 Œ0; 1�. By the coarea formula, this def-
inition is equivalent to the definition of a varifold associated to a function in [22]. By
standard compactness of bounded Radon measures, at the expense of extracting a fur-
ther subsequence, there exists a varifold V� 2 VN�1.�/ such that V"

�
�* V� weakly* in

M.� �GN�1/.
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Note that kV"k
�
�* kV�k weakly* in M.�/ by definition of the mass of a varifold and

thanks to the compactness of GN�1. Recalling the definition of w" in (5.2), we observe
that kV"k D jrw"jLN �

�
�* HN�1 OJu� weakly* in M.�/ according to (5.3), and it

follows that kV�k D HN�1 OJu� . According to the disintegration theorem ([1, Theorem
2.28]), there exists a weak* HN�1-measurable mapping x 2 � 7! Vx 2 M.GN�1/ of
probability measures such that V� D .HN�1 OJu�/˝ Vx , i.e. for all ' 2 C.� �GN�1/,Z

��GN�1
'.x;A/ dV�.x; A/ D

Z
OJu�

�Z
GN�1

'.x;A/ dVx.A/
�

dHN�1.x/: (5.8)

For HN�1 almost every x 2 OJu� , we set

NA.x/ WD

Z
GN�1

A dVx.A/: (5.9)

Owing to our various convergence results, we are now in a position to pass to the limit
in the inner variation equation (4.3). For now, the limit expression depends on the abstract
limit varifold V� through its first moment NA of Vx , and the abstract boundary measure ��
introduced in Lemma 4.1.

Lemma 5.1. Let � � RN be a bounded open set of class C2;1 and g 2 C2;˛.@�/ for
some ˛ 2 .0; 1/. Let u� 2 SBV2.�/ be a limit of critical points of the Ambrosio–Tortorelli
functional as in Proposition 5.1. For all X 2 C1c.RN IRN /, we haveZ

�

�
jru�j

2Id � 2ru� ˝ru�
�
W DX dx C

Z
OJu�

NA W DX dHN�1

D �

Z
@�

.X � ��/ d�� C
Z
@�

jr�gj
2.X � ��/ dHN�1

� 2

Z
@�

.ru� � ��/.X� � r�g/ dHN�1: (5.10)

Proof. Using the strong convergence (5.1) established above, it is easy to pass to the limit
in the first integral and in the left-hand side of (4.3). We get, for all X 2 C1c.RN IRN /,Z

�

�
2
�q

�" C v2"ru"

�
˝

�q
�" C v2"ru"

�
� .�" C v

2
" /jru"j

2Id
�
W DX dx

���!
"!0

Z
�

.2ru� ˝ru� � jru�j
2Id/ W DX dx: (5.11)

According to Lemma 4.1 we can also pass to the limit in the boundary integrals in the
right-hand side of (4.3); we getZ
@�

Œ.�" C 1/.@�u"/
2
C ".@�v"/

2�X � � dHN�1

� .1C �"/

Z
@�

X � �jr�gj
2 dHN�1

C 2.�" C 1/

Z
@�

.@�u"/.X� � r�g/ dHN�1
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���!
"!0

Z
@�

.X � ��/ d�� �
Z
@�

jr�gj
2.X � ��/ dHN�1

C 2

Z
@�

.ru� � ��/.X� � r�g/ dHN�1: (5.12)

It remains to pass to the limit in the second integral in the left-hand side of (4.3). Using
the chain rule, we have rw" D ˆ0.v"/rv". The equipartition of energy (5.4) thus implies
that

lim
"!0

Z
�

�
2"rv" ˝rv" � "jrv"j

2Id �
.v" � 1/

2

4"
Id
�
W DX dx

D lim
"!0

Z
�\¹rv"¤0º

2"jrv"j
2
�
rv"

jrv"j
˝
rv"

jrv"j
� Id

�
W DX dx

D lim
"!0

Z
�\¹rw"¤0º

jrw"j
�
rw"

jrw"j
˝
rw"

jrw"j
� Id

�
W DX dx

D �

Z
��GN�1

A W DX.x/ dV�.x; A/ D �
Z
OJu�

NA W DX dHN�1: (5.13)

Gathering (5.11), (5.12), and (5.13), we infer that (5.10) holds.

Let us now identify the first moment NA of the measure Vx . We first establish some
algebraic properties of this matrix.

Lemma 5.2. For HN�1-almost every x 2 OJu� , the matrix NA.x/ satisfies

NA.x/ � 0; tr. NA.x// D N � 1; �. NA.x// D 1;

where � denotes the spectral radius.

Proof. To simplify notation, we set

A" WD
�

Id �
rw"

jrw"j
˝
rw"

jrw"j

�
:

The matrix A" is well defined on the set � \ ¹rw" ¤ 0º; it is a symmetric matrix cor-
responding to the orthogonal projection on ¹rw"º?. It satisfies A" � 0, tr.A"/ D N � 1,
and �.A"/ D 1 in � \ ¹rw" ¤ 0º. For all ' 2 C0.�/, we haveZ

OJu�

tr. NA/' dHN�1
D

Z
��GN�1

tr.A/'.x/ dV�.x; A/

D lim
"!0

Z
��GN�1

tr.A/'.x/ dV".x; A/

D lim
"!0

Z
�\¹rw"¤0º

tr.A"/'jrw"j dx

D .N � 1/ lim
"!0

Z
�

'jrw"j dx D .N � 1/
Z
OJu�

' dHN�1;
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which shows that tr. NA/D .N � 1/, HN�1-a.e. on OJu� . If, further, ' � 0 and z 2 RN thenZ
OJu�

. NAz � z/' dHN�1
D

Z
��GN�1

.Az � z/'.x/ dV�.x; A/

D lim
"!0

Z
��GN�1

.Az � z/'.x/ dV".x; A/

D lim
"!0

Z
�\¹rw"¤0º

.A"z � z/'jrw"j dx � 0:

As a consequence, for all z 2 RN , we have NAz � z � 0, HN�1-a.e. on OJu� , from which we
deduce that NA is a nonnegative matrix HN�1-a.e. on OJu� .

Since, for all ' 2 C0.�/, we haveZ
�\¹rw"¤0º

jrw"j
�

Id �
rw"

jrw"j
˝
rw"

jrw"j

�
' dx !

Z
��GN�1

A'.x/ dV�.x; A/

D

Z
OJu�

NA' dHN�1;

we deduce that

A"jrw"jL
N �

�
�* NAHN�1 OJu� weakly* in M.�IMN�N /: (5.14)

Using that the spectral radius � is a convex, continuous, and positively 1-homogeneous
function on the set of symmetric matrices, it follows from the Reshetnyak continuity the-
orem (see [1, Theorem 2.39]) that, for all ' 2 C0.�/,Z
OJu�

' dHN�1
D lim
"!0

Z
�

'jrw"j dx D lim
"!0

Z
�

'�.A"/jrw"j dx D
Z
OJu�

'�. NA/ dHN�1;

hence �. NA/ D 1, HN�1-a.e. on OJu� .

We now focus on the interior structure of the varifold V�.

Lemma 5.3. For HN�1-a.e. x in Ju� D OJu� \�, we have NA.x/D Id� �u�.x/˝ �u�.x/,
where �u� is the approximate normal to the countably HN�1-rectifiable set Ju� .

Proof. Step 1: Let us show that for HN�1-a.e. x in Ju� , NA.x/ is a projection matrix onto
a .N � 1/-dimensional hyperplane. To this aim, we perform a blow-up argument on the
first variation equation (5.10). Let x0 2 Ju� be such that

(1) x0 is a Lebesgue point of NA with respect to HN�1 Ju� ;

(2) Ju� admits an approximate tangent space at x0 given by Tx0 D ¹�u�.x0/º
?;

(3) lim
%!0

HN�1.Ju� \ B%.x0//

!N�1%N�1
D 1;

(4) lim
%!0

1

%N�1

Z
B%.x0/

jru�j
2 dx D 0.
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It turns out that HN�1-almost every point x0 2 Ju� satisfies these properties. Indeed,
(1) is a consequence of the Besicovitch differentiation theorem, (2) and (3) are conse-
quences of the rectifiability of Ju� (see [1, Theorems 2.63 and 2.83]), while condition (4)
is a consequence of (3) together with the fact that the measure jru�j2LN � is singular
with respect to HN�1 Ju� .

Let x0 2 Ju� be such a point and let % > 0 be such that B%.x0/ � �. For � 2
C1c .RN IRN /with supp.�/�B1, we set �x0;%.x/ WD �.

x�x0
%
/ for x 2RN , so that �x0;% 2

C1c .RN IRN / and supp.�x0;%/�B%.x0/. Taking �x0;% as a test vector field in (5.10) (note
that �x0;% D 0 in a neighborhood of @�) yieldsZ

Ju�\B%.x0/

NA W D�x0;% dHN�1
D �

Z
B%.x0/

.jru�j
2Id � 2ru� ˝ru�/ W D�x0;% dx:

Dividing this identity by %N�2 yields

1

%N�1

Z
Ju�\B%.x0/

NA W D�
�
� � x0

%

�
dHN�1

D
�1

%N�1

Z
B%.x0/

.jru�j
2Id � 2ru� ˝ru�/ W D�

�
� � x0

%

�
dx:

We first show that the right-hand side of the previous equality tends to zero as %! 0.
Indeed, thanks to our choice of x0, we haveˇ̌̌̌

1

%N�1

Z
B%.x0/

.jru�j
2Id � 2ru� ˝ru�/ W D�

�x � x0
%

�
dx
ˇ̌̌̌

� C
kD�kL1.B1IMN�N /

%N�1

Z
B%.x0/

jru�j
2 dx ! 0;

for some constant C > 0. Concerning the left-hand side, using first that x0 is a Lebesgue
point of NA and then item (3), we getˇ̌̌̌

1

%N�1

Z
Ju�\B%.x0/

. NA � NA.x0// W D�
�
� � x0

%

�
dHN�1

ˇ̌̌̌
�
kD�kL1.B1IMN�N /

%N�1

Z
Ju�\B%.x0/

j NA � NA.x0/j dHN�1
! 0;

so that

lim
%!0

1

%N�1

Z
Ju�\B%.x0/

NA W D�
�
� � x0

%

�
dHN�1

D NA.x0/W lim
%!0

1

%N�1

Z
Ju�\B%.x0/

D�
�
� � x0

%

�
dHN�1:

Using next that Ju� admits an approximate tangent space that we denote by Tx0 at x0, we
obtain

lim
%!0

1

%N�1

Z
Ju�\B%.x0/

D�
�
� � x0

%

�
dHN�1

D

Z
Tx0\B1

D� dHN�1:
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Hence, Z
Tx0\B1

NA.x0/ W D� dHN�1
D 0 for all � 2 C1c .B1IR

N /: (5.15)

Let t 2 .0; 1/ be such that t <
p
N
�N

; the measure � WD 1
!N�1

HN�1 Tx0 satisfies

tN�1 � �. NBt / � �.B1/ � 1:

According to [2, Lemma 3.9] with ˇD sDN � 1, we get that the matrix NA.x0/ has at most
N � 1 nonzero eigenvalues. Recalling that tr. NA.x0// D N � 1 and that all eigenvalues of
NA.x0/ belong to Œ0; 1�, this implies that NA.x0/ has exactly N � 1 eigenvalues which are

equal to 1, and one eigenvalue which is zero. Hence, there exists e 2 SN�1 such that
A D Id � e ˝ e.

Step 2: Let us show that e D ˙�u�.x0/. Let us consider the varifold

zV WD HN�1 Tx0 ˝ ı NA.x0/ 2M.B1 �GN�1/;

whose action is given byZ
B1�GN�1

'.x;A/ d zV .x;A/ D
Z
B1\Tx0

'.x; NA.x0// dHN�1.x/

for all ' 2 C0c.B1 � GN�1/. Since NA.x0/ is a projection matrix onto the hyperplane e?,
it follows that zV 2 VN�1.B1/ is an .N � 1/-varifold in B1 with k zV k D HN�1 Tx0 .
Moreover, condition (5.15) shows that zV is a stationary varifold; cf. Section 2.3. It follows
from the monotonicity formula (see e.g. [43, formula (40.3), p. 236]) that, for all x 2
Tx0 \ B1 and all % > 0 such that B%.x/ � B1,

HN�1.Tx0 \ B%.x//

%N�1
D

HN�1.Tx0 \ Br .x//

rN�1

C

Z
Tx0\B%.x/nBr .x/

je � .y � x/j2

jy � xjNC1
dHN�1.y/

for all 0 < r < %. Since

HN�1.Tx0 \ Br .x//

rN�1
D

HN�1.Tx0 \ B%.x//

%N�1
D !N�1;

we deduce that Z
Tx0\B%.x/nBr .x/

je � .y � x/j2

jy � xjNC1
dHN�1.y/ D 0:

Choosing x D 0, % D 1, and letting r ! 0C, we infer that y � e D 0 for HN�1-a.e. y 2
Tx0 \ B1, which implies that Tx0 D e

?, hence e D ˙�u�.x0/.

Next we focus on boundary points.
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Lemma 5.4. For HN�1-a.e. x 2 OJu� \ @�, we have NA.x/D Id� ��.x/˝ ��.x/, where
�� is the outward unit normal to @�.

Proof. We perform again a blow-up argument, this time at boundary points. Let x0 2
OJu� \ @� be such that

(1) x0 is a Lebesgue point of NA with respect to HN�1 OJu� ;

(2) OJu� admits an approximate tangent space at x0 which coincides with the (usual)
tangent space of @� at x0 (this in particular implies that �u�.x0/ D ˙��.x0/);

(3) lim
%!0

HN�1. OJu� \ B%.x0//

!N�1%N�1
D 1;

(4) lim
%!0

1

%N�1

Z
B%.x0/\�

jru�j
2 dx D 0;

(5) lim
%!0

��.B%.x0//

%N�2
D 0, lim

%!0

1

%N�2

Z
@�\B%.x0/

jru� � �j dHN�1
D 0.

It turns out that HN�1 almost every point x0 2 OJu� \ @� satisfies these properties. Indeed,
(1) is a consequence of the Besicovitch differentiation theorem while (2) comes from the
rectifiability of OJu� (see [1, Theorem 2.83]), together with the locality of approximate
tangent spaces (see [1, Proposition 2.85]). Condition (3) is again a consequence of the
rectifiability of OJu� and the Besicovitch–Marstrand–Mattila theorem (see [1, Proposition
2.63]). Condition (4) is a consequence of (3), together with the fact that the measure
jru�j

2LN � is singular with respect to HN�1 OJu� . To justify (5) we define, for
x 2 @�,

‚.x/ WD lim sup
%!0

��.B%.x//

%N�2
:

According to [1, Theorem 2.56], we have tHN�2.¹‚� tº/� ��.¹‚� tº/ <1 for all t >
0. Hence HN�1.¹‚� tº/D 0 for all t > 0. As a consequence, HN�1.¹‚> 0º/D 0. The
second property of (5) can be obtained similarly, by replacing �� by jru� � �jHN�1 @�.

We choose such a point x0 2 @� \ OJu� and we take % > 0.

Step 1: We first prove that ��.x0/ is an eigenvector of NA.x0/. Consider first a test vector
field � of the form �.x/ WD '.x�x0

%
/ Q�.x/ for x 2 B%.x0/, where ' 2 C1c .B1/ and Q� 2

C1c.RN IRN / is such that Q� � �� D 0 on @�. Plugging � into (5.10) and using estimates
similar to the proof of Lemma 5.3, we obtainZ

Tx0\B1

NA.x0/ W . Q�.x0/˝r'/ dHN�1
D 0 for all ' 2 C1c .B1/: (5.16)

Note that to get (5.16), the boundary term is cancelled thanks to the second property of (5).
Let ¹�1; : : : ; �N�1º be an orthonormal basis of Tx0 , and � WD ��.x0/ be the outward unit
normal to� at x0 (i.e., � is a normal vector to Tx0 ). We choose the vector field Q� in such a
way that Q�.x0/D �i , and we decomposer' along the orthonormal basis ¹�1; : : : ; �N�1; �º
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of RN as r' D
PN�1
jD1 .@j'/�j C .@�'/�. Since

R
Tx0\B1

@j' dHN�1 D 0 for all 1 � j �
N � 1, we infer from (5.16) that

.. NA.x0/�i / � �/

Z
Tx0\B1

@�' dHN�1
D 0:

From the arbitrariness of ', it follows that . NA.x0/�i / � � D 0 for all 1 � i � N � 1. Since
NA.x0/ is symmetric, we deduce that NA.x0/� 2 T ?x0 , that is, NA.x0/� D c� for some c 2
Œ0; 1� (recall that all eigenvalues of NA.x0/ belong to Œ0; 1� by Lemma 5.2). Thus � is an
eigenvector of NA.x0/, and by the spectral theorem, we can also assume without loss of
generality that �1; : : : ; �N�1 are also eigenvectors of NA.x0/.

Step 2: We next show that NA.x0/ is the projection matrix onto the tangent space to @�
at x0. We now consider a test vector field � of the form �.x/ WD Q�.x/'.x�x0

%
/ for x 2

B%.x0/, where ' 2 C1c .B1/ and Q� 2 C1c.RN IRN / is such that Q�.x/ is a normal vector to
@� at x 2 @� satisfying Q�.x0/D ��.x0/. Using estimates in a similar way to the proof of
Lemma 5.3 (this time, the boundary term is cancelled thanks to the first property of (5)),
we obtain Z

Tx0\B1

NA.x0/ W .� ˝r'/ dHN�1
D 0 for all ' 2 C1c .B1/;

and thus, by Step 1, c
R
Tx0\B1

@�' dHN�1 D 0. By the arbitrariness of ', this last equality
shows that c D 0. As a consequence, there exist real numbers c1; : : : ; cN�1 2 Œ0; 1� (the
eigenvalues of NA.x0/ associated to the eigenvectors �1; : : : ; �N�1) such that NA.x0/ DPN�1
iD1 ci�i ˝ �i . According to Lemma 5.2, tr. NA.x0// D c1 C � � � C cN�1 D N � 1, and

we deduce that c1 D � � � D cN�1 D 1. Hence, NA.x0/ D
PN�1
iD1 �i ˝ �i D Id � � ˝ � as

announced.

We can now complete the proof of our second main theorem.

Proof of Theorem 1.2. (i) This point is a consequence of Lemma 4.1.

(ii) Using that �u� D ˙��, HN�1-a.e. in @� \ OJu� , and gathering Lemmas 5.3 and
5.4, yields NA D Id � �u� ˝ �u� , HN�1-a.e. in OJu� . Thus, according to (5.8) and
(5.9), we getZ

OJu�

NA W DX dHN�1
D

Z
OJu�

.Id � �u� ˝ �u�/ W DX dHN�1:

Then Lemma 5.1 implies thatZ
�

.jru�j
2Id � 2ru� ˝ru�/ W DX dx C

Z
OJu�

.Id � �u� ˝ �u�/ W DX dHN�1

D �

Z
@�

.X � ��/ d�� C
Z
@�

jr�gj
2.X � ��/ dHN�1

� 2

Z
@�

.ru� � ��/.X� � r�g/ dHN�1
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for allX 2C1c.RN IRN /. Specifying this identity to vector fieldsX 2C1c.RN IRN /
satisfying X � �� D 0 on @� leads toZ
�

.jru�j
2Id � 2ru� ˝ru�/ W DX dx C

Z
OJu�

.Id � �u� ˝ �u�/ W DX dHN�1

D �2

Z
@�

.ru� � ��/.X � r�g/ dHN�1;

and (1.17) follows from the definition of the tangential divergence of X on the
countably HN�1-rectifiable set OJu� .

The results of this section also give the following convergences that will be used in
Section 6.

Corollary 5.1. Let .u"; v"/ 2 Ag.�/, w" given by (5.2), and u� 2 SBV2.�/ \ L1.�/
be as in Theorem 1.2. Then

rw"

jrw"j
˝
rw"

jrw"j
jrw"jL

N �
�
�* �u� ˝ �u�H

N�1 OJu�

weakly* in M.�IMN�N /; (5.17)

"rv" ˝rv"L
N �

�
�*
1

2
�u� ˝ �u�H

N�1 OJu� weakly* in M.�IMN�N /: (5.18)

Proof. The first point (5.17) follows from (5.14) together with Lemmas 5.3 and 5.4 by
observing that �u� D ˙��, HN�1-a.e. in @� \ OJu� . The second point (5.18) follows
from the first one, the equipartition of energy (5.4), and the fact that rv"

jrv"j
D
rw"
jrw"j

.

6. Passing to the limit in the second inner variation

The aim of this section is to complement Theorem 1.2, also proving the convergence of
the second inner variation of AT". As a consequence, we shall deduce that if the limit u�
comes from stable critical points of AT", then u� satisfies a certain stability condition for
MS. Our analysis and result parallel completely those in [25–27] for the Allen–Cahn-type
energies arising in phase transitions problems.

Proof of Theorem 1.3. Assume that @� is of class C3;1 and g 2 C3;˛.@�/ for some ˛ 2
.0; 1/. By Theorem 3.2, if .u"; v"/ is a critical point of the Ambrosio–Tortorelli functional
then it belongs to ŒC3;˛.�/�2. To prove the convergence of the second inner variation, we
use Lemma A.3 and formula (A.6). From Proposition 5.1, we know that8̂̂̂̂

<̂̂
ˆ̂̂̂:

q
�" C v2"ru" ! ru� strongly in L2.�IRN /;

"jrv"j
2LN �

�
�*
1

2
HN�1 OJu� weakly* in M.�/;

.v" � 1/
2

4"
LN �

�
�*
1

2
HN�1 OJu� weakly* in M.�/:
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On the other hand, Corollary 5.1 ensures that

"rv" ˝rv"L
N �

�
�*
1

2
�u� ˝ �u�H

N�1 OJu� weakly* in M.�IMN�N /:

Let X 2 C2c.RN IRN / and G 2 C2.RN / be such that X � �� D 0 and G D g on @�, and
set Y WD .DX/X . Observing that jDXTrv"j

2 D .DX.DX/T/ W .rv"˝rv"/, we can pass
to the limit in all the terms of ı2AT".u"; v"/ŒX;G� in (A.6) to find that

lim
"!0

ı2AT".u"; v"/ŒX;G�

D

Z
�

.jru�j
2Id � 2.ru� ˝ru�// W DY dx

C

Z
OJu�

div OJu� Y dHN�1

C

Z
�

jru�j
2..divX/2 � tr.DX/2/ � 4..ru� ˝ru�/ W DX/ divX dx

C

Z
�

Œ4.ru� ˝ru�/ W .DX/
2
C 2jDXT

ru�j
2� dx

C 4

Z
�

Œru� � r.X � rG/ divX � .ru� ˝r.X � rG// W .DX C .DX/T/� dx

C 2

Z
�

ru� � r.X � r.X �G// dx C 2
Z
�

jr.X � rG/j2 dx

C

Z
OJu�

Œ.divX/2 � tr.DX/2 � 2..�u� ˝ �u�/ W DX/ divX� dHN�1

C 2

Z
OJu�

Œ.�u� ˝ �u�/ W .DX/
2
C jDXT�u� j

2� dHN�1: (6.1)

Using the geometric formulas stated in [25, proof of Theorem 1.1, pp. 1851–1852], we
infer that

.divX/2 � trŒ.DX/2� � 2..�u� ˝ �u�/ W DX/ divX C 2.�u� ˝ �u�/ W .DX/
2

C jDXT�u� j
2

D .divJu� X/2 C
N�1X
iD1

j.@�iX/
?
j
2
�

N�1X
i;jD1

.�i � @�jX/.�j � @�iX/

C ..�u� ˝ �u�/ W DX/
2: (6.2)

According to the expression of the inner second variation of the Mumford–Shah energy
stated in Lemma A.4, (6.1), and (6.2), we infer that

lim
"!0

ı2AT".u"; v"/ŒX;G� D ı2MS.u�/ŒX;G�C
Z
OJu�

..�u� ˝ �u�/ W DX/
2 dHN�1:

Now assume that .u"; v"/ 2 Ag.�/ is a stable critical point of AT", i.e.,

d2AT".u"; v"/Œ�;  � � 0 for all .�;  / 2 H 1
0 .�/ � ŒH

1
0 .�/ \ L

1.�/�; (6.3)
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where d2AT".u"; v"/ is the second outer variation of AT" at .u"; v"/ given by formu-
la (A.1).

Let us fix an arbitrary vector field X 2 C2c.RN IRN / and an arbitrary function G 2
C3.RN / satisfying X � �� D 0 and G D g on @�. According to Lemma A.2, we have

ı2AT".u"; v"/ŒX;G� D d2AT".u"; v"/ŒX � r.u" �G/;X � rv"�

C dAT".u"; v"/ŒX � r.X � r.u" �G//;X � r.X � rv"/�:

Since .u"; v"/ D .g; 1/ and X � �� D 0 on @�, we have X � r.u" � G/ D X � rv" D 0
on @�. As a consequence, the functions X � r.u" �G/ and X � rv" belong to C2.�/ and
also vanish on @�. Therefore,X � r.X � r.u" �G//D X � r.X � rv"/D 0 on @�. Next,
.u"; v"/ being a critical point of AT", we have

dAT".u"; v"/ŒX � r.X � r.u" �G//;X � r.X � rv"/� D 0:

Back to (6.3), it follows that

ı2AT".u"; v"/ŒX;G� D d2AT".u"; v"/ŒX � r.u" �G/;X � rv"� � 0:

Now passing to the limit in the second inner variation yields (1.18), and the proof of
Theorem 1.3 is now complete.

Remark 6.1. In [7, 11], the authors explore second-order minimality conditions for the
Mumford–Shah functional in the case where the jump set is regular enough. Such condi-
tions could be derived in our context, taking care of the Dirichlet boundary data and thus
of the fact that the jump set can charge the boundary. We do not develop this point here
and refer to [11, Theorem 3.6], where the authors provide another expression for ı2MS.u/
defined for smooth vector fields X compactly supported in � (see Remark A.1). But we
indicate that, as a consequence of Theorem 1.3, it can be seen that, if .u"; v"/ 2 Ag.�/

is a stable critical point of AT" such that, up to a subsequence, u" ! u� in L2.�/ and
(1.16) hold, then u� satisfies the second-order minimality condition for the Mumford–
Shah functional derived in [7, 11], provided OJu� is sufficiently smooth. This follows by
choosing X 2 C1c .RN IRN / of the form X D '�u� ı… in a neighborhood of OJu� and
satisfying �u� � .DX�u�/ D 0 on OJu� , where … denotes the nearest point projection onto
OJu� and ' is an arbitrary smooth scalar function.

7. Conclusion

We have proved that critical points of the Ambrosio–Tortorelli functional converge to crit-
ical points of the Mumford–Shah functional if the convergence of energies AT".u"; v"/!
MS.u�/ holds true.

The same assumption has been used before in [25–27, 34] to prove that critical points
of the Allen–Cahn energy converge to minimal surfaces. However, the results of these
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papers are different and more general. Indeed, in those references the authors prove
the following stronger result: if z" 2 H 1.�/ is such that z" ! z in L1.�/ with z 2
BV.�I ¹1;�1º/ and

AC".z"/ WD
Z
�

� "
2
jrz"j

2
C
.1 � z2" /

2

2"

�
dx ! P.z/ WD

4

3
jDzj.�/;

then, provided the interface � WD @¹z D 1º \� is such that � is of class C2,

ıAC".z"/ŒX�! ıP.z/ŒX�;

ı2AC".z"/ŒX�! ı2P.z/ŒX�C
4

3

Z
�

jDX W .� ˝ �/j2 dHN�1

for all smooth vector fieldsX W�!RN that are tangent on the boundary. In particular, this
result holds true even if z" is not a critical point of the Allen–Cahn energy. The argument
rests on the observation that the first and second inner variations of AC" can be written
as functionals of the measure j1 � z2" jrz"L

N � which, thanks to the convergence of
energy assumption, converges in a strict sense to 4

3
��HN�1 � . The passage to the limit

in ıAC".z"/ŒX� and ı2AC".z"/ŒX� is then an immediate consequence of the Reshetnyak
continuity theorem (see [1, Theorem 2.39]).

In our case, if .u"; v"/ 2 Ag.�/ and u� 2 SBV2.�/ are such that AT".u"; v"/ !
MS.u�/, the analogous object to consider is the measure .1� v"/rv"LN �, which only
converges weakly* in the sense of measures to 0, while its variation .1� v"/jrv"jLN �

converges to HN�1 OJu� (see Proposition 5.1). In particular, no similar strict convergence
result holds. This is related to a cancellation property: in the Allen–Cahn case, jumps cor-
respond to a single (positive or negative) transition of the phase field variable z" between
the wells �1 and 1, while in the Ambrosio–Tortorelli case, jumps are the result of a first
(negative) transition of the phase field variable v" from 1 to 0, and a second (positive) one
from 0 to 1. It turns out that both transitions cancel out due to the opposite signs. However,
taking the variation, the transitions sum in absolute values and the jump set appears as the
limit of the mass. It formally explains why our result is really about critical points, and
why we had to use additional ingredients based on PDE and varifold approaches.

A. First and second variations

In this appendix we give explicit expressions for outer and inner variations of the Ambro-
sio–Tortorelli and Mumford–Shah functionals. First, we recall the expression of the first
and second outer variations of AT" defined by (1.5) and (1.6).

Lemma A.1. Let � � RN be a bounded open set with Lipschitz boundary and g 2
H

1
2 .@�/. For all .u; v/ 2 Ag.�/ and all .�;  / 2 H 1

0 .�/ � ŒH
1
0 .�/ \ L

1.�/�,

dAT".u; v/Œ�;  � D 2
Z
�

h
.�"C v

2/ru � r� C "rv � r C jruj2v C
.v� 1/ 

4"

i
dx;
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d2AT".u; v/Œ�;  � D
Z
�

h
.�" C v

2/jr�j2 C 4v ru � r� C "jr j2 C jruj2 2

C
 2

4"

i
dx: (A.1)

The computations of inner variations rely on one-parameter groups of diffeomor-
phisms over�, or equivalently on their infinitesimal generators. More precisely, assuming
that @� is of class CkC1 with k � 1, and given a vector field X 2 Ckc .R

N IRN / satisfy-
ing X � �� D 0 on @�, we consider the integral flow ¹ˆtºt2R of X defined through the
resolution of ODE (1.7) for every x 2 RN . Then ˆ0 D Id and the flow rule asserts that
ˆtCs D ˆt ı ˆs . Since X � �� D 0 on @�, ¹ˆtºt2R is a one-parameter group of Ck-
diffeomorphisms from � into itself, and from @� into itself.

Given (sufficiently smooth) boundary data g, we consider an arbitrary (smooth) exten-
sionG of g to� to define a one-parameter family of deformations ¹.ut ; vt /ºt2R �Ag.�/

satisfying .u0; v0/ D .u; v/ for a given pair .u; v/ 2 Ag.�/ by setting ut WD u ı ˆ�t �
G ı ˆ�t C G and vt WD v ı ˆ�t . The first and second inner variations ıAT" and ı2AT"
of AT" at .u; v/ are then defined by (1.9).

Remark A.1. We emphasize that ıAT".u; v/ŒX; G� and ı2AT".u; v/ŒX; G� depend on
both the vector field X and the extension G of the boundary data g, because the family of
deformations ¹.ut ; vt /ºt2R depends onX andG. It allows one to perform inner variations
of the energy up to the boundary. This type of deformation includes the more usual vari-
ation ¹.u ıˆ�t ; v ıˆ�t /ºt2R with X compactly supported in �. Indeed, in this case we
may choose an extension G supported in a small neighborhood of @� in such a way that
suppG \ suppX D ;. Then G ıˆ�t D G, and thus ut D u ıˆ�t .

If the pair .u; v/ and @� are smooth enough, one can compute the first and second
inner variations of AT" at .u; v/ using the Taylor expansion of .ut ; vt / with respect to
the parameter t . One may for instance follow the general setting of [27, Lemma 2.2 and
Corollary 2.3].

Lemma A.2. Let��RN be a bounded open set with boundary of class C2, g 2 C2.@�/,
and .u; v/ 2 Ag.�/ \ ŒC

2.�/�2.

(i) Then for every vector field X 2 C1c.RN IRN / and every extension G 2 C2.RN /
satisfying X � �� D 0 and G D g on @�,

ıAT".u; v/ŒX;G� D � dAT".u; v/ŒX � r.u �G/;X � rv�:

(ii) If further @� is of class C3, g 2 C3.@�/, and .u;v/ 2Ag.�/\ ŒC
3.�/�2, then for

every vector field X 2 C2c.RN IRN / and every extension G 2 C3.RN / satisfying
X � �� D 0 and G D g on @�,

ı2AT".u; v/ŒX;G� D d2AT".u; v/ŒX � r.u �G/;X � rv�

C dAT".u; v/ŒX � r.X � r.u �G//;X � r.X � rv/�:
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Proof. Define Nut WD u ı ˆ�t � G ı ˆ�t . Since .u; v/ and G belong to C2.�/, we can
differentiate .ut ; vt / with respect to t and use (1.7) with the flow rule ˆtCs D ˆt ıˆs to
find

. Put ; Pvt / WD
d
dt
.ut ; vt / D

d
ds

ˇ̌̌
sD0

. NutCs; vtCs/ D .�X � r Nut ;�X � rvt / 2 ŒC
1.�/�2:

In particular, we have

. Pu0; Pv0/ D .�X � r.u �G/;�X � rv/: (A.2)

If @� is of class C3, g 2 C3.@�/, and .u; v/ 2 Ag.�/ \ ŒC
3.�/�2, then we can differen-

tiate . Put ; Pvt / with respect to t to obtain

Rut WD
d
dt
Put D �X � r Put D X � r.X � r Nut /;

Rvt WD
d
dt
Pvt D �X � r Pvt D X � r.X � rvt /:

Hence,
Ru0 D X � r.X � r.u �G// and Rv0 D X � r.X � rv/: (A.3)

Next, elementary computations yield

d
dt

AT".ut ; vt / D dAT".ut ; vt /Œ Put ; Pvt �

and
d2

dt2
AT".ut ; vt / D d2AT".ut ; vt /Œ Put ; Pvt �C dAT".ut ; vt /Œ Rut ; Rvt �;

so that the conclusion follows from (A.2)–(A.3) evaluating those derivatives at t D 0.

In the case that the pair .u; v/ only belongs to the energy space Ag.�/, we can
compute the first and second inner variations of AT" by making the change of variables
y D ˆt .x/ in the integrals defining AT".ut ; vt /. Then one expands the result with respect
to t using a Taylor expansion of ˆt . If X 2 C2c.RN IRN /, the second-order Taylor expan-
sion near t D 0 of the flow map ˆt induced by X is given by

ˆt D IdC tX C
t2

2
Y C o.t2/; (A.4)

where Y 2 C1c.RN IRN / denotes the vector field Y WD .DX/X , DX being the Jacobian
matrix of X (i.e. .DX/ij D @jXi , with i the row index and j the column index), and o.s/
denotes a quantity satisfying o.s/=s ! 0 as s ! 0 uniformly with respect to x 2 RN .

Lemma A.3. Let� � RN be a bounded open set with boundary of class C2, g 2 C2.@�/
and .u; v/ 2 Ag.�/.
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(i) Then for every vector field X 2 C1c.RN IRN / and every extension G 2 C2.RN /
satisfying X � �� D 0 and G D g on @�,

ıAT".u; v/ŒX;G� D
Z
�

.�" C v
2/Œjruj2Id � 2ru˝ru� W DX dx

C

Z
�

h�
"jrvj2 C

.v � 1/2

4"

�
Id � 2"rv ˝rv

i
W DX dx

C 2

Z
�

.�" C v
2/ru � r.X � rG/ dx: (A.5)

(ii) If, further, @� is of class C3, g 2 C3.@�/, then for every vector field X 2

C2c.RN IRN / and every extension G 2 C3.RN / satisfying X � �� D 0 and G D g
on @�,

ı2AT".u; v/ŒX;G�

D

Z
�

.�" C v
2/.jruj2Id � 2.ru˝ru// W DY dx

C

Z
�

.�" C v
2/
®
jruj2

�
.divX/2 � tr..DX/2/

�
� 4

�
.ru˝ru/ W DX

�
divX C 4.ru˝ru/ W .DX/2

C 2jDXT
ruj2

¯
dx

C 4

Z
�

.�" C v
2/
�
.ru � r.X � rG// divX

� .ru˝r.X � rG// W .DX C .DX/T/
�

dx

C 2

Z
�

.�" C v
2/ru � r.X � r.X � rG// dx

C 2

Z
�

.�" C v
2/jr.X � rG/j2 dx

C

Z
�

h�
"jrvj2 C

.v � 1/2

4"

�
Id � 2"rv ˝rv

i
W DY dx

C

Z
�

�
"jrvj2 C

.v � 1/2

4"

��
.divX/2 � tr..DX/2/

�
dx

� 4

Z
�

"..rv ˝rv/ W DX/ divX dx

C 4

Z
�

".rv ˝rv/ W .DX/2 dx C 2
Z
�

"jDXT
rvj2 dx; (A.6)

with Y WD .DX/X .

Remark A.2. From (A.5) we see that if .u; v/ 2 Ag.�/ is a critical point of AT" in
the sense that dAT".u; v/Œ�;  � D 0 for all admissible .�;  /, then ıAT".u; v/ŒX; G� is
independent of the extension G. Indeed, an integration by parts and the first equation in
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(1.2) show that, in this case,Z
�

.�" C v
2/ru � r.X � rG/ dx D .�" C 1/

Z
@�

@�u.X � r�g/ dHN�1;

since X � �� D 0 on @� (r� is the tangential gradient on @�). For the second inner varia-
tion (A.6), even if .u; v/ 2Ag.�/ satisfies dAT".u; v/Œ�; �D 0 for .�; / 2 ŒC1c .�/�

2,
the expression ı2AT".u; v/ŒX; G� does depend on the extension G, and not only on the
boundary data g, because of the termsZ

�

.�" C v
2/Œ.ru � r.X � rG//Id � 2ru˝r.X � rG/� W DX dx

C

Z
�

.�" C v
2/jr.X � rG/j2 dx:

If we take X 2 C1c .�I RN / and G 2 C2.RN / an extension of g such that suppG \
suppX D ;, and if we assume .u; v/ 2Ag.�/ to be a critical of AT", then the expression
of the second inner variation (A.6) simplifies. Indeed, the terms that contain Y D .DX/X
disappear, since by regularity we have ıAT".u; v/ŒY; G� D 0, and all terms containing G
disappear. In this case, we end up with

ı2AT".u; v/ŒX;G�

D

Z
�

.�" C v
2/
®�
.divX/2 � tr..DX/2/

�
� 4..ru˝ru/ W DX/ divX

C 4.ru˝ru/ W .DX/2 C 2jDXT
ruj2

¯
dx

C

Z
�

�
"jrvj2 C

.v � 1/2

4"

��
.divX/2 � tr..DX/2/

�
dx

� 4

Z
�

"..rv ˝rv/ W DX/ divX dx C 4
Z
�

".rv ˝rv/ W .DX/2 dx

C 2

Z
�

"jDXT
rvj2 dx:

Proof of Lemma A.3. For simplicity, we assume that @� is of class C3, g 2 C3.@�/, and
we observe that the computation of ıAT" below only requires C2 regularity. We fix X 2
C2c.RN IRN / andG 2 C3.�/ satisfyingX � � D 0 andG D g on @�. We set Out WD u ıˆ�t
and Gt WD G ıˆ�t . Since ut D Out � .Gt �G/, we have

AT".ut ; vt / D AT". Out ; vt / � 2
Z
�

.�" C v
2
t /r Out � r.Gt �G/ dx

C

Z
�

.�" C v
2
t /jr.Gt �G/j

2 dx

DW A.t/CB.t/C C.t/: (A.7)

We aim to compute the first and second derivatives at t D 0 of A, B, and C , starting
with A.
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By the chain rule in Sobolev spaces, we have

r Out D ŒDˆ�t �
T
ru.ˆ�t / D ŒDˆt .ˆ�t /�

�T
ru.ˆ�t /: (A.8)

On the other hand, in view of (A.4), we have

ŒDˆt �
�1
D I � tDX �

t2

2
Y C t2.DX/2 C o.t2/ (A.9)

and

det.Dˆt / D 1C t divX C
t2

2
ŒdivY C .divX/2 � tr..DX/2/�C o.t2/: (A.10)

Using the change of variables x D ˆt .y/, classical computations (see e.g. [27]) yield

A0.0/ D

Z
�

.�" C v
2/Œjruj2Id � 2ru˝ru� W DX dx

C

Z
�

h�
"jrvj2 C

.v � 1/2

4"

�
Id � 2"rv ˝rv

i
W DX dx (A.11)

and

A00.0/ D

Z
�

.�" C v
2/
®
jruj2

�
divY C .divX/2 � tr..DX/2/

�
� 4..ru˝ru/ W DX/ divX

� 2.ru˝ru/ W .DY � 2.DX/2/C 2jDXT
ruj2

¯
dx

C

Z
�

�
"jrvj2 C

.v � 1/2

4"

��
divY C .divX/2 � tr..DX/2/

�
� 4"..rv ˝rv/ W DX/ divX dx

� 2

Z
�

".rv ˝rv/ W .DY � 2.DX/2/ dx C 2
Z
�

"jDXT
rvj2 dx: (A.12)

Next we compute the derivatives of B. To this purpose, we observe that

r OutCs D ŒDˆs.ˆ�s/�
�T
r Out .ˆ�s/; rGtCs D ŒDˆs.ˆ�s/�

�T
rGt .ˆ�s/;

and by (A.9),

ŒDˆs�
�T
rGt � rG.ˆs/ D r.Gt �G/ � s.DX/

T
r.Gt �G/ � sr.X � rG/C o.s/:

Using the change of variables x D ˆs.y/ and (A.9)–(A.10) again, we obtainZ
�

.�" C v
2
tCs/r OutCs � r.GtCs �G/ dx

D

Z
�

.�" C v
2
t /.ŒDˆs�

�T
r Out / � .ŒDˆs�

�T
rGt � rG.ˆs// det.Dˆs/ dy

D

Z
�

.�" C v
2
t /r Out � r.Gt �G/ dx � s

Z
�

.�" C v
2/r Out � r.X � rG/ dx

C s

Z
�

.�" C v
2
t /Œ.r Out � r.Gt �G// divX

� .r Out ˝r.Gt �G// W .DX C .DX/
T/� dx C o.s/:
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Consequently,

B 0.t/ D 2

Z
�

.�" C v
2
t /r Out � r.X � rG/ dx

� 2

Z
�

.�" C v
2
t /Œ.r Out � r.Gt �G// divX

� .r Out ˝r.Gt �G// W .DX C .DX/
T/� dx

and, in particular,

B 0.0/ D 2

Z
�

.�" C v
2/ru � r.X � rG/ dx: (A.13)

To compute B 00.0/, we write B 0.t/ DW I.t/ � II.t/, and we set, for simplicity, H WD X �
rG. Since

rH.ˆt / D rH C tr.X � rH/ � t .DX/
T
rH C o.t/;

we can change variables y D ˆt .x/ and use (A.8)–(A.9)–(A.10) again to find

I.t/ D 2
Z
�

.�" C v
2/ru � rH dx C 2t

Z
�

.�" C v
2/ru � r.X � rH/ dx

C 2t

Z
�

.�" C v
2/Œ.ru � rH/ divX � .ru˝rH/ W .DX C .DX/T/� dx C o.t/:

Since Gt �G D �tH C o.t/, we easily infer that

II.t/ D �2t
Z
�

.�" C v
2/Œ.ru � rH/ divX � .ru˝rH/ W .DX C .DX/T/� dx C o.t/;

and consequently,

B 00.0/ D 2

Z
�

.�" C v
2/ru � r.X � rH/ dx

C 4

Z
�

.�" C v
2/Œ.ru � rH/ divX

� .ru˝rH/ W .DX C .DX/T/� dx: (A.14)

Similarly,

C.t/ D t2
Z
�

.�" C v
2/jrH j2 dx C o.t2/;

so that
C 0.0/ D 0 and C 00.0/ D 2

Z
�

.�" C v
2/jrH j2 dx: (A.15)

In view of (A.7), gathering (A.11)–(A.13)–(A.15) or (A.12)–(A.14)–(A.15) leads to the
announced formula for ıAT".u; v/ŒX;G� and ı2AT".u; v/ŒX;G� respectively.

Similar computations, together with the well-known first and second inner variations
of a countably HN�1-rectifiable set (see e.g. [43, Chapter 2, Section 9]), lead to explicit
expressions for the first and second inner variations of the Mumford–Shah functional.
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Lemma A.4. Let � � RN be a bounded open set of class C2, g 2 C2.@�/, and u 2
SBV2.�/.

(i) Then for all vector fieldsX 2 C1c.RN IRN / and every extensionG 2 C2.RN / with
X � �� D 0 and G D g on @�, we have

ıMS.u/ŒX;G� D
Z
�

.jruj2Id � 2ru˝ru/ W DX dx

C

Z
OJu

div OJu X dHN�1
C 2

Z
�

ru � r.X � rG/ dx: (A.16)

(ii) If, further, � is of class C3 and g 2 C3.@�/, then for all vector fields X 2
C2c.RN IRN / and every extension G 2 C3.RN / with X � �� D 0 and G D g on
@�, we have

ı2MS.u/ŒX;G�

D

Z
�

.jruj2Id � 2ru˝ru/ W DY dx C
Z
OJu

div OJu Y dHN�1

C

Z
�

�
jruj2

�
.divX/2 � tr..DX/2/

�
� 4..ru˝ru/ W DX/ divX

�
dx

C

Z
�

Œ4.ru˝ru/ W .DX/2 C 2jDXT
ruj2� dx

C

Z
OJu

�
.div OJu X/2 C

N�1X
iD1

j.@�iX/
?
j
2
�

N�1X
i;jD1

.�i � @�jX/.�j � @�iX/

�
dHN�1

C 2

Z
�

ru � r.X � r.X �G// dx C 2
Z
�

jr.X � rG/j2 dx

C 4

Z
�

Œ.ru � r.X � rG// divX

� .ru˝r.X � rG// W .DX C .DX/T/� dx;

where .�1; : : : ; �N�1/ is a basis of the tangent plane to OJu at a given point x 2 OJu.

Proof. The second inner variation of the part
R
�
jruj2 dx is computed exactly as in the

proof of Lemma A.3, recalling that the chain rule still holds for the approximate gra-
dient r.u ı ˆ�t / D ŒDˆ�t �

Tru.ˆ�t /. For the singular part of the energy, we use that
HN�1. OJut / D HN�1.J Out /, where Out D Ou ı ˆ�t and Ou D u1� C G1RN n�. The second
variation of such a functional is computed with the area formula as in [43, Chapter 2],
together with the geometric formula

.divX/2 � trŒ.rX/2� � 2..�u ˝ �u/ W DX/ divX C 2.�u ˝ �u/ W .DX/2 C jDXT�uj
2

D .divJu X/2 C
N�1X
iD1

j.@�iX/
?
j
2
�

N�1X
i;jD1

.�i � @�jX/.�j � @�iX/C ..�u ˝ �u/ W rX/
2;

stated in [25, proof of Theorem 1.1, pp. 1851–1852].
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Remark A.3. As in Remark A.2, ıMS.u/ŒX;G� is independent of the extension G when
u is a critical point for the outer variations of MS, while ı2MS.u/ŒX;G� does depend on
the extension G in general. If u satisfies ıMS.u/ŒX;G�D 0, then for all X 2 C1c .�;RN /
with suppG \ suppX D ;, the formula of the second inner variation reduces to

ı2MS.u/ŒX;G� D
Z
�

jruj2
�
.divX/2 � tr..DX/2/

�
� 4..ru˝ru/ W DX/ divX dx

C

Z
�

4ru˝ru W .DX/2 C 2jDXT
ruj2 dx

C

Z
OJu

�
.div OJu X/2 C

N�1X
iD1

j.@�iX/
?
j
2

�

N�1X
i;jD1

.�i � @�jX/.�j � @�iX/

�
dHN�1:
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