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Large Deviations for Small Noise Hypoelliptic
Diffusion Bridges on Sub-Riemannian Manifolds
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Abstract

In this paper we study a large deviation principle of Freidlin–Wentzell type for pinned
hypoelliptic diffusion measures associated with a natural sub-Laplacian on a compact
sub-Riemannian manifold. To prove this large deviation principle, we use rough path
theory and manifold-valued Malliavin calculus.
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§1. Introduction

In the theory of stochastic differential equations (SDEs), small noise problems

for SDEs are considered very important and have been studied intensively and

extensively. A large deviation principle (LDP) associated with them is called

Freidlin–Wentzell’s LDP. One of its typical formulations is as follows. Let M be

a Euclidean space or a manifold and let Vi, 0 ≤ i ≤ d, be sufficiently nice vector

fields on M. For a standard d-dimensional Brownian motion (wt)0≤t≤1, consider

the following Stratonovich-type SDE:

dXε
t = ε

d∑
i=1

Vi(X
ε
t ) ◦ dwi

t + ε2V0(X
ε
t ) dt, Xε

0 = x.

Here, x ∈ M is a given initial point and 0 < ε ≪ 1 is a small parameter.

Note that Xε = (Xε
t )0≤t≤1 is the diffusion process associated with the generator
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ε2( 12
∑d

i=1 V
2
i + V0) and the starting point x. Then, as is well known, the law of

Xε satisfies an LDP as ε↘ 0.

Let us consider the case that Xε
t has a (sufficiently nice) strictly positive

density with respect to a reference measure on M (e.g. the Lebesgue measure

when M is a Euclidean space). Then the pinned diffusion process from x to

a associated with the above generator exists, where a is a given end point. It

seems quite natural to ask whether an LDP of Freidlin–Wentzell type holds for

these scaled pinned diffusion measures as ε ↘ 0. In this work we take up this

problem.

Although there are a large number of papers on the standard version of

Freidlin–Wentzell’s LDP, only a few papers have been published on this type of

LDP. To the author’s knowledge, the first one is Hsu [12]. He proved a pinned

version of Freidlin–Wentzell’s LDP for pinned Brownian motion on a compact

Riemannian manifold (i.e. the pinned diffusion process associated with one half of

the Laplace–Beltrami operator). Then, by studying SDEs under a suitable bracket-

generating condition on the coefficient vector fields, the author [15, 16] proved this

type of LDP in the Euclidean setting for rather general pinned diffusion processes.

His method is a combination of rough path theory and quasi-sure analysis, which

is a potential-theoretic part of Malliavin calculus. Also, Bailleul [3] proved this

type of LDP on a compact manifold for pinned diffusions associated with the sum-

of-square-type generator as above with a suitable bracket-generating condition on

these vector fields. He combined a probabilistic method (rough path theory) and

an analytic method (Sanchez-Calle’s estimate for the semigroup generated by a

sum-of-square-type operator).

The purpose of this paper is to prove an analogous LDP for the pinned dif-

fusion process on a sub-Riemannian manifold M associated with the generator

ε2(∆sub/2+V ), where ∆sub is a natural “div-grad-type” sub-Laplacian onM and

V is an arbitrary smooth vector field onM. Our proof is basically similar to those

in the preceding works [15, 16]. However, there are two new ingredients in this

work. First, in order to realize the ε2(∆sub/2 + V )-diffusion process via an SDE,

we use Eells–Elworthy’s construction on a frame bundle overM. Second, since we

work on the manifoldM and its frame bundle, we need manifold-valued Malliavin

calculus developed in Taniguchi [28].

The organization of this paper is as follows. In Section 2 we formulate our

LDP precisely and then state our main result (Theorem 2.1). Section 3 is devoted

to recalling the stochastic parallel transport over a sub-Riemannian manifold.

Stochastic tools such as Malliavin calculus, quasi-sure analysis, and rough path

theory are collected in Section 4. In Section 5 we provide an LDP for the rough

path lifts of certain positive Watanabe distributions on the geometric rough path
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space (Theorem 5.1). Our main result is almost immediate from this, thanks to

Lyons’ continuity theorem. The lower estimate of the LDP in Theorem 5.1 is proved

in Section 6, while the upper estimate is proved in Section 7. In the appendix, we

show the strict positivity of the heat kernel associated with ε2(∆sub/2 + V ). This

fact ensures the well-definedness of the pinned diffusion measure.

Throughout this paper we will use the following notation:

� N+ = {1, 2, 3, . . .} and N = {0} ∪ N+. The set of all real numbers is denoted

by R.
� The time interval of (rough) paths is basically [0, 1] unless otherwise specified.

� Let U be an open set of a manifold N and V be a vector (or a fiber) bundle

over U . We denote by Γ(U ;V) the set of all smooth sections of V on U . When

U = N , we will often simply write Γ(V). For instance, we will write Γ(TN )

or Γ(N ;TN ) for the set of all smooth vector fields on N .

� For a manifold N , y ∈ N , and a subbundle V of TN with a metric, we set

Hy(N ,V) =
{
γ : [0, 1]→ N

∣∣ absolutely continuous, γ0 = y,

γ′t ∈ Vγt
for almost all t,

E(γ) :=
∫ 1

0
|γ′t|2V dt <∞

}
.

We call E(γ) the energy of γ.

� The Cameron–Martin space Hd over Rd is a real Hilbert space defined by

Hd =
{
h : [0, 1]→ Rd

∣∣ absolutely continuous, h0 = 0,

with ∥h∥2Hd :=
∫ 1

0
|h′t|2Rd dt <∞

}
.

In other words, Hd = H0(Rd, TRd) and E(h) = ∥h∥2Hd . When d is obvious

from the context, we simply write H.
� The classical d-dimensional Wiener space (W,H, µ) = (Wd,Hd, µd) is defined

as follows: (1) H is a Cameron–Martin Hilbert space as above. (2) W is the

Banach space of all continuous paths from [0, 1] to Rd which start at the

origin. The topology of W is that of uniform convergence as usual. (3) µ is

the d-dimensional Wiener measure. A generic element of W is denoted by w.

The coordinate process (wt)0≤t≤1 defined on (W, µ) is called the canonical

realization of d-dimensional Brownian motion.

� Let Z1, . . . , Zm be smooth vector fields on an open subset U of a manifold

N . We set Σ1 = {Z1, . . . , Zm} and Σk = {[Zi, Y ] | Y ∈ Σk−1} for k ≥ 2,
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recursively. We next set, for k ≥ 1,

Lie(k)(Z1, . . . , Zm) = span

[ k⋃
j=1

Σj

]
and Lie(Z1, . . . , Zm) = span

[ ∞⋃
j=1

Σj

]
.

Here, spanA means the linear span of A. For x ∈ U , we set

Lie(k)(Z1, . . . , Zm)(x) = {Y (x)
∣∣ Y ∈ Lie(k)(Z1, . . . , Zm)} ⊂ TxN

and also set Lie(Z1, . . . , Zm)(x) ⊂ TxN in the same way.

As for the last item, one should note the following simple fact. Suppose that

there is a smooth function F : U → GL(m,R) such that

[Z1, . . . , Zm] = [Ẑ1, . . . , Ẑm]F on U.

Then, for every x ∈ U , we have Lie(k)(Z1, . . . , Zm)(x) = Lie(k)(Ẑ1, . . . , Ẑm)(x) for

every k ≥ 1 and therefore Lie(Z1, . . . , Zm)(x) = Lie(Ẑ1, . . . , Ẑm)(x).

§2. Setting and main result

First we recall the essentials of sub-Riemannian geometry following [24]. We say

that (M,D, g) is a sub-Riemannian manifold if (i) M is a connected, smooth

manifold of dimension n, (ii) D ⊂ TM, TM being the tangent bundle ofM, is a

smooth distribution of constant rank d (1 ≤ d ≤ n) which satisfies the Hörmander

condition at every x ∈M, and (iii) g = (gx)x∈M, where each gx is an inner product

on the fiber Dx, and x 7→ gx is smooth. (When there is no risk of confusion, we

simply say that M is a sub-Riemannian manifold.) When n = d, this definition

coincides with that of a (connected) Riemannian manifold. Throughout this paper

M is assumed to be compact.

The precise statement of the Hörmander condition on D at x ∈ M is as

follows: If {Z1, . . . , Zd} is a local frame of D over a coordinate neighborhood U

around x, then Lie(Z1, . . . , Zd)(x) = TxM. As is well known, this condition does

not depend on the choice of U and {Z1, . . . , Zd}.
Now we recall a “div-grad-type” sub-Laplacian on a sub-Riemannian manifold

M. Let vol be a smooth volume on M, that is, vol is a measure on M whose

restriction to every local coordinate chart is written as a strictly positive smooth

density function times the Lebesgue measure on the chart. We consider the second-

order differential operator of the form ∆sub = div ◦ gradD, where gradD is the

horizontal gradient in the direction of D and div is the divergence with respect to

vol (i.e. div = −(gradD)∗ at least formally, where the adjoint is taken with respect

to vol).
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A continuous path γ : [0, 1] → M is said to be an admissible path1 if γ is

absolutely continuous, γ′t ∈ Dγt
for almost all t ∈ [0, 1], and

(2.1) E(γ) :=
∫ 1

0

|γ′t|2gγt dt <∞.

We call E(γ) the energy of γ. (If γ is not admissible, we set E(γ) = +∞ by

convention.) By Chow–Rashevsky’s theorem [24, Thm. 1.14], for every x, y ∈ M
there exists an admissible path γ such that γ0 = x and γ1 = y.

We define dSR :M×M→ [0,∞) by

dSR(x, y) = inf
{∫ 1

0
|γ′t|gγt dt

∣∣ γ : [0, 1]→M, admissible with γ0 = x, γ1 = y
}
.

Then dSR(x, y) < ∞ for every x, y ∈ M. It is well known that dSR becomes

a distance on M, which generates the same topology as the original manifold

topology of M. This is called the sub-Riemannian distance of M. According to

[24, Prop. 2.1], it holds that

(2.2) dSR(x, y)
2 = inf{E(γ)

∣∣ γ : [0, 1]→M, admissible with γ0 = x, γ1 = y}.

Let V be any smooth vector field onM (i.e. V ∈ Γ(TM)) and ε ∈ (0, 1]. Then

the diffusion process onM associated with ε2(∆sub/2+V ) starting at x ∈M has

a density pεt (x, a) with respect to vol(da) at every t > 0. In fact, pεt (x, a) > 0

for all x, a ∈ M and t, ε ∈ (0, 1] and a 7→ pεt (x, a) is smooth for all x ∈ M and

t, ε ∈ (0, 1].

The pinned diffusion measure Qε
x,a associated with ε2(∆sub/2+V ) from x to a

is a unique probability measure on C([0, 1],M), the continuous path space overM,

such that the following holds: for every k ≥ 1, 0 = t0 < t1 < · · · < tk < tk+1 = 1,

and G ∈ C∞(Mk),∫
C([0,1],M)

G(ξt1 , . . . , ξtk)Qε
x,a(dξ)

= pε1(x, a)
−1

∫
Mk

G(x1, . . . , xk)

k∏
i=0

pεti+1−ti(xi, xi+1)

k∏
i=1

vol(dxi),

with the convention that x0 = x and xk+1 = a. (We will see that Qε
x,a does

exist.) Here, C([0, 1],M) is the set of all continuous paths on M equipped with

the compact-open topology. The closed subset of all continuous paths which start

at x and end at a is denoted by Cx,a([0, 1],M), in which Qε
x,a is supported.

1It is called a horizontal path in [24]. We avoid this term, however, because the term “hori-
zontal” is also used in the theory of connections on a principal bundle.
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Now we state our main theorem. This can be viewed as a version of Freidlin–

Wentzell-type LDP for pinned hypoelliptic diffusion processes on a sub-Riemann-

ian manifold. As one can easily expect, the rate function equals one-half of the

energy functional on the path space (up to an additive constant). This theorem

includes the main theorem of [12] as a special case. We will prove it in Section 5 as

a simple application of Theorem 5.1. The goodness of the rate function J defined

by (2.3) below is part of our claim. Note that J actually attains its minimum 0

because of its goodness and (2.2).

Theorem 2.1. Let (M,D, g) be a compact sub-Riemannian manifold with a

smooth volume vol. For x, a ∈ M, V ∈ Γ(TM), and ε ∈ (0, 1], let Qε
x,a be

the pinned diffusion measure as above. Then {Qε
x,a}0<ε≤1 satisfies an LDP on

Cx,a([0, 1],M) as ε↘ 0 with speed ε−2 and good rate function J : Cx,a([0, 1],M)→
[0,∞], where

(2.3) J(γ) =
1

2
{E(γ)− dSR(x, a)2}.

Here, E(γ) is the energy of γ defined by (2.1).

Remark 2.2. Take any distance d on M which generates the topology of M.

Then

dist(γ, γ̂) := sup
0≤t≤1

d(γt, γ̂t)

defines a distance on C([0, 1],M). It is known that dist generates the compact-

open topology of C([0, 1],M) regardless of the choice of d. Typical examples of d

include (1) the sub-Riemannian distance dSR onM, (2) the Riemannian distance

on M with respect to any Riemannian metric on M, (3) the Euclidean distance

of Rm restricted toM for any embeddingM ↪→ Rm.

Remark 2.3. In Theorem 2.1 above and Proposition 2.4 below, the topology of

the path spaces can be slightly strengthened as we now explain. In this remark,

α ∈ (1/3, 1/2).

LetN be a compact smooth manifold and let ι : N ↪→ Rm be an embedding for

some m ∈ N+. We denote by Cα−H([0, 1],Rm) the set of all α-Hölder continuous

paths taking values in Rm and define

Cα−H([0, 1],N ) := Cα−H([0, 1],Rm) ∩ C([0, 1],N ),

whose distance is the restriction of the natural one of Cα−H([0, 1],Rm).

Let N ′ be another compact smooth manifold and let ι′ : N ′ ↪→ Rm′
be an

embedding for some m′ ∈ N+ and suppose that ϕ : N → N ′ is a smooth map.

Noting that ϕ extends to a smooth map from Rm to Rm′
with compact support,
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ϕ naturally induces a continuous map from Cα−H([0, 1],N ) to Cα−H([0, 1],N ′) in

an obvious way. In particular, this topology of Cα−H([0, 1],N ) is independent of

the choice of ι.

The reason why the LDP in Theorem 2.1 (and in Proposition 2.4 below) also

holds on Cα−H([0, 1],M) is as follows. When we derive Theorem 2.1 from Theorem

5.1, we consider a rough differential equation (RDE) on P, a principal bundle over

M, and embed P into a Euclidean space and then use Lyons’ continuity theorem

with respect to the α-Hölder rough path topology, together with the contraction

principle for LDPs. So, one can easily see that our LDP holds on Cα−H([0, 1],M)

too. (However, we do not write this fact in our main theorem since this set does

not look very beautiful from the geometric viewpoint.)

Before closing this section, we claim that our method can re-prove a very

similar LDP in [3] on a compact manifold when the generator of the diffusion

process is of sum-of-squares type.

Let M′ be a compact smooth manifold and V0, V1, . . . , Vk (k ∈ N+) be

smooth vector fields onM′. Consider the second-order differential operator ε2(V0+
1
2

∑k
i=1 V

2
i ). Assume the bracket generating condition that Lie(V1, . . . , Vk)(x) =

TxM′ for every x ∈M′. Then the pinned diffusion measure from x to a associated

with this operator exists uniquely, and is denoted by Q̃ε
x,a.

The following proposition, together with Remark 2.3, is the main result of [3,

Thm. 1]. See [3, eq. (4)] for an explicit expression of J ′, which may not always

have a deep geometric meaning.

Proposition 2.4. Let the notation and assumptions be as above. Then, for every

x, a ∈ M′, {Q̃ε
x,a}0<ε≤1 satisfies an LDP on Cx,a([0, 1],M′) as ε ↘ 0 with speed

ε−2 and good rate function J ′.

Proof. We can prove this proposition using the same method for Theorem 2.1.

The actual proof of this proposition is much simpler than that of Theorem 2.1

since we need not use a principal bundle overM′. So we omit the proof.

Remark 2.5. Suppose that ∆sub on M admits a sum-of-squares form in the

following sense: there exist k ≥ d and Vi ∈ Γ(TM) (1 ≤ i ≤ k) such that the

following condition holds:

(2.4) ∆sub −
k∑

i=1

V 2
i ∈ Γ(TM), Lie(V1, . . . , Vk)(x) = TxM for every x ∈M.

When ∆sub admits the above expression, it is in a sense true that the LDP in

Proposition 2.4 immediately implies the LDP in Theorem 2.1. However, it does
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not seem easy to obtain the explicit expression (2.3) of the rate function J from

J ′ in this way. The reason is as follows. In this case, k equals the dimension of

Brownian motion that plays a key role in the proof and can be very large. Hence,

a one-to-one correspondence of Cameron–Martin paths and admissible paths on

M as in Proposition 3.2 breaks down in general. Therefore, even when (2.4) holds,

we believe Theorem 2.1 is worth proving. (Unfortunately, the author does not

know for which sub-Riemannian manifolds condition (2.4) holds. For instance, for

the Laplace–Beltrami operator on a Riemannian manifold, (2.4) is known to be

satisfied for sufficiently large k.)

§3. Stochastic parallel transport over a sub-Riemannian manifold

In this section we recall the stochastic parallel transport over a compact sub-

Riemannian manifold (M,D, g). The history of Eells–Elworthy’s construction of

Itô’s stochastic parallel transport is quite long. The Riemannian case is classical

(see [11, Chap. 2] or [14, Sect. V-4] for example), but non-Riemannian cases have

also been studied. For diffusion processes associated with semielliptic second-order

differential operators, see [7, 8]. For those associated with sub-Laplacians on vari-

ous kinds of sub-Riemannian manifolds, see [4, 5, 10, 18, 29] among others. In this

section we will mainly follow [10].

Now we construct a principal bundle over M and a connection which are

associated with the sub-Riemannian structure of (M,D, g). We write n = dimM
and the rank of d = rankD with 1 ≤ d ≤ n. Since the Riemannian case (i.e. the

case d = n) is classical and simpler, we only elaborate the case 1 ≤ d < n in this

section. But the results in this section still hold for the case d = n.

First we take a subbundle D⊥ = (D⊥
x )x∈M of the tangent bundle TM such

that

(3.1) TxM = Dx ⊕D⊥
x , x ∈M

holds. To ensure the existence of such a D⊥, one just needs to take any Rieman-

nian metric of M and set D⊥
x to be the orthogonal complement of Dx in TxM

with respect to the metric. The projections associated with (3.1) are denoted by

prx : TxM→ Dx and pr⊥x : TxM→ D⊥
x , respectively. Then pr = (prx)x∈M and

pr⊥ = (pr⊥x )x∈M belong to Γ(End(TM,D)) and Γ(End(TM,D⊥)), respectively.

For any metric h on D⊥, we set

ĝx⟨v, v̂⟩ = gx⟨prxv,prxv̂⟩+ hx⟨pr⊥x v,pr⊥x v̂⟩, v, v̂ ∈ TxM.
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Then ĝ is a Riemannian metric on M which tames g, that is, the restriction of

ĝx to Dx × Dx equals gx. Moreover, the decomposition (3.1) is an orthogonal

decomposition with respect to ĝx.

Next choose metric Koszul connections ∇̃ and ∇̃⊥ on Γ(D) and Γ(D⊥) with

respect to the metrics g and h, respectively. Note that they always exist. Define

(3.2) ∇XV = ∇̃X(prV ) + ∇̃⊥
X(pr⊥V ), X, V ∈ Γ(TM).

Since the projections are pointwise operations, ∇ is a ĝ-metric Koszul connection

on Γ(TM). It is immediate from the definition that, for all X ∈ Γ(TM), Y ∈ Γ(D)
and Z ∈ Γ(D⊥), we have ∇XY ∈ Γ(D), and ∇XZ ∈ Γ(D⊥).

Now we introduce a principal bundle overM. We choose any (D⊥, h) and ∇
(or ∇̃ and ∇̃⊥) as above and will fix them in what follows. The product O(d) ×
O(n− d) of two orthogonal groups naturally acts on it from the right:

O(M;D ⊕D⊥)x = {u = ξ ⊕ η : Rd ⊕ Rn−d = Rn → TxM = Dx ⊕D⊥
x∣∣ ξ : Rd → Dx and η : Rn−d → D⊥

x are linear isometries},

O(M;D ⊕D⊥) =
⊔

x∈M
O(M;D ⊕D⊥)x.

This is a subbundle of the orthonormal frame bundle over the Riemannian manifold

(M, ĝ). For notational simplicity we will write P := O(M;D ⊕ D⊥) and G :=

O(d)×O(n−d). The Lie algebra of G is o(d)× o(n−d), which will be denoted by

g. Here, o(d) stands for the set of real d× d anti-symmetric matrices. In the usual

way, we view G as a subgroup of O(n) via the injection

G ∋ (U, V ) 7→
(
U O

O V

)
∈ O(n).

We denote the natural projection by π : P →M. The right action on P by a ∈ G
is denoted by Ra. The vertical vector (field) associated with X ∈ g is denoted by

X∗, which is defined by X∗(u) = (d/dt)|t=0Rexp(tX)(u) at u ∈ P.
Let U ⊂M be a local coordinate neighborhood with a local chart (x1, . . . , xn)

and let {Z1, . . . , Zd} and {Zd+1, . . . , Zn} be a local orthonormal frame over U of

D and D⊥, respectively. The canonical orthonormal basis of Rn is denoted by

{e1, . . . , en}. For x ∈ U , set σU (x) ⊕ σ̃U (x) ∈ Px by σU (x)(ei) = Zi(x) for all

1 ≤ i ≤ d and σ̃U (x)(ei) = Zi(x) for all d+1 ≤ i ≤ n. Then, for every ξ⊕ η ∈ Px,

there is a unique e = {eαβ}1≤α,β≤n ∈ G such that

ξ ⊕ η = (σU (x)⊕ σ̃U (x)) ◦ e
= (σU (x) ◦{eαβ}1≤α,β≤d)⊕ (σ̃U (x) ◦{eαβ}d+1≤α,β≤n).
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Of course, eαβ = 0 if (α, β) belongs to

(3.3) ({1, . . . , d} × {d+ 1, . . . , n}) ∪ ({d+ 1, . . . , n} × {1, . . . , d}).

We can identify π−1(U) ∼= U ×G with a local chart (x1, . . . , xn; {eαβ}1≤α,β≤n) in

this way.

Next, set ω̂ = {ω̂α
β }1≤β,γ≤n by

(3.4) ∇Zβ =

n∑
α=1

ω̂α
βZα ∈ Γ(U ;T ∗M⊗ TM), 1 ≤ β ≤ n.

Since ∇̃ and ∇̃⊥ are metric and ∇ is defined by (3.2), we can easily see that

ω̂β
α = −ω̂α

β for all (α, β) and ω̂α
β = 0 if (α, β) belongs to (3.3). Hence, ω̂ is an

g-valued one-form on U , i.e. ω̂ ∈ Γ(U ;T ∗M⊗g). Unfortunately, ω̂ does not define

a global one-form onM. We need to lift it to obtain a globally defined one-form

on the principal bundle P.
Define ω ∈ Γ(U ×G;T ∗P ⊗ g) as

(3.5) ω = e−1ω̂e+ e−1 de.

This is a g-valued one-form on π−1(U). Note that e−1 de stands for Maurer–Cartan

form (i.e. the left translation of tangent vectors to the unit element) on G. By a

standard argument, we can see that ω actually defines a global one-form on P,
namely, we have ω ∈ Γ(P;T ∗P ⊗ g). It is easy to see that R∗

aω = a−1ωa for all

a ∈ G and that ω(X∗) = X for all X ∈ g. Thus, ω is an Ehresmann connection

on P.
On the above coordinate chart π−1(U), we set Γα

βγ by Γα
βγ = ω̂α

β ⟨Zγ⟩, or
equivalently,

∇ZγZβ =

n∑
α=1

Γα
βγZα, 1 ≤ α, β, γ ≤ n.

We can easily see that Γα
βγ = 0 if (α, β) belongs to (3.3) and that Γα

βγ = −Γβ
αγ for

all α, β, γ. For u = ξ ⊕ η ∈ π−1(x), we define a linear injection ℓu : TxM→ TuP
as

ℓu

〈 n∑
γ=1

cγZγ(x)

〉

=

n∑
γ=1

cγ

(
Zγ(x)−

n∑
α,β,δ=1

Γα
βγ(x)eβδ

∂

∂eαδ

)
, (c1, . . . , cn) ∈ Rn(3.6)

and set Ku = ℓu⟨Dx⟩ and K⊥
u = ℓu⟨D⊥

x ⟩. It is known that

ker(ωu : TuP → g) = Ku ⊕K⊥
u .
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This is called the horizontal subspace and ℓu is called the horizontal lift. The sub-

space Vu = {X∗(u) | X ∈ g} is called the vertical subspace and it holds that TuP =

kerωu ⊕ Vu. (From these explicit expressions too, we can see that the horizontal

lift and the horizontal subspaces are compatible with the right action of G.)

We define the canonical horizontal vector fields Ai = ℓu⟨u⟨ei⟩⟩ (1 ≤ i ≤ n)

on P. Since u⟨ei⟩ =
∑n

γ=1 eγiZγ(x), Ai reads

(3.7) Ai(u) =

n∑
γ=1

eγi

(
Zγ(x)−

n∑
α,β,δ=1

Γα
βγ(x)eβδ

∂

∂eαδ

)
in the local chart. At every u, {Ai(u)}di=1 and {Ai(u)}ni=d+1 are linear bases of

Ku and K⊥
u , respectively. We equip Ku ⊕K⊥

u with a unique inner product so that

{Ai(u)}ni=1 becomes an orthonormal basis. Set a linear isometry θu : Ku⊕K⊥
u → Rn

by θ⟨Ai(u)⟩ = ei for all 1 ≤ i ≤ n. We can naturally view θ as an Rn-valued one-

form on P. To summarize, the following four bijective linear maps are all isometric

(in either pair of maps, those in the opposite directions are inverse to each other):

Rn = Rd ⊕ Rn−d
θ−1
u−−−→←−−−
θu

kerωu = Ku ⊕K⊥
u

(π∗)u−−−→←−−−
ℓu

TxM = Dx ⊕D⊥
x .

By restricting this to the first components, we obtain the isometric correspondence

Rd
θ−1
u−−−→←−−−
θu

Ku

(π∗)u−−−→←−−−
ℓu

Dx.

Lemma 3.1. Canonical horizontal vector fields {A1, . . . , Ad} on P satisfy the par-

tial Hörmander condition at every u ∈ P, that is,

π∗ Lie(A1, . . . , Ad)(u) = Tπ(u)M, u ∈ P.

Proof. Let u ∈ π−1(x) and use the local chart as above. Note that

[A1, . . . , Ad] = [ℓ⟨Z1⟩, . . . , ℓ⟨Zd⟩]E, where E = (eαβ)1≤α,β≤d.

Since E = E(u) is a smooth O(d)-valued function in u, we have

Lie(A1, . . . , Ad)(u) = Lie(ℓ⟨Z1⟩, . . . , ℓ⟨Zd⟩)(u).

Since we have ℓ⟨Zi⟩(u) = Zi(x) + (a vertical vector field) from (3.6), we see that

[ℓ⟨Zi⟩, ℓ⟨Zj⟩](u) = [Zi, Zj ](x) + (a vertical vector field).

Repeating this, we have

π∗ Lie(ℓ⟨Z1⟩, . . . , ℓ⟨Zd⟩)(u) = Lie(Z1, . . . , Zd)(x).

SinceM is sub-Riemannian, the right-hand side equals TxM.
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Now we turn to the (anti-)development of finite energy paths. Let Hn be the

Cameron–Martin space over Rn. For h ∈ Hn and u ∈ P, we consider the controlled
ODE (skeleton ODE)

(3.8) dϕt =

n∑
i=1

Ai(ϕt) dh
i
t, ϕ0 = u,

and set ψt = π(ϕt). To emphasize the dependency on h, we sometimes write ϕ(h)

and ψ(h). It is clear that ϕ(h) ∈ Hu(P,K ⊕ K⊥) and ψ(h) ∈ Hπ(u)(M, TM).

Moreover, the energy is preserved, that is, ∥h∥2Hn = E(ϕ(h)) = E(ψ(h)). It should
also be noted that ψ(h)′t = ϕ(h)t⟨h′t⟩.

The map h 7→ ψ(h) is bijective. The inverse of

h ∈ Hn 7→ ϕ(h) ∈ Hu(P,K ⊕K⊥)

is given by the line integral of θ:

(ut)t∈[0,1] ∈ Hu(P,K ⊕K⊥) 7→
∫ ·

0

θut⟨u′t⟩ ∈ Hn.

The inverse of the projection π : Hu(P,K⊕K⊥)→ Hπ(u)(M, TM) is the hor-

izontal lift of paths. Recall that the horizontal lift of (xt)t∈[0,1] ∈ Hπ(u)(M, TM)

is a unique (ut)t∈[0,1] ∈ Hu(P,K ⊕ K⊥) such that u′t = ℓut⟨x′t⟩ for almost all t.

Locally, (ut) satisfies a simple controlled ODE as follows. Suppose that 0 < τ ≤ 1

and that (xt)t∈[0,τ ] stays in a local chart. Then there exists a unique Cameron–

Martin path (kt)t∈[0,τ ] over Rn such that

dxt =

n∑
i=1

Zi(xt)k
′
t dt =

n∑
i=1

Zi(xt) dkt on [0, τ ] with x0 = x = π(u).

Therefore, the horizontal lift (ut)t∈[0,τ ] solves the controlled ODE

dut =

n∑
i=1

ℓ⟨Zi⟩(ut) dkt on [0, τ ] with u0 = u.

The local expression of ℓ⟨Zi⟩ was given in (3.6). Hence, we can write down this ODE

for ut = (x1t , . . . , x
n
t ; {eαβ,t}1≤α,β≤n) concretely using these coordinates. (However,

we do not elaborate it because it is well known and cumbersome. The point here

is to explain that the lift map is explicitly computable and dependency on the

data such as x, k can be tracked.) Thus, we have seen that the development map

h 7→ ϕ(h) is bijective and preserves energy.

Restricting this correspondence to the first component, we have the following

proposition. Note that we can naturally view Hn = Hd⊕Hn−d as a direct sum of

Hilbert spaces.
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Proposition 3.2. For h ∈ Hd and u ∈ P, consider the ODE

(3.9) dϕ(h)t =

d∑
i=1

Ai(ϕ(h)t) dh
i
t, ϕ(h)0 = u,

and set ψ(h)t = π(ϕ(h)t). Then the development map h 7→ ψ(h) is an energy-

preserving bijection from Hd to Hπ(u)(M,D).

We now provide a generalization of Chow–Rashevsky’s theorem for future

purposes. We will use this in the appendix.

Proposition 3.3. Let V ∈ Γ(TM). Then, for every x, y ∈ M and τ ∈ (0, 1],

there exists k ∈ Hx(M, TM) such that kτ = y and k′t − V (kt) ∈ Dkt for almost

all t ∈ [0, τ ].

Proof. We may simply work on [0, τ ] since we can just set k to be constant on [τ, 1].

Note that if we take l ∈ N+ large enough, then we can find B1, . . . , Bl ∈ Γ(D)
such that

Lie(B1, . . . , Bl)(x) = TxM for every x ∈M.

Let us consider the following ODE onM controlled by an l-dimensional Cameron–

Martin path h : [0, τ ]→ Rl:

dkt =

l∑
i=1

Bi(kt) dh
i
t + V (kt) dt, k0 = x.

Thanks to the above condition on Lie brackets of the Bi, this controlled ODE is

strongly completely controllable. It implies that for every x, y, τ , we can find h

such that the solution k = k(h) satisfies kτ = y (see [19, Sect. 5] for example).

Hence, this solution k is a desired path.

Define a second-order differential operator ∆̃ onM by

∆̃f = TraceD(∇ gradD f), f ∈ C2(M).

The precise meaning is as follows. First, ∇ gradD f ∈ Γ(T ∗M⊗D) and therefore

v 7→ ∇v gradD f can be viewed as a linear map from Dx to itself at every x ∈ D.
The right-hand side at x is defined to be the trace of this linear map.

Lemma 3.4. Let the notation be as above. Then ∆sub − ∆̃ ∈ Γ(D).

Proof. Take a local orthonormal frame {Z1, . . . , Zd} of D on a coordinate neigh-

borhood U ⊂M. Then it is well known that

∆subf =

d∑
i=1

{Z2
i f + (divZi)Zif},

where div stands for the divergence with respect to the measure vol.
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On the other hand, since gradD f =
∑d

i=1(Zif)Zi, we see from (3.4) that

∆̃f =

d∑
i=1

Z2
i f +

d∑
i,j=1

ω̂j
i (Zj)Zif

and hence

∆sub − ∆̃ =

d∑
i=1

(divZi)Zi −
d∑

i,j=1

ω̂j
i (Zj)Zi ∈ Γ(U ;D).

The left-hand side is a globally defined at most second-order operator. However, as

the right-hand side shows, its second-order part vanishes. Hence, this is a globally

defined first-order operator, i.e. a vector field.

Lemma 3.5. Let the notation be as above. Then we have

d∑
i=1

A2
i (π

∗f) = π∗(∆̃f), f ∈ C2(M).

Here, π∗f := f ◦π ∈ C2(P) is the pullback of f by the projection π : P →M.

Proof. We work with the local chart (x1, . . . , xn; {eαβ}1≤α,β≤n) on π
−1(U) ∼= U ×

G as above. We see from the local expression (3.7) that, for 1 ≤ i, j ≤ d,

Ai(π
∗f) =

d∑
γ=1

eγiπ
∗(Zγf),

AjAi(π
∗f) =

d∑
γ,δ=1

eδjeγiπ
∗(ZδZγf)−

d∑
γ,δ,ε=1

Γγ
δεeεjeδiπ

∗(Zγf).

On the other hand, noting that {u⟨e1⟩, . . . , u⟨ed⟩} is an orthonormal basis at

π(u), we compute as follows:

⟨∇u⟨ej⟩ gradD f, u⟨ei⟩⟩D =

d∑
γ,δ,ε=1

eεjeδi⟨∇Zε
(Zγf)Zγ , Zδ⟩D

=

d∑
δ,ε=1

eεjeδiZεZδf −
d∑

γ,δ,ε=1

eεjeδiΓ
γ
δεZγf

= AjAi(π
∗f)(u),

where we used Γγ
δε = −Γδ

γε. Setting i = j and summing them, we prove the

lemma.
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Now we introduce an SDE on P. For V ∈ Γ(TM), we set A0 ∈ Γ(TP) as

A0(u) = ℓu⟨V0(π(u))⟩, u ∈ P, where V0 := V + (∆sub − ∆̃)/2 ∈ Γ(TM).

Let (wt)t∈[0,1] be a standard d-dimensional Brownian motion and consider the

following Stratonovich-type SDE for u ∈ P and 0 < ε ≤ 1:

(3.10) Uε
t = ε

d∑
i=1

Ai(U
ε
t ) ◦ dwi

t + ε2A0(U
ε
t ) dt, Uε

0 = u.

From the scaling property of Brownian motion, the two processes (Uε
t ) and (U1

ε2t)

have the same law. We will write Xε
t := π(Uε

t ).

Lemma 3.6. Let x ∈M. Choose u ∈ π−1(x) and consider SDE (3.10). Then the

law of the process (Xε
t )t∈[0,1] is independent of the choice of u and this process is

a diffusion process onM associated with the generator ε2(∆sub/2 + V ).

Proof. For the same reason (the rotational invariance of (wt)) as in the Riemannian

case, the law of (Xε
t )t∈[0,1] is independent of the choice of u. By the Itô formula, one

can show that the generator of (Uε
t ) is ε

2( 12
∑d

i=1A
2
i +A0). From this and Lemma

3.5, we can easily see that (Xε
t ) is still a diffusion process and its generator is

ε2(∆sub/2 + V ).

Remark 3.7. For manifold-valued SDEs, the manifold need not be a submanifold

of a Euclidean space. However, for manifold-valued RDEs and Malliavin calculus,

the manifold is usually embedded into a Euclidean space. Therefore, in what follows

we choose an embedding ι : P ↪→ RM and extend the vector fields Ai, 0 ≤ i ≤ d,

to C∞ vector fields on RM with compact support. In this way, we may view SDE

(3.10) as an SDE on RM . For our purpose, any M and ι will do. (Recall that,

thanks to the tubular neighborhood theorem, every smooth function or vector

field on P extends to smooth function or vector field on RM with compact support,

respectively.)

§4. Preliminaries from stochastic analysis

In this section we recall several important probabilistic results which we will use in

the proofs of our main results. Basically, all results in this section (except Lemma

4.3) are either known or easily derived from known facts.

§4.1. Elements of (manifold-valued) Malliavin calculus

We first recall Watanabe’s theory of generalized Wiener functionals (i.e. Watanabe

distributions) in Malliavin calculus. Most of the contents and the notation in this
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section are contained in [14, Sects. V.8–V.10] with trivial modifications. Also,

[25, 23, 13, 22] are good textbooks on Malliavin calculus. For manifold-valued

Malliavin calculus, see [28]. For basic results of quasi-sure analysis, we refer to [21,

Chap. II].

Let (W,H, µ) be the classical d-dimensional Wiener space. (The results in

this subsection also hold on any abstract Wiener space, however.) Let us recall the

following:

(a) The basics of Sobolev spaces Dp,r(K) of K-valued (generalized) Wiener

functionals, where p ∈ (1,∞), r ∈ R, and K is a real separable Hilbert

space. As usual, we will use the spaces D∞(K) =
⋂∞

k=1

⋂
1<p<∞ Dp,k(K),

D̃∞(K)=
⋂∞

k=1

⋃
1<p<∞ Dp,k(K) of test functionals and the spaces D−∞(K)=⋃∞

k=1

⋃
1<p<∞ Dp,−k(K), D̃−∞(K) =

⋃∞
k=1

⋂
1<p<∞ Dp,−k(K) of Watanabe

distributions as in [14]. When K = R, we simply write Dp,r etc.

(b) Meyer’s equivalence of Sobolev norms. (See [14, Thm. 8.4]. A stronger version

can be found in [25, Thm. 4.6].)

(c) Pullback T ◦F = T (F ) ∈ D̃−∞ of tempered Schwartz distribution T ∈ S ′(Rn)

on Rn by a non-degenerate Wiener functional F ∈ D∞(Rn). (See [14, Sect. 5.9].

In fact, this is very strongly related to item (d) below.)

(d) A generalized version of the integration by parts formula (IbP formula) in

the sense of Malliavin calculus for Watanabe distributions, which is given as

follows (see [14, p. 377]):

For F = (F 1, . . . , Fn) ∈ D∞(Rn), we denote by σij
F (w) = ⟨DF i(w),

DF j(w)⟩H the (i, j)-component of the Malliavin covariance matrix (1 ≤ i, j ≤
n). We denote by γijF (w) the (i, j)-component of the inverse matrix σ−1

F (if

the inverse exists in a certain sense). Recall that F is called non-degenerate in

the sense of Malliavin if (detσF )
−1 ∈

⋂
1<p<∞ Lp. Note that σij

F ∈ D∞ and

DγijF = −
∑

k,l γ
ik
F (Dσkl

F )γljF . Hence, the derivatives of γijF can be written in

terms of the γijF and the derivatives of the σij
F , which implies that γijF ∈ D∞

too.

Suppose G ∈ D∞ and T ∈ S ′(Rn). Then the following integration by

parts holds:

(4.1) E[∂iT (F ) ·G] = E[T (F ) · Φi( · ;G)],

where Φi(w;G) ∈ D∞ is given by

(4.2) Φi(w;G) =

d∑
j=1

D∗(γijF ·G ·DF
j)(w).
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Note that E on both sides of (4.1) is in fact the generalized expectation, that

is, the pairing of D̃−∞ and D̃∞. Here, D and D∗ are the H-derivative (i.e. the
gradient operator in the sense of Malliavin calculus) and its adjoint (i.e. the

divergence operator) respectively.

(e) If η ∈ D−∞ satisfies that ⟨η, F ⟩ ≥ 0 for every non-negative F ∈ D∞, it is

called a positive Watanabe distribution. According to Sugita’s theorem [26],

for every positive Watanabe distribution η, there uniquely exists a finite Borel

measure µη on W such that

⟨η, F ⟩ =
∫
W
F̃ (w)µη(dw), F ∈ D∞

holds, where F̃ stands for ∞-quasi-continuous modification of F . If η ∈ Dp,−k

is positive, then it holds that

µη(A) ≤ ∥η∥p,−k Capq,k(A) for every Borel subset A ⊂ W,

where p, q ∈ (1,∞) with 1/p + 1/q = 1, k ∈ N+, and Capq,k stands for the

(q, k)-capacity associated with Dq,k. (For more details, see [21, Chap. II].)

We will also use a localized version of the Watanabe distribution theory, which

can be found in [27, pp. 216–217]. (For proofs, see [17, Props. 3.1 and 3.2].)

Let ρ > 0, ξ ∈ D∞, and F ∈ D∞(Rn) and suppose that

(4.3) inf
v∈Sn−1

v∗σF v ≥ ρ on
{
w ∈ W

∣∣ |ξ(w)| ≤ 2
}
,

where Sn−1 is the unit ball of Rn. Let χ : R → R be a smooth function whose

support is contained in [−1, 1]. Then the following proposition holds (see [27,

Prop. 6.1]).

Proposition 4.1. Assume (4.3). For every T ∈ S ′(Rn), χ(ξ) · T (F ) ∈ D̃−∞ can

be defined in a unique way so that the following properties hold:

(i) If Tk → T ∈ S ′(Rn) as k →∞, then χ(ξ) · Tk(F )→ χ(ξ) · T (F ) ∈ D̃−∞.

(ii) If T is given by g ∈ S(Rn), then χ(ξ) · T (F ) = χ(ξ)g(F ) ∈ D∞.

We also provide an asymptotic theorem. It is a very special case of [27,

Prop. 6.2]. Let {Fε}0≤ε≤1 ⊂ D∞(Rn) and {ξε}0≤ε≤1 ⊂ D∞ be families of Wiener

functionals such that the following asymptotics hold:

Fε = F0 +O(ε) in D∞(Rn) as ε↘ 0,(4.4)

ξε = ξ0 +O(ε) in D∞ as ε↘ 0.(4.5)

Here, O(ε) is the large Landau symbol. Recall that D∞ and D∞(Rn) are endowed

with a natural topology as Fréchet spaces.
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Proposition 4.2. Assume (4.4), (4.5), and |ξ0| ≤ 1/8. Moreover, assume that

there exists ρ > 0 independent of ε such that (4.3) with F = Fε and ξ = ξε holds

for every ε ∈ (0, 1]. Let χ : R→ R be a smooth function whose support is contained

in [−1, 1] such that χ(x) = 1 if |x| ≤ 1/2. Then we have

lim
ε↘0

χ(ξε) · T (Fε) = T (F0) in D̃−∞.

More precisely, there exists k ∈ N+ such that the above convergence takes place in

Dp,−k for every p ∈ (1,∞).

Let us quickly review manifold-valued Malliavin calculus. Malliavin calculus

for SDEs on manifolds was developed by Taniguchi [28]. Roughly speaking, under

suitable assumptions, almost all important results in the Euclidean case still hold

true in the manifold case with natural modifications.

Let N be a compact manifold of dimension m, which is equipped with a

smooth volume volN . (A measure on N is said to be a smooth volume if it is

expressed on each coordinate chart as a strictly positive smooth density function

times the Lebesgue measure.) Choose a Riemannian metric on N so that the

determinant of the (deterministic) Malliavin covariance of N -valued functionals is

well defined. Any choice of the Riemannian metric and the smooth volume will do.

An N -valued Wiener functional F : W → N is said to belong to Dp,k(N ),

p ∈ (1,∞) and k ∈ N+ if f(F ) ∈ Dp,k for every f ∈ C∞(N ). If ι : N → RM is an

embedding, then F ∈ Dp,k(N ) holds if and only if ι(F ) ∈ Dp,k(RM ) since every

f ∈ C∞(N ) extends to a smooth function on RM with compact support. The same

holds true for F ∈ D∞(N ) :=
⋂∞

k=1

⋂
1<p<∞ Dp,k(N ). For F ∈

⋃
1<p<∞ Dp,1(N ),

DhF (w) ∈ TF (w)N . Hence, the Malliavin covariance σF (w) in this case is a sym-

metric bilinear form on T ∗
F (w)N × T ∗

F (w)N . Thanks to the Riemannian metric,

detσF (w) can still be defined.

One of two main results in [28] is as follows. As in the Euclidean case, if F ∈
D∞(N ) is non-degenerate in the sense of Malliavin, i.e. (detσF )

−1 ∈
⋂

1<p<∞ Lp,

then the composition T (F ) = T ◦F ∈ D̃−∞ is well defined as a Watanabe distri-

bution for every distribution T on N . Moreover, the law of F on N has a smooth

density pF function with respect to volN . In particular, δa(Y
ε
1 ) is a positive Watan-

abe distribution and pF (a) = E[δa(F )] for every a ∈ N . One should note here that

δa and δa(Y
ε
1 ) depend on the choice of volN . (Since any other smooth volume can

be expressed as v̂olN (dy) = ρ(y)volN (dy) for some strictly positive smooth func-

tion ρ on N , the delta function with respect to v̂olN is given by δ̂a = ρ(a)−1δa.)

The other main result in [28] is proving non-degeneracy for the projected solution

of an SDE whose coefficient vector fields satisfy the partial Hörmander condition.
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From here we consider SDE (3.10) (with x ∈ M and u ∈ π−1(x)) and set N
to be either M or P. By Remark 3.7 we can easily see from the corresponding

result in the Euclidean case that Uε
t ∈ D∞(P) for every (ε, t) ∈ [0, 1]2 and Xε

t =

π(Uε
t ) ∈ D∞(M) and that, for every f ∈ C∞(P), p ∈ (1,∞), k ∈ N, the Dp,k-

norm of f(Uε
t ) is bounded in (ε, t) ∈ [0, 1]2. In Lemma 3.1 we checked the partial

Hörmander condition. Therefore, Xε
t is non-degenerate for every t, ε ∈ (0, 1]. More

precisely, the following Kusuoka–Stroock estimate is known: there exist a constant

ν > 0 independent of p and a constant Cp > 0 such that, for every 1 < p <∞,

(4.6) ∥(detσXε
1
)−1∥Lp ≤ Cpε

−ν , ε ∈ (0, 1].

Combining this with Lemma 3.6, the transition probability of ε2(∆sub/2+V )-

diffusion has a density pεt (x, a) with respect to vol(da), which is smooth in a ∈M.

It holds that

(4.7) pεt (x, a) = p1ε2t(x, a) = E[δa(Xε
t )].

In the appendix we will show that pεt (x, a) > 0 for all ε, t ∈ (0, 1] and x, a ∈
M, which then enables us to define the pinned diffusion measure associated with

ε2(∆sub/2+V ) from every x to every a. (We will later make sure that the measure

actually exists.)

§4.2. Elements of rough path theory

In this subsection we recall the geometric rough path space with Hölder or Besov

norm and quasi-sure properties of the rough path lift. For basic properties of

geometric rough path space, we refer to [20, 9]. For the geometric rough path space

with Besov norm, we refer to [9, Appx. A.2]. The quasi-sure properties of the rough

path lift are summarized in [15]. In this paper we assume α ∈ (1/3, 1/2) for the

Hölder parameter. We also assume that the Besov parameter (α, 4m) satisfies the

conditions

(4.8)
1

3
< α <

1

2
, m ∈ N+, α− 1

4m
>

1

3
, 4m

(1
2
− α

)
> 1.

We work in Lyons’ original formulation of RDEs (see [20]), but we basically study

the first level paths of solutions only. For brevity we will write λεt := ε2t for

ε ∈ (0, 1].

We denote by GΩH
α (Rd) the α-Hölder geometric rough path space over Rd.

A generic element of GΩH
α (Rd) is denoted by w = (w1,w2). For β ∈ (0, 1], let

Cβ−H
0 ([0, 1],Rk) be the Banach space of all Rk-valued β-Hölder continuous paths

that start at 0. If α+ β > 1, then the Young pairing

GΩH
α (Rd)× Cβ−H

0 ([0, 1],Rk) ∋ (w, λ) 7→ (w,λ) ∈ GΩH
α (Rd+k)

is a well-defined, locally Lipschitz continuous map. (See [9, Sect. 9.4] for example.)
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Now we consider a system of RDEs driven by the Young pairing (w,λ) ∈
GΩH

α (Rd+1) of w ∈ GΩH
α (Rd) and λ ∈ C1−H

0 ([0, 1],R1). (The main example we

have in mind is λt = const×t.) For vector fields Vi : Rn → Rn (0 ≤ i ≤ d), consider

(4.9) dxt =

d∑
i=1

Vi(xt) dw
i
t + V0(xt) dλt, x0 = x ∈ Rn.

The RDEs for the Jacobian process and its inverse are given as

dJt =

d∑
i=1

∇Vi(xt)Jt dwi
t +∇V0(xt)Jt dλt, J0 = Idn,(4.10)

dKt = −
d∑

i=1

Kt∇Vi(xt) dwi
t −Kt∇V0(xt) dλt, K0 = Idn.(4.11)

Note that J , K, and ∇Vi are Mat(n, n)-valued. Here, Mat(n,m) stands for the set

of all real n×m matrices and Idn stands for the identity matrix of size n.

For simplicity we assume that Vi, 0 ≤ i ≤ d, is of C∞
b , that is, when viewed as

an Rn-valued function, Vi is a bounded smooth function with bounded derivatives

of all order. It is then known that a unique global solution of (4.9)–(4.11) exists

for any w and λ . Moreover, Lyons’ continuity theorem holds. In that case, the

following map is continuous:

GΩH
α (Rd)× C1−H

0 ([0, 1],R1) ∋ (w, λ) 7→ (x,J,K) ∈ GΩH
α (Rn ⊕Mat(n, n)⊕2).

The map (w, λ) 7→ x is denoted by

Φ: GΩH
α (Rd)× C1−H

0 ([0, 1],R1)→ GΩH
α (Rn).

(We adopt Lyons’ formulation of RDEs as in [20]. So the initial values of the first

level paths must be adjusted.) If w ∈ C1−H
0 ([0, 1],Rd) or w ∈ H = Hd and w is

its natural lift, then the path

(4.12) t 7→ (x+ x1
0,t, Id + J1

0,t, Id +K1
0,t)

coincides with the solution of a system (4.9)–(4.11) of ODEs understood in the

usual Riemann–Stieltjes sense. Recall that x1
0,t is the first level path of x evaluated

at (0, t). Keep in mind that (Id + J1
0,t)

−1 = Id +K1
0,t always holds.

When w is Brownian rough path W, i.e. the natural lift of (wt), and λ =

λ1, the process in (4.12) coincides µ-a.s. with the corresponding system of usual

Stratonovich SDEs with drift. In this case, xt := x+x1
0,t ∈ D∞(Rn) for every t. If

G : Rn → Rm is a smooth map with bounded derivatives of all order (≥ 1), then
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G(xt) ∈ D∞(Rm) and for every h ∈ H and t, it holds that

(4.13) DhG(xt) = (∇G)(x+x1
0,t)(Id+ J1

0,t)

∫ t

0

(Id+K1
0,s)V(x+x1

0,s) dhs, a.s.

(with w = W). Here, we view V := [V1, . . . , Vd] ∈ Mat(n, d) and ∇G ∈ Mat(m,n).

We define a continuous function

(4.14) Γ: GΩH
α (Rd)× C1−H

0 ([0, 1],R1)× [0, 1]→ Mat(m,m)

as follows: set

Γ(w, λ)t = (∇G)(x+ x1
0,t)(Id + J1

0,t)C(w, λ)t(Id + J1
0,t)

∗(∇G)(x+ x1
0,t)

∗,

where

C(w, λ)t :=

∫ t

0

(Id +K1
0,s)V(x+ x1

0,s)V(x+ x1
0,s)

∗(Id +K1
0,s)

∗ ds.

Here, the superscript ∗ stands for the transpose of a matrix. Then (4.13) implies

that when w = W and λ = λ1, the Malliavin covariance matrix of G(x + x1
0,t)

equals Γ(W, λ1)t, µ-a.s. Similarly for h ∈ H, the deterministic Malliavin covariance

matrix of G(x+ x1
0,t) equals Γ(h, λ

1)t, where w = h is the natural rough path lift

of h. (When G is the identity map, these formulas are well known. The general

case is just a straightforward modification.)

For (α, 4m) that satisfies (4.8), GΩB
α,4m(Rd) denotes the geometric rough path

space over Rd with (α, 4m)-Besov norm. Recall that the distance on this space is

given by

d(w, ŵ) = ∥w1 − ŵ1∥α,4m−B + ∥w2 − ŵ2∥2α,2m−B

:=
∑
i=1,2

(∫∫
0≤s<t≤1

|wi
s,t − ŵi

s,t|4m/i

|t− s|1+4mα
ds dt

)i/4m

.

By the Besov–Hölder embedding theorem for rough path spaces, there is a con-

tinuous embedding GΩB
α,4m(Rd) ↪→ GΩH

α−(1/4m)(R
d). If α < α′ < 1/2, there is

a continuous embedding GΩH
α′(Rd) ↪→ GΩB

α,4m(Rd). Basically, we will not write

the first embedding explicitly. (For example, if we write Φ(w, λ) for (w, λ) ∈
GΩB

α,4m(Rd) × C1−H
0 ([0, 1],R1), then it is actually the composition of the first

embedding map above and Φ with respect to {α − 1/(4m)}-Hölder topology.)

It is known that the Young translation by h ∈ H works well on GΩB
α,4m(Rd)

under (4.8). The map (w, h) 7→ τh(w) is continuous from GΩB
α,4m(Rd) × H to

GΩB
α,4m(Rd), where τh(w) is the Young translation of w by h (see [15, Lem. 5.1]).

Now we review quasi-sure properties of the rough path lift map L from W to

GΩB
α,4m(Rd). For k = N+ and w ∈ W, we denote by w(k) the kth dyadic piecewise
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linear approximation of w associated with the partition {j2−k | 0 ≤ j ≤ 2k}
of [0, 1]. We denote the natural lift of w(k) by L(w(k)), which is defined by the

Riemann–Stieltjes (or Young) integral. We set

Zα,4m :=
{
w ∈ W

∣∣ {L(w(k))}∞k=1 is Cauchy in GΩB
α,4m(Rd)

}
.

We define L : W → GΩB
α,4m(Rd) by L(w) = limm→∞ L(w(k)) if w ∈ Zα,4m and we

define L(w) to be the zero rough path if w /∈ Zα,4m. We will use this version of L,
which is Borel measurable, and write W := L(w) (as before) when it is regarded

as a rough-path-space-valued random variable defined on W.

Note that H and Cβ−H
0 ([0, 1],Rd) with β ∈ (1/2, 1] are subsets of Zα,4m and

the two definitions of rough path lift coincide. (We will often write h = L(h) for

h ∈ H.) Under the scalar multiplication (i.e. the dilation) and the Cameron–Martin

translation, Zα,4m is left invariant. Moreover, cL(w) = L(cw) and τh(L(w)) =

L(w + h) for any w ∈ Zα,4m, c ∈ R, and h ∈ H. It is known that Zc
α,4m is

slim, that is, the (p, r)-capacity of this set is zero for any p ∈ (1,∞) and r ∈ N+.

Therefore, from the viewpoint of quasi-sure analysis, the lift map L is well defined.

Moreover, the map W ∋ w 7→ L(w) ∈ GΩB
α,4m(Rd) is ∞-quasi-continuous. (This

kind of ∞-quasi-continuity was first shown in [1].)

Let ε ∈ (0, 1] be a small parameter. We now recall that the unique solution of

an RDE driven by εW = L(εw) coincides with that of the corresponding scaled

Stratonovich SDE given as

(4.15) dXε
t = ε

d∑
i=1

Vi(X
ε
t ) ◦ dwi

t + ε2V0(X
ε
t ) dt, Xε

0 = x ∈ Rn.

When necessary, we will write Xε
t = Xε(t, x, w) or Xε(t, x). Then Xε( · , x, w) =

x+Φ(εW, λε)1 holds µ-a.s., which means that the right-hand side is an ∞-quasi-

continuous modification of the left-hand side as a Cα−H([0, 1],Rn)-valued Wiener

functional. Similarly, for every t, ε ∈ (0, 1], Γ(εW, λε)t = ε−2σXε
t
holds, µ-a.s.

Therefore, not just Xε
t itself, but also its Malliavin covariance matrix σXε

t
is a

continuous function of a Brownian rough path.

The skeleton ODE (without drift) associated with small noise problems for

the above SDE (4.15) is given as follows: for h ∈ H,

(4.16) dϕt =

d∑
i=1

Vi(ϕt) dh
i
t, ϕ0 = x ∈ Rn.

We write the unique solution ϕ = ϕ(h) when necessary (which equals x+Φ(h, 0)1).

The deterministic Malliavin covariance matrix of ϕ(h)t at h is denoted by σϕt
(h).



Large Deviations for Hypoelliptic Diffusion Bridges 167

As is well known, Γ(h, 0)t = σϕt
(h). Recall that detσϕt

(h) > 0 if and only if the

tangent map of ϕt : H → Rn at h is surjective.

Set Xε,h := Xε( · , x, w + (h/ε)) = x + Φ(τh(εW), λε)1 for h ∈ H. In other

words, Xε,h uniquely solves the Stratonovich SDE

dXε,h
t =

d∑
i=1

Vi(X
ε
t ) ◦ d(εwi

t + ht) + ε2V0(X
ε
t ) dt, Xε,h

0 = x.

Small noise asymptotics of Xε,h has been extensively studied. One basic result is

the following asymptotics:

Xε,h
1 = ϕ(h)1 + εΞh

1 +O(ε2) in D∞(Rn) as ε↘ 0,

where Ξh
1 is the element of the first-order Wiener chaos given by the Wiener integral

Ξh
t (w) = (Id + J(h, 0)10,t)

∫ t

0

(Id +K(h, 0)10,s)V(ϕ(h)s) dws.

Hence, for G : Rn → Rm as above,

G(Xε,h
1 ) = G(ϕ(h)1) + ε(∇G)(ϕ(h)1)Ξh

1 +O(ε2) in D∞(Rm) as ε↘ 0.

Note that (∇G)(ϕ(h)1)Ξh
1 belongs to the first order Wiener chaos and there-

fore induces a mean-zero Gaussian measure on Rm. Its covariance matrix equals

Γ(h, 0)1, which in turn equals the deterministic Malliavin covariance matrix of

H ∋ k 7→ G(ϕ(k)1) at h.

The skeleton ODE (with drift) associated with the above SDE (4.15) with

ε = 1 is given as follows: for h ∈ H,

(4.17) dζt =

d∑
i=1

Vi(ζt) dh
i
t + V0(ζt) dt, ζ0 = x ∈ Rn.

We write the unique solution ζ = ζ(h) when necessary (which equals x+Φ(h, λ1)).

The deterministic Malliavin covariance matrix of ζ(h)t at h is denoted by σζt(h).

As is well known, Γ(h, λ1)t = σζt(h).

Lemma 4.3. Consider SDE (4.15) with ε = 1 and ODE (4.17). We assume that

at t ∈ (0, 1], detσX1
t
> 0 holds, µ-a.s. Then {h = L(h) | h ∈ H, detσζt(h) > 0}

is dense in GΩH
α (Rd) for any 1/3 < α < 1/2.

Proof. Take m ∈ N+ so large that (α+ (1/4m), 4m) still satisfies (4.8) and set

A :=
{
w ∈ Zα+(1/4m),4m

∣∣ detσXε
t
(w) > 0

}
⊂ W.
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This subset is of full µ-measure and hence L(A) is of full measure with respect to

the law of Brownian rough path. Note that L(A) ⊂ GΩH
α (Rd) due to the Besov–

Hölder embedding theorem. Thanks to the support theorem for Brownian rough

path (see [9, Thm. 13.54]), L(A) must be dense in GΩH
α (Rd). For every w ∈ A, we

have limk→∞ L(w(k)) = L(w) in α-Hölder topology and therefore

lim
k→∞

σζt(w(k)) = lim
k→∞

Γ
(
L(w(k)), λ

)
t
= Γ(L(w), λ)t = σX1

t
(w).

This implies that detσζt(w(k)) > 0 for large enough k. This proves the lemma.

§5. Large deviations for rough path lift of

positive Watanabe distributions

In this section we formulate an LDP for the rough path lifts of Watanabe’s pullback

of the delta functions, from which our main theorem (Theorem 2.1) easily follows.

For x ∈ M, we take any u ∈ π−1(x) and consider SDE (3.10) driven by

the canonical realization of d-dimensional Brownian motion (wt)t∈[0,1]. By (4.6),

δa(X
ε
t ) ∈ D̃−∞ is a well-defined positive Watanabe distribution for every a ∈M.

By the positivity of the heat kernel (which will be proved in the appendix), we

see that pεt (x, a) = E[δa(Xε
t )] > 0 for all t, ε ∈ (0, 1] and x, a ∈ M. By Sugita’s

theorem [26], the positive Watanabe distribution δa(X
ε
1) at time t = 1 is in fact a

non-trivial finite Borel measure on W, which will be denoted by θεu,a.

Since L is defined outside a slim set, we can lift the measure θεu,a to a measure

on GΩB
α,4m(Rd). We write νεu,a = (εL)∗[θεu,a]. Here, εL is the composition of L and

the dilation by ε. Since the complement of Zα,4m is slim, νεu,a does not depend on

how L is defined on this complement. We denote by θ̂εu,a and ν̂εu,a the normalized

measure of θεu,a and νεu,a, respectively. (Since the total mass of θεu,a or of νεu,a equals

E[δa(Xε
t )] > 0, this normalization is well defined.)

Let ϕ(h) be the solution of ODE (3.9) and write ψ(h) = π(ϕ(h)). In what

follows, we write H = Hd for simplicity. We set

(5.1) Qu,a = {h ∈ H | ψ(h)1 = a}.

By Chow–Rashevsky’s theorem [24, Thm. 1.14], there exists an admissible path

(xt)t∈[0,1] ∈ Hx(M,D) such that x1 = a. By Proposition 3.2, its anti-development

belongs to Qu,a. This implies that Qu,a ̸= ∅ for any u and a.

Define a rate function I1 : GΩ
B
α,4m(Rn)→ [0,∞] as

I1(w) =

{
1
2∥h∥

2
H (if w = L(h) for some h ∈ Qu,a),

∞ (otherwise).
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From the Schilder-type LDP for a Brownian rough path [9, Thm. 13.42], we can

easily see that I1 is good. Also define Î1(w) = I1(w) −min{∥h∥2H/2 | h ∈ Qu,a},
which is also good. From the goodness of I1 and Proposition 3.2, we can easily see

that the minimum above exists and equals dSR(x, a)
2/2.

Our main purpose in this section is to prove that {νεu,a}0<ε≤1 satisfies an LDP

of Schilder type on GΩB
α,4m(Rd) as ε ↘ 0. As we will see, our main result easily

follows from the following theorem.

Theorem 5.1. Let the notation be as above. Let u ∈ P and a ∈ M and assume

(4.8) for the Besov parameter (α, 4m). Then the following hold:

(i) The family {νεu,a}0<ε≤1 of finite measures is exponentially tight and satisfies

an LDP on GΩB
α,4m(Rd) as ε ↘ 0 with speed ε−2 and good rate function I1,

that is, for every Borel set A ⊂ GΩB
α,4m(Rd), the following inequalities hold:

− inf
w∈A◦

I1(w) ≤ lim inf
ε↘0

ε2 log νεu,a(A
◦)

≤ lim sup
ε↘0

ε2 log νεu,a(Ā) ≤ − inf
w∈Ā

I1(w).

(ii) The family {ν̂εu,a}0<ε≤1 of probability measures is exponentially tight and satis-

fies an LDP on GΩB
α,4m(Rd) as ε↘ 0 with speed ε−2 and good rate function Î1.

Since the whole set is both open and closed, Theorem 5.1(i) implies that

lim
t↘0

t log p1t (x, a) = lim
ε↘0

ε2 logE[δa(Xε
1)]

= lim
ε↘0

ε2 log θεu,a(W)

= lim
ε↘0

ε2 log νεu,a(GΩ
B
α,4m(Rd))

= −min
{
∥h∥2H/2

∣∣ h ∈ Qx,a
}
= −dSR(x, a)2/2.

We have also used (4.7) above. Due to this Varadhan-type asymptotic formula,

Theorem 5.1(ii) is immediate from (i). We will prove Theorem 5.1(i) in Sections 6

and 7.

Proof of Theorem 2.1. Now we consider GΩH
α (Rd) with α ∈ (1/3, 1/2). Due to

the Besov–Hölder embedding, ν̂εu,a actually sits on this space and Theorem 5.1(ii)

still holds even if GΩB
α,4m(Rd) is replaced by this space. Obviously, the family

{δλε}0<ε≤1 is exponentially tight and satisfies an LDP on C1−H
0 ([0, 1],R) with

good rate function +∞ · 1{0}c with the convention that ∞ · 0 = 0. By a general

result for LDPs for product measures (see [6, Exer. 4.2.7]), in which the exponential

tightness plays a key role, {ν̂εu,a ⊗ δλε}0<ε≤1 satisfies an LDP on GΩH
α (Rd) ×
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C1−H
0 ([0, 1],R) with good rate function which is defined for (w, λ) as

Î1(w) +∞ · 1{0}c(λ) =

{
1
2∥h∥

2
H (if w = L(h) for some h ∈ Qu,a and λ = 0),

∞ (otherwise).

Choose an embedding as in Remark 3.7 and consider RDE (4.9) with Vi = Ai,

x = u, and n = M . Define a continuous map Ψ: GΩH
α (Rd) × C1−H

0 ([0, 1],R) →
Cx([0, 1],M) by Ψ(w, λ)t = π(x + Φ(w, λ)10,t). Then Ψ(εW, λε) is an ∞-quasi-

continuous modification of Xε = π(Uε), where Uε solves SDE (3.10). In what

follows we use this version of Xε. Note that ψ(h) = Ψ(L(h), 0) for h ∈ H.
Now we claim that the law of Ψ under ν̂εu,a⊗δλε is the pinned ε2(∆sub/2+V )-

diffusion measure Qε
x,a from x = π(u) to a. Let k ≥ 1, G ∈ C∞(Mk), and

0 = t0 < t1 < · · · < tk < tk+1 = 1 be arbitrary. Then we have∫
G(Ψ(w, λ)t1 , . . . ,Ψ(w, λ)tk)ν̂

ε
u,a ⊗ δλε(dw dλ)

=

∫
G(Ψ(εW, λε)t1 , . . . ,Ψ(εW, λε)tk)ν̂

ε
u,a(dw)

= pε1(x, a)
−1 E[G(Xε

t1 , . . . , X
ε
tk
)δa(X

ε
1)]

= pε1(x, a)
−1

∫
Mk

G(x1, . . . , xk)

k∏
i=0

pεti+1−ti(xi, xi+1)

k∏
i=1

vol(dxi)

as desired. Here, we set x0 = x and xk+1 = a for simplicity. This proves our claim.

Note that this argument also proves the existence of the pinned diffusion measure

Qε
x,a.

By the above fact and Lyons’ continuity theorem, we can use the contraction

principle ([6, Thm. 4.2.1]) to prove that {Qε
x,a}0<ε≤1 satisfies an LDP with good

rate function. Since ψ is a bijection that preserves the energy (Proposition 3.2),

the rate function J is given by (2.3). This completes the proof of Theorem 2.1.

§6. Lower estimate

In this section we prove the lower estimate of LDP in Theorem 5.1(i). Take any

u ∈ P and a ∈M. For this u, ϕ(h) denotes the unique solution of ODE (3.9) and

ψ(h) is its projection onM. The subset Qu,a ⊂ H is defined in (5.1).

Lemma 6.1. For every h ∈ Qu,a there exists a sequence {hj}∞j=1 in Qu,a which

satisfies the following conditions:

(i) limj→∞ ∥hj − h∥H = 0.

(ii) For all j, Dψ(hj)1 : H → TaM is surjective, where Dψ(hj)1 denotes the

tangent map of H ∋ k 7→ ψ(k)1 ∈M at hj.
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(iii) For all j, ⟨hj , •⟩H ∈ W∗, that is, this linear functional on H extends to a

bounded linear functional on W.

Proof. First we will find {hj}∞j=1 which satisfies (i) and (ii) only. Let {Z1, . . . , Zd}
be an orthonormal frame of D on a coordinate neighborhood U of x = π(u). We

view U as an open subset of Rn and extend Zi, 1 ≤ i ≤ d, as a smooth vector field

on Rn with compact support. We denote by Hτ , τ ∈ (0, 1), the Hilbert space of

Rd-valued Cameron–Martin paths defined on the time interval [0, τ ].

Consider the following ODE on Rn driven by a Cameron–Martin path k:

dx(k)t =

d∑
i=1

Zi(x(k)t) dk
i
t, x(k)0 = x.

The following fact was proved in [16, Sect. 3]: For every j large enough, there exists

a Cameron–Martin path kj ∈ H1/j such that |k′j,t| ≤ 1 for almost all t ∈ [0, 1/j]

and Dx(kj)1/j is surjective. (Precisely, {Zi} is assumed to satisfy the bracket

generating condition at every point of Rn in [16], while the condition is assumed

only on U here. However, this difference does not matter at all since when j is

large enough, the Cameron–Martin norm of x(kj) is small enough and therefore

x(kj) stays inside U anyway.)

Then, since {Zi} are orthonormal, |x(kj)′t| ≤ 1 for almost all t ∈ [0, 1/j].

Denote by lj := ψ−1(x(kj)) ∈ H1/j the anti-development of x(kj); then |l′j,t| ≤ 1

for almost all t ∈ [0, 1/j] too. Define hj ∈ H by

hj,t :=


lj,t on t ∈ [0, 1/j],

lj,(2/j)−t on t ∈ [1/j, 2/j],

hτ with τ =
t− (2/j)

1− (2/j)
on t ∈ [2/j, 1].

Since ODE (3.9) has no drift term, we can easily see that ϕ(hj)2/j = u and

ϕ(hj)1 = ϕ(h)1. In particular, hj ∈ Qu,a. It is routine to check (i) (see [16] for a

proof for instance).

Next we show (ii). Fix j and consider the admissible path ψ(hj) : [0, 1]→M.

We can find a partition of 0 = s0 < s1 < · · · < sN = 1 of [0, 1] such that, for

all 1 ≤ r ≤ N , ψ(hj) ↾[sr−1,sr] is contained in a coordinate neighborhood Ur on

which an orthonormal frame {Z(r)
1 , . . . , Z

(r)
d } of D can be chosen. We may assume

s1 = 1/j, U1 = U , and Z
(1)
i = Zi for all 1 ≤ i ≤ d.

Obviously, there exists a unique Cameron–Martin path k(r) : [sr−1, sr] → Rd

such that ψ(hj) ↾[sr−1,sr] satisfies the following ODE with the initial condition
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x
(r)
sr−1 = ψ(hj)sr−1

:

(6.1) dx
(r)
t =

d∑
i=1

Z
(r)
i (x

(r)
t ) dk

(r),i
t on [sr−1, sr].

When the initial value of ODE (6.1) is replaced by ξ(r−1), we write End(r)(ξ(r−1))

:= x
(r)
sr . When ξ(r−1) is close enough to ψ(hj)sr−1

, End(r)(ξ(r−1)) is well defined. By

the theory of flow of diffeomorphisms for ODEs, End(r) is a local diffeomorphism

from a neighborhood of ψ(hj)sr−1
to a neighborhood of ψ(hj)sr . (Note that here

and in what follows, k(r) is fixed.) Hence, End := End(N) ◦ · · · ◦End(2) is a local

diffeomorphism from a neighborhood of ψ(hj)s1 to a neighborhood of ψ(hj)1 = a.

In particular, the tangent map of End is bijective from TbM to TaM, where we

write b := x(kj)s1 = ψ(hj)s1 .

Now consider ψ(hj) ↾[0,s1]= x(kj). Since Dx(kj)s1 is surjective, for every

v ∈ TbM there exist a sufficiently small ε0 > 0 and a C1-curve (−ε0, ε0) ∋ ε 7→
kεj ∈ H1/j such that k0j = kj and (d/dε)|ε=0x(k

ε
j )s1 = v. (Below, ε0 may change

from line to line.)

Take u ∈ TaM arbitrarily and let v be the unique element of TbM which

corresponds to u through the bijection of the derivative map of End at b. For

this v, we take kεj as above. Define hεj to be the unique element in H such that

(1) ψ(hεj) coincides with x(k
ε
j ) on [0, s1] and (2) ψ(hεj) ↾[sr−1,sr] solves ODE (6.1)

for all 2 ≤ r ≤ N . By way of construction, h0j = hj and (d/dε)|ε=0ψ(h
ε
j)1 = u.

Thus, we have shown (ii).

Finally, we deal with (iii). Since h 7→ ψ(h)1 is Fréchet-C1 and the inclusion

W∗ ↪→ H∗ ∼= H is continuous and dense, we may use a topological lemma [15,

Lem. 7.3]. It implies that we can find ĥj ∈ Qu,a which satisfies the following con-

ditions for sufficiently large j: (1) ∥hj − ĥj∥H ≤ 1/j, (2) Dψ(ĥj)1 : H → TaM is

surjective, and (3) ⟨ĥj , •⟩H ∈ W∗. Hence, {ĥj}∞j=1 is the desired sequence. (Pre-

cisely, [15, Lem. 7.3] is for Rn-valued Fréchet-C1 maps. However, it still holds for

our manifold-valued case without modification since information outside a suffi-

ciently small neighborhood of a is not used in its proof.)

For R > 0, we set

(6.2) B̂R =
{
w ∈ GΩB

α,4m(Rd)
∣∣ ∥w1∥4mα,4m−B + ∥w2∥2m2α,2m−B < R4m

}
and set B̂R(h) = τh(B̂R), where τh is the Young translation by h ∈ H on

GΩB
α,4m(Rd). Since τh is a homeomorphism from GΩB

α,4m(Rd) to itself, {B̂R(h) |
R > 0} forms a fundamental system of open neighborhoods around h = L(h).
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Proposition 6.2. Assume that h ∈ Qu,a satisfies that Dψ(h)1 : H → TaM is

surjective and that ⟨h, •⟩H ∈ W∗. Then there exists a constant c = c(h) > 0

independent of R such that

(6.3) lim inf
ε↘0

ε2 log νεu,a(B̂R(h)) ≥ −
1

2
∥h∥2H − cR

holds for every sufficiently small R > 0.

Proof. In this proof, R ∈ (0, R0) and ε ∈ (0, ε0), where R0 > 0 and ε0 > 0 are

sufficiently small constants and may vary from line to line.

Take a coordinate neighborhood Ũ of a. We also view Ũ as a bounded open

subset of Rn. By applying a dilation on Rn to Ũ if necessary we may also assume

that δa onM (with respect to vol) corresponds to the usual δa on Rn (with respect

to the standard Lebesgue measure). We also take another open subset U so that

a ∈ U ⊂ U ⊂ Ũ .

For F ∈ D2,1(M) that takes values in Ũ (or F ∈ D2,1(M) restricted to

a subset of {F ∈ Ũ}), there are two Malliavin covariance matrices. One is the

original one defined with respect to the Riemannian metric M, while the other

is the standard one for Rn-valued Wiener functionals via the inclusion Ũ ⊂ Rn.

Since there is a constant C = C(Ũ) > 0 such that

(6.4) C−1 detσF (w) ≤ det σ̃F (w) ≤ C detσF (w) on {w ∈ W | F (w) ∈ Ũ},

either one of the two works. In what follows we will use the standard one for

Rn-valued Wiener functionals and denote it by σF again by slightly abusing the

notation.

For b ∈ π−1(a), there exist a smooth map π̂ : P → Rn and a open neighbor-

hood V of b such that V ⊂ π−1(Ũ) and π ↾V≡ π̂ ↾V . We can extend π̂ again

so that it is a smooth function π̂ : RM → Rn with compact support. (Recall the

embedding ι : P ↪→ RM in Remark 3.7.) We write X̂ε
t = π̂(Uε

t ). When we need to

specify the dependency on u and w, we write X̂ε
t = X̂ε(t, u, w). (We will use the

same notation for Xε
t and Uε

t too.)

Let χ : R → R be as in Proposition 4.2. Moreover, we assume that χ is

even and non-increasing on [0,∞) so that χ takes values in [0, 1]. Take any f ∈
C∞(Rn, [0,∞)) whose support is contained in the unit ball and set fj = jnf(j · ).
Then limj→∞ fj = δ0 in S ′(Rn). If we set fε,aj = ε−nfj(( · − a)/ε), then

limj→∞ fε,aj = δa in S ′(Rn). There exists j0 > 0 such that the support of fε,aj

is contained in U for every j ≥ j0 and ε ∈ (0, 1]. In that case, fε,aj can also be

viewed as a function onM. We will assume j ≥ j0 and set b := ϕ(h)1 ∈ P.
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Then it holds that

νεu,a(B̂R(h)) =

∫
IB̂R(h)(w)νεu,a(dw) =

∫
IB̂R

(τ−h(w))νεu,a(dw)

=

∫
IB̂R

(τ−h(εW))θεu,a(dw)

≥
∫
χ

(∥τ−h(εW)1∥4mα,4m−B + ∥τ−h(εW)2∥2m2α,2m−B

R4m

)
θεu,a(dw)

= E
[
χ

(∥τ−h(εW)1∥4mα,4m−B + ∥τ−h(εW)2∥2m2α,2m−B

R4m

)
δa(X

ε
1)

]
= lim

j→∞
E
[
χ

(∥τ−h(εW)1∥4mα,4m−B + ∥τ−h(εW)2∥2m2α,2m−B

R4m

)
fε,aj (Xε

1)

]
= lim

j→∞
E
[
χ

(∥τ−h(εW)1∥4mα,4m−B + ∥τ−h(εW)2∥2m2α,2m−B

R4m

)
fε,aj (X̂ε

1)

]
= e−∥h∥2

H/2ε2

× lim
j→∞

E
[
e−⟨h,w⟩/εχ

(∥(εW)1∥4mα,4m−B + ∥(εW)2∥2m2α,2m−B

R4m

)
× ε−nfj

(
ε−1

[
X̂ε

(
1, u, w +

h

ε

)
− a

])]
≥ e−∥h∥2

H/2ε2e−cR/ε2ε−n

× lim
j→∞

E
[
χ

(∥(εW)1∥4mα,4m−B + ∥(εW)2∥2m2α,2m−B

R4m

)
× fj

(
ε−1

[
X̂ε

(
1, u, w +

h

ε

)
− a

])]
.(6.5)

Note that when R > 0 and ε > 0 are sufficiently small, Uε
1 is close enough to

b and therefore we have Xε
1 = X̂ε

1 . We used the Cameron–Martin formula too.

We now check the last inequality. From the assumption that ⟨h, •⟩H ∈ W∗ and

the fact that the (α, 4m)-Besov norm (of the first level path) is stronger than

the usual sup-norm, we have |⟨h,w⟩H| ≤ cR/ε for a certain constant c > 0 if

∥(εW)1∥α,4m−B ≤ R.
Set

ξε = R−4m(∥(εW)1∥4mα,4m−B + ∥(εW)2∥2m2α,2m−B),

Fε = ε−1
[
X̂ε

(
1, x, w +

h

ε

)
− a

]
.

Let Γ be as in (4.14) (with (xt) = (Ut), G = π̂, and m =M). Then the Malliavin

covariance of Fε equals Γ(τh(εW), λε)1, which tends to Γ(h, 0)1 as (εW, λ) →
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(0, 0). Note that Γ(h, 0)1 is the deterministic Malliavin covariance of ψ1 at h. As

is well known, Dψ(h)1 is surjective if and only if Γ(h, 0)1 is a strictly positive

symmetric matrix. Hence, when R0 > 0 and ε0 > 0 are sufficiently small, there

exists a constant ρ > 0 such that condition (4.3) holds for every ε ∈ (0, ε0] and

R ∈ (0, R0] (ρ does not depend on ε or R). Now we can apply Proposition 4.1 to

the right-hand side of (6.5) to obtain

νεx,a(B̂R(h)) ≥ e−∥h∥2
H/2ε2e−cR/ε2ε−n E[χ(ξε)δ0(Fε)].

It suffices to prove that limε↘0 E[χ(ξε)δ0(Fε)] exists and is strictly positive. Since

χ is constant near the origin, (4.5) clearly holds with ξ0 = 0. We will check (4.4).

Since (Uε
t ) is viewed as the solution of the vector-space-valued SDE with small

noise, its asymptotic behavior as ε↘ 0 is well known:

Uε
(
1, u, w +

h

ε

)
= b+ εη1 +O(ε2) in D∞(RM ),

where η1 = η1(w) is a certain element of the first-order Wiener chaos (which can

actually be written explicitly as a Wiener integral). It is easy to see from this that

Fε = ∇π̂(b)⟨η1⟩+O(ε) in D∞(Rn).

Then ∇π̂(b)⟨η1⟩ is also an element of the first order Wiener chaos and therefore

induces a Gaussian measure of mean zero on Rn. Since its covariance matrix equals

Γ(h, 0)1, the Gaussian measure is non-degenerate and hence its probability density

function is strictly positive at the origin. From this and Proposition 4.2 we see that

lim
ε↘0

E[χ(ξε)δ0(Fε)] = E[δ0(∇π̂(b)⟨η1⟩)] ∈ (0,∞).

This completes the proof of Proposition 6.2.

Proof of the lower estimate in Theorem 5.1(i). Let O ⊂ GΩB
α,4m(Rd) be an open

set with infw∈O I1(w) <∞. Then we see from Lemma 6.1 that for every κ > 0 we

can find h ∈ Qu,a such that (1) h ∈ O, (2) 0 ≤ (∥h∥2H/2)− infw∈O I1(w) < κ and

(3) h satisfies the assumption of Proposition 6.2. Using Proposition 6.2, we have

lim inf
ε↘0

ε2 log νεu,a(O) ≥ lim inf
ε↘0

ε2 log νεu,a(B̂R(h)) ≥ − inf
w∈O

I1(w)− cR− κ

for every sufficiently small R > 0. Letting R ↘ 0 and then κ ↘ 0, we have the

desired lower estimate.

§7. Upper estimate

In this section we prove the upper estimate of LDP in Theorem 5.1(i). By a

standard argument in large deviation theory, we can easily prove it by using
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Propositions 7.3 and 7.5, which will be given below. (That νεu,a may not be a

probability measure is irrelevant in this part.) In this section the positive constant

ν varies from line to line.

The key to proving the upper estimate is a localized version of the IbP formula.

This type of IbP formula is not new. For example, it was used in the proofs of

Propositions 4.1 and 4.2. A quite similar argument appeared in the manifold-valued

Malliavin calculus in [28]. Concerning this, see also [30].

We consider the projected process Xε = π(Uε) defined by SDE (3.10). Let

a ∈ U ⊂ U ⊂ Ũ as in (6.4). By taking Ũ ⊂ Rn slightly smaller if necessary,

we can extend the coordinate functions on Ũ ∋ x 7→ xi ∈ R, 1 ≤ i ≤ n, to a

smooth function onM, which is denoted by βi. If we set X̂ε
1 = {βi(Xε

1)}ni=1, then

X̂ε
1 ∈ D∞(Rn) and X̂ε

1 = Xε
1 on {w | Xε

1(w) ∈ Ũ}. It should be recalled that the

Sobolev norm ∥X̂ε
1∥p,k is bounded in ε ∈ (0, 1] for every 1 < p <∞ and k ∈ N.

Lemma 7.1. Let the notation be as above and write Fε := X̂ε
1 for notational

simplicity. Suppose that η1, η2 : Rn → [0, 1] are smooth functions with compact

support in Ũ such that η2 ≡ 1 on the support of η1. Then, for every f ∈ S(Rn),

G ∈ Dp,k (1 < p <∞, k ∈ N+), and 1 ≤ i ≤ n, the following assertions hold true:

(i) γFε
η1(Fε) ∈ D∞(Mat(n, n)). Here, γFε

is the inverse of the Malliavin covari-

ance matrix σFε
.

(ii) If we set

Φη1

i ( · ;G) =
d∑

j=1

D∗(γijFε
η1(Fε) ·G ·DF j

ε ),

then Φη1

i ( · ;G) ∈ Dp′,k−1 for every p′ ∈ (1, p). Moreover, there exist a positive

constant c = cp,p′ and ν such that

(7.1) ∥Φη1

i ( · ;G)∥p′,k−1 = cε−ν∥G∥p,k, 0 < ε ≤ 1.

Here, c = cp,p′ and ν are independent of ε and G. Moreover, ν does not

depend on (p, p′) either.

(iii) We have

(7.2) E[∂if(Fε)η1(Fε)G] = E[f(Fε)η2(Fε)Φ
η1

i ( · ;G)].

Proof. By (4.6) and (6.4), there exist positive constants Cp, ν such that

(7.3) E[(detσFε
)−p1{Fε∈Ũ}]

1/p ≤ Cpε
−ν , 0 < ε ≤ 1.

Here, Cp and ν are independent of ε. Moreover, ν does not depend on p either.

Now we prove (i). It may be heuristically obvious, but we must take care

of the possibility that γFε
is not defined outside {Fε ∈ Ũ}. For m ∈ N+ we
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set σm
Fε

:= σFε
+ m−1Idn, where Idn stands for the identity matrix of size n.

Then (detσm
Fε
)−1 ≤ mn, a.s. and its inverse γmFε

:= (σm
Fε
)−1 exists. Moreover,

(detσm
Fε
)−1 ↗ (detσFε

)−1 ∈ [0,∞], a.s. Note that γmFε
and (detσm

Fε
)−1 are both

D∞-functionals defined on W. Recall that

γmFε
= (detσm

Fε
)−1 × [the adjugate matrix of σm

Fε
].

From this and (7.3), we can easily see that (γmFε
)ijη1(Fε) → γijFε

η1(Fε) in Lp as

m→∞ (1 < p <∞).

Now we calculate the first-order derivative. Note that

D{(γmFε
)ijη1(Fε)} = −

∑
k,l

(γmFε
)ik ·Dσkl

Fε
· (γmFε

)lj · η1(Fε)

+
∑
l

(γmFε
)ij · ∂lη1(Fε) ·DF l

ε.

For the same reason as above, this belongs to D∞(H) and converges in Lp(H),
1 < p <∞, as m→∞. The closability of D implies that

(7.4) D{γijFε
η1(Fε)} = −

∑
k,l

γikFε
·Dσkl

Fε
· γljFε

· η1(Fε) +
∑
l

γijFε
· ∂lη1(Fε) ·DF l

ε

and ∥γijFε
η1(Fε)∥p,1 = O(ε−ν) for every 1 < p <∞. Repeating essentially the same

argument for higher-order derivatives, we can prove that ∥γijFε
η1(Fε)∥p,k ≤ O(ε−ν)

for every 1 < p <∞ and k ∈ N+ (if we adjust the value of ν > 0). Thus, we have

shown (i).

To prove (ii), just recall that D∗ is a bounded linear map from Dp,k(H) to

Dp,k−1 for every p and k (see [14, p. 365] for instance).

Finally, we prove (iii). From a well-known formula for D∗, we see that

Φη1

i ( · ;G) = −
d∑

j=1

{⟨D(γijFε
· η1(Fε) ·G), DF j

ε ⟩H + γijFε
· η1(Fε) ·G · LF j

ε },

where L = −D∗D is the Ornstein–Uhlenbeck operator. Since this vanishes outside

{Fε ∈ supp(η1)}, we have Φη1

i ( · ;G) = η2(Fε)Φ
η1

i ( · ;G). As in the proof for the

standard IbP formula in (4.2), we see from the definition of D∗ that

E[∂if(Fε)η1(Fε)G] = E
[〈
Df(Fε),

d∑
j=1

γijFε
DF j

ε

〉
H
η1(Fε)G

]
= E[f(Fε)Φ

η1

i ( · ;G)].

This completes the proof of Lemma 7.1.
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Take a smooth function ηj : Rn → [0, 1], 1 ≤ j ≤ 2n+1, with compact support

in Ũ , with the following properties: (1) η1 ≡ 1 on U , (2) ηj+1 ≡ 1 on the support

of ηj for all 1 ≤ j ≤ 2n. We write η := {ηi}2n+1
i=1 .

Let β := (i1, i2, . . . , is) be a multi-index of length at most 2n, that is, s ≤ 2n

and 1 ≤ i1, . . . , is ≤ n. For β = (i1), just set Φ
η
β( · ;G) = Φη1

i1
( · ;G). For β = (i1, i2),

set Φη
β( · ;G) = Φη2

i2
( · ,Φη1

i1
( · ;G)). When s ≥ 3, write β′ = (i1, . . . , is−1) and

recursively set Φη
β( · ;G) = Φηs

is
( · ,Φη

β′( · ;G)).

Proposition 7.2. There exists a constant ν > 0 such that

∥δa(Xε
1)∥2,−2n = O(ε−ν) as ε↘ 0.

Proof. If {gk}k∈N is a sequence of smooth functions supported in U such that

gk → δa in S ′(Rn) as k →∞, then we see from the results in [28] that

E[δa(Xε
1)G] = lim

k→∞
E[gk(Xε

1)G]

= lim
k→∞

E[gk(Xε
1)η1(X

ε
1)G] = lim

k→∞
E[gk(Fε)η1(Fε)G](7.5)

for every G ∈ D∞, where we write Fε = X̂ε
1 again.

Next recall that if we set f(x) :=
∏n

j=1(xj−aj)+ and β = (1, 1, 2, 2, . . . , n, n),

then ∂βf = δa in the distribution sense. Take κ > 0 so small that
∏n

j=1[aj − κ,
aj +κ] ⊂ U holds. For this κ, we can find a sequence {λk}∞k=1 of smooth and non-

decreasing functions on R such that (1) λk(z) coincides with z+ := z ∨ 0 outside

[−κ, κ] for all k, (2) λk(z) converges to z+ uniformly on [−κ, κ] as k → ∞. Set

fk(x) =
∏n

j=1 λk(xj−aj). Then fk is smooth on Rn and limk→∞ fk = f uniformly

on Rn. Note that limk→∞ ∂βfk = δa in the distribution sense and ∂βfk ≡ 0 outside

U . So we may take gk = ∂βfk in (7.5) above.

By (7.2) in Lemma 7.1 and the way Φη
β( · ;G) is defined, we have

E[∂βfk(Fε)η1(Fε)G] = E[fk(Fε)η2n+1(Fε)Φ
η
β( · ;G)].

From this and (7.5), we have

(7.6) E[δa(Xε
1)G] = E[f(Fε)η2n+1(Fε)Φ

η
β( · ;G)].

Note that |f(Fε)η2n+1(Fε)| is dominated by a polynomial in |Fε|. Therefore,

∥f(Fε)η2n+1(Fε)∥Lp is bounded in ε for every 1 < p < ∞. By using (7.2) and

(7.1) in Lemma 7.1 repeatedly, we can easily show that

∥Φη
β( · ;G)∥L3/2 = cε−ν∥G∥2,2n, 0 < ε ≤ 1,

if the value of ν > 0 is adjusted. Therefore, the right-hand side of (7.6) is also

dominated by cε−ν∥G∥2,2n, where c is independent of ε and k. This proves the

proposition.
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Proposition 7.3. The family {νεu,a}0<ε≤1 is exponentially tight on GΩB
α,4m(Rd),

that is, for every M ∈ (0,∞), there exists a compact set K = KM such that

lim sup
ε↘0

ε2 log νεu,a(K
c) ≤ −M.

Proof. Let B̂R = B̂α,4m
R be a “ball of radius R > 0” as in (6.2). It is shown in [15,

Lem. 7.6] that there exists a constant c = cα,4m > 0 independent of R such that

Cap2,2n
({
w ∈W

∣∣ L(w) ∈ (B̂α,4m
R )c

})
≤ e−cR2

for sufficiently large R > 0.

Take κ > 0 so small that the Besov parameter (α+κ, 4m) still satisfies (4.8). It

is well known that GΩB
α+κ,4m(Rd) is embedded in GΩB

α,4m(Rd) and every bounded

subset of the former is precompact in the latter.

By the way νεu,a is defined, it holds that

νεu,a((B̂
α+κ,4m
R )c) = θεu,a

({
w ∈ W

∣∣ εL(w) ∈ (B̂α+κ,4m
R )c

})
≤ ∥δa(Xε

1)∥2,−2n Cap2,2n
({
w ∈W

∣∣ L(w) ∈ (B̂α+κ,4m
R/ε )c

})
≤ Cε−νe−cR2/ε2 for sufficiently large R > 0.

Here we used the inequality in item (e) in Section 4.1 and Proposition 7.2. Hence,

we have

lim sup
ε↘0

ε2 log νεu,a((B̂
α+κ,4m
R )c) ≤ −cR2.

For given M > 0, we choose R so large that cR2 ≥ M holds. Since B̂α+κ,4m
R is

precompact in (α, 4m)-Besov topology, the proof is completed.

For R > 0 and w ∈ GΩB
α,4m(Rd), we set

BR(w) =
{
v ∈ GΩB

α,4m(Rd)
∣∣ ∥v1 −w1∥4mα,4m−B

+ ∥v2 −w2∥2m2α,2m−B ≤ R4m
}
.(7.7)

Clearly, {BR(w)|R > 0} forms a fundamental system of neighborhoods around w.

Set

Ξε = ∥(εW)1 −w1∥4mα,4m−B + ∥(εW)2 −w2∥2m2α,2m−B .

Then, for every ε ∈ (0, 1] and w, Ξε = Ξε( · ,w) is∞-quasi continuous and belongs

to D∞. Moreover, {Ξε}ε is bounded in ε in Dp,k for every 1 < p <∞ and k ∈ N.
For a smooth, non-increasing function χ : [0,∞)→ [0, 1] such that χ ≡ 1 on [0, 1]

and χ ≡ 0 on [2,∞), χ(Ξε/R
4m) ∈ D∞ satisfies 1BR(w) ◦(εL) ≤ χ(Ξε/R

4m) ≤
1B2R(w) ◦(εL) quasi-surely.



180 Y. Inahama

Let us recall that the law of εW = εL(w) satisfies the standard version of

Schilder-type LDP on GΩB
α,4m(Rd) with good rate function I, where

I(w) =

{
1
2∥h∥

2
H (if w = L(h) for some h ∈ H),

∞ (otherwise).

By a general result on LDPs (see [6, Lem. 4.1.6] for example), we then have

lim
R↘0

lim sup
ε↘0

ε2 logµ
({
w ∈ W

∣∣ εW ∈ BR(w)
})

≤ − lim
R↘0

inf
{
I(v)

∣∣ v ∈ BR(w)
}
= −I(w), w ∈ GΩB

α,4m(Rd).(7.8)

Lemma 7.4. Let the notation be as above. For every p ∈ (1,∞) and k ∈ N, it
holds that

lim
R↘0

lim sup
ε↘0

ε2 log ∥χ(Ξε( · ,w)/R4m)∥pp,k ≤ −I(w), w ∈ GΩB
α,4m(Rd).

Proof. We will write Ξε = Ξε( · ,w). By Meyer’s equivalence, it is enough to esti-

mate
∑k

j=0 ∥Djχ(Ξε/R
4m)∥pLp , where D is the H-derivative. Hence, it amounts to

computing

max
0≤j≤k

lim sup
ε↘0

ε2 log ∥Djχ(Ξε/R
4m)∥pLp .

For j = 0, we can easily see that ∥χ(Ξε/R
4m)∥pLp ≤ µ({εW ∈ B2R(w)}).

For j = 1, we have Dχ(Ξε/R
4m) = χ′(Ξε/R

4m)(DΞε)R
−4m. Hence, for every

q ∈ (1,∞) and R > 0, there exists a positive constant C = Cq,R (independent of

ε) such that

∥Dχ(Ξε/R
4m)∥pLp ≤ E[|χ′(Ξε/R

4m)|pq]1/q E[∥DΞε∥rHR−4mr]1/r

≤ Cµ({εW ∈ B2R(w)})1/q,

where 1/q+1/r = 1. By repeating similar computations we have, for all 0 ≤ j ≤ k,
that

∥Djχ(Ξε/R
4m)∥pLp ≤ Cµ({εW ∈ B2R(w)})1/q.

Using (7.8), we have limR↘0 lim supε↘0 ε
2 log ∥χ(Ξε/R

4m)∥pp,k ≤ −(1/q)I(w). Let-

ting q ↘ 1, we finish the proof.

Proposition 7.5. Let the notation be as above. Then we have

(7.9) lim
R↘0

lim sup
ε↘0

ε2 log νεu,a(BR(w)) ≤ −I1(w), w ∈ GΩB
α,4m(Rd).

Proof. Write â := Ψ(w, 0)1 for simplicity. First we consider the case a ̸= â. Let U

and Û (with U ∩ Û = ∅) be a neighborhood of a and â, respectively. By Lyons’
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continuity theorem, there exists R0 > 0 and ε0 > 0 such that Ψ(v, λε)1 ∈ Û

if v ∈ B2R0
(w) and ε ∈ (0, ε0). Suppose that {gk}∞k=1 is a sequence of smooth

functions with supports in U that approximates δa. Then we have

νεu,a(BR(w)) ≤ E[χ(Ξε/R
4m)δa(X

ε
1)] = lim

k→∞
E[χ(Ξε/R

4m)gk(X
ε
1)]

≤ lim
k→∞

E[1{εW∈B2R(w)} gk(Ψ(εW, λε)1)] = 0

if ε ∈ (0, ε0) and R ∈ (0, R0). Thus, we have shown (7.9) for this case.

Next we consider the case a = â. As in the proof of Proposition 7.2, we use

the localized IbP formula. Let η := {ηi}2n+1
i=1 as in Proposition 7.2. Then we can

see that, for every p ∈ (1,∞), there exist positive constants c and ν (independent

of ε) such that

νεu,a(BR(w)) ≤ E[χ(Ξε/R
4m)δa(X

ε
1)]

= E[f(Fε)η2n+1(Fε)Φ
η
β( · ;χ(Ξε/R

4m))]

≤ cε−ν∥χ(Ξε/R
4m)∥p,2n.

Here we used (7.1) and (7.2) in Lemma 7.1 repeatedly. Using Lemma 7.4 and then

letting p ↘ 1, we have limR↘0 lim supε↘0 ε
2 log νεu,a(BR(w)) ≤ −I(w) in this

case. Thus, we have proved (7.9).

Appendix. Positivity of the heat kernel

Let pεt (x, a) = E[δa(Xε
t )] be the heat kernel (or the density function) onM asso-

ciated with the ε2(∆sub/2 + V )-diffusion process. Here, (Xε
t ) is the projection of

the solution of SDE (3.10) with the starting point u. The skeleton ODE with drift

which corresponds to SDE (3.10) with ε = 1 is given as

(A.1) dϕ(h)t =

d∑
i=1

Ai(ϕ(h)t) dh
i
t +A0(ϕ(h)t) dt, ϕ(h)0 = u.

We write ψ(h)t = π(ϕ(h)t).

The purpose of this appendix is to verify that

(A.2) pεt (x, a) > 0 for every x, a ∈M and ε, t ∈ (0, 1].

By the scaling property pεt (x, a) = p1ε2t(x, a), it is enough to prove (A.2) for ε = 1.

This kind of positivity for the density of Wiener functionals has been well studied

(see [2] and Remark A.2 below). According to these results, Lemma A.1 below

implies (A.2).
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Lemma A.1. Let x, a ∈ M and u ∈ π−1(x). Then, for every τ ∈ (0, 1], there

exists h ∈ H such that ψ(h)τ = a and Dψ(h)τ : H → TaM is surjective.

Proof. It is sufficient to prove the case τ = 1. The general case can be done with

trivial modifications.

We now make two simple remarks. First, let {Z1, . . . , Zd} be an orthonormal

frame of D on a coordinate neighborhood U ⊂ M. Consider the following ODE

on U driven by a Cameron–Martin path h:

(A.3) dζ(h)t =

d∑
i=1

Zi(ζ(h)t) dh
i
t + V0(ζ(h)t) dt.

Then ζ = ζ(h) is of finite energy and satisfies ζ ′t − V0(ζt) ∈ Dζt for almost all t.

Conversely, if ζ is a path onM of finite energy such that ζ ′t−V0(ζt) ∈ Dζt for almost

all t, then there uniquely exists a Cameron–Martin path h such that ζ = ζ(h). In

this sense, we have a one-to-one correspondence h↔ ζ(h).

Second, consider ζ ∈ Hx(M, TM) such that ζ ′t−V0(ζt) ∈ Dζt for almost all t ∈
[0, 1]. We denote by ξ the horizontal lift of ζ with ξ0 = u. Since A0 is the horizontal

lift of V0, ξ
′
t−A0(ξt) ∈ Kξt for almost all t ∈ [0, 1]. Since {A1(u), . . . , Ad(u)} forms

a linear basis of Ku for all u ∈ P, there uniquely exists h ∈ H such that ξ = ϕ(h).

Conversely, if ϕ(h) solves ODE (A.1), then ζ := ψ(h) satisfies ζ ′t−V0(ζt) ∈ Dζt for

almost all t. In this way, we have a one-to-one correspondence h↔ ζ.

By using Proposition 3.3 and Lemma 4.3, we can now prove Lemma A.1 in a

similar way to the proof of Lemma 6.1.

Let U be a coordinate neighborhood of x and consider ODE (A.3) with

ζ(h)0 = x on U . By extending the coefficient vector fields with compact support,

we also view (A.3) as an ODE on Rn. Since these vector fields satisfy Hörmander’s

condition at x, we can use Lemma 4.3. It implies that there exists a Cameron–

Martin path k : [0, 1/2]→ Rd such that (1) the tangent map of ζ( · )1/2 is surjective
at k and (2) [0, 1/2] ∋ t 7→ ζ(k)t stays inside U . By Proposition 3.3, there exists

a finite energy path η : [1/2, 1] → M such that η1/2 = ζ(k)1/2, η1 = a, and

η′t − V0(ηt) ∈ Dηt for almost all t.

Define ζ ∈ Hx(M, TM) to be the concatenation of ζ(k) and η. Then ζ1 = a

and ζ ′t − V0(ζt) ∈ Dζt for almost all t. The corresponding h ∈ H is the desired

element. (The proof of the surjectivity of Dψ(h)1 is essentially the same as in the

proof of Lemma 6.1 and is therefore omitted.)

Remark A.2. Precisely speaking, the positivity theorem for the density in [2] is

for SDEs on a Euclidean space. But, after slightly modifying it, one can verify that

it still holds for SDEs on a compact manifold.
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