
J. Spectr. Theory 14 (2024), 1513–1536
DOI 10.4171/JST/533

© 2024 European Mathematical Society
Published by EMS Press

This work is licensed under a CC BY 4.0 license

Absence of bound states for quantum walks
and CMV matrices via reflections

Christopher Cedzich and Jake Fillman

Abstract. We give a criterion based on reflection symmetries in the spirit of Jitomirskaya–
Simon to show absence of point spectrum for (split-step) quantum walks and Cantero–Moral–
Velázquez (CMV) matrices. To accomplish this, we use some ideas from a recent paper by the
authors and collaborators to implement suitable reflection symmetries for such operators. We
give several applications. For instance, we deduce arithmetic delocalization in the phase for the
unitary almost-Mathieu operator and singular continuous spectrum for generic CMV matrices
generated by the Thue–Morse subshift.

1. Introduction

One of the fundamental issues in the theory of ergodic operators is to establish the
presence of Anderson localization (i.e., pure point spectrum with exponentially decay-
ing eigenfunctions) whenever one suspects it to be present, and furthermore, one
often suspects Anderson localization occurs for operator families in the regime of
positive Lyapunov exponents. Indeed, positivity of the Lyapunov exponent is often
the first step on a journey towards localization and provides a key input: namely,
(via Ruelle’s theorem [43]) positivity of the Lyapunov exponent ensures that for any
energy for which the pointwise Lyapunov exponent exists, one has an exponential
dichotomy of solutions and therefore generalized eigenvalues must decay exponen-
tially. However, the phenomenon in question is in general very delicate, since one
must be careful of the exceptional set on which the pointwise Lyapunov exponent
fails to exist. This can be overcome, and hence the desired localization can be proved,
using a variety of techniques, such as multi-scale analysis, fractional moment analy-
sis, large deviations, repulsion of singular clusters, elimination of double resonances,
and others; for references and further reading, we direct the reader to [4, 16, 17, 35].
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These approaches have been pursued and implemented in a number of works con-
cerning quasi-periodic [12, 27, 46, 47], almost-periodic [11], skew-shift [14, 37, 39]
and random [2, 8, 28, 34, 48] CMV matrices.

One is also naturally interested in understanding structures that preclude local-
ization in the regime of positive exponents (either globally, or locally in energy).
The present paper accomplishes precisely this task for CMV operators in the pres-
ence of suitable reflection symmetries by synthesizing ideas of [11] to exploit gauge-
invariance in order to implement the approach of Jitomirskaya and Simon [31]. The
main results of this work in particular show that several localization results recently
obtained for the unitary almost-Mathieu operator [12, 47] and mosaic model [11] are
sharp in the sense that localization for almost every phase cannot be strengthened to
localization for all phases. Furthermore, the method gives generic absence of eigen-
values for CMV matrices and quantum walks generated by subshifts containing many
palindromes. In particular, we obtain the first results on singular continuous spectrum
for CMV matrices generated by the Thue–Morse subshift, to our knowledge.

Let us briefly recall some of the background literature. In the setting of self-
adjoint operators Jitomirskaya–Simon gave a criterion for Schrödinger operators to
have purely continuous spectrum [31]. This was adapted to palindromic subshift oper-
ators by Hof, Knill, and Simon [29] and developed further in works such as Koslover
[36] and Jitomirskaya and Liu [30]. As was noted in [11], arguments based on reflec-
tions to be more delicate (even outright impossible) for standard CMV operators, due
to a lack of appropriate reflection symmetries. However, the authors and collabora-
tors observed in [11] that one can overcome this by passing to the setting of so-called
generalized CMV matrices via complexification and relating the complexified CMV
matrix to the initial operator via a diagonal gauge transformation that preserves the
Verblunsky coefficients. Let us also mention a different obstruction to localization,
known as the Gordon criterion [25], is based on the presence of suitable repetitions,
rather than reflections. This is significantly more straightforward and has already been
worked out for CMV matrices in [21]; see also [38] for an arithmetic strengthening
and [40, 41] for earlier results. Recently, Avila and Damanik have announced another
approach to delocalization that applies to ergodic self-adjoint operators in arbitrary
dimensions [6].

CMV matrices have physical significance, as they are (equivalent to) one-dimen-
sional split-step quantum walks, which was first observed in [9] and elaborated upon
in [11]. Split-step quantum walks are the simplest type of the rich class of quan-
tum walks which have gained popularity in recent years as models of discrete time
quantum dynamics. In this sense, quantum walks play a role similar to that of Jacobi
matrices for continuous time evolutions generated by general self-adjoint operators,
and one is therefore naturally interested in their dynamical [1–3, 5, 26, 33, 34] and
spectral [7, 10, 13, 32, 42] properties.

We formulate our main results precisely in Section 2 and prove them in Section 3.
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2. Results

2.1. General Results

We begin by recalling the notion of generalized extended CMV (GECMV) matri-
ces from [11]. Let S3 D ¹.˛; �/ 2 C2 W j˛j2 C j�j2 D 1º and consider a sequence
¹.˛n; �n/º 2 .S3/Z. In the standard basis of `2.Z/, the corresponding GECMV matrix
takes the form

EDE˛;�D

26666666664

: : :
: : :

: : :
: : :

˛0��1 �˛0˛�1 ˛1�0 �1�0

�0��1 ��0˛�1 �˛1˛0 ��1˛0

˛2�1 �˛2˛1 ˛3�2 �3�2

�2�1 ��2˛1 �˛3˛2 ��3˛2
: : :

: : :
: : :

: : :

37777777775
;

(2.1)
where we boxed the .0; 0/matrix element. A standard CMV matrix has the form (2.1)
with �n� 0 for all n; equivalently, �nD

p
1 � j˛nj2. The standard CMV matrix has an

important role in mathematical physics, spectral theory, and orthogonal polynomials;
for a textbook discussion that includes many important cases (e.g. periodic, random,
and almost-periodic), see [44, 45]. For any sequence ˛ D ¹˛nº 2 DZ, the associated
standard CMV matrix and its cousin with complexified � terms will be denoted by

E˛ ´ E
˛;
p
1�j˛j2

; EC
˛ ´ E

˛;i
p
1�j˛j2

:

By [11], E˛ and EC
˛ are equivalent via a gauge transform.

Given u 2 CZ, and � 2 1
2
Z, the reflection of u through the center � is given by

.R�u/n D u2��n:

In order to get useful estimates, we will need Verblunksy pairs with exponentially
good approximate reflection symmetries locally on intervals that are exponentially
long (with respect to the center of reflection). To generate such symmetries for a
suitably rich set of phases in the ergodic setting below, it is useful to begin with
a sequence that obeys exact symmetries globally. The following notions make this
precise.

We say that ˛ D ¹˛nº 2 DZ is reflection symmetric about the center � if

.R�˛/n � ˛n: (2.2)

It is no loss of generality to assume that the center of reflection is 0, which we will
do throughout the paper: we simply say that ˛ is reflection symmetric if it is reflection
symmetric about � D 0.
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The following definition captures precisely the approximate local reflection sym-
metries that we will need.

Definition 2.1. Given B > 0 and � 2 1
2
Z, we say that ˛ 2 DZ is .B; �/-reflective if

j.R�˛/n � ˛nj < e
�Bj� j for all n 2 Z such that j� � nj � eBj� j:

We say that ˛ is B-reflective if it is .B; �/-reflective for infinitely many � 2 1
2
Z.

Clearly, ˛ is .B; �/-reflective for every B > 0 whenever it is reflection symmetric
about �, but not conversely.

Throughout, we assume that the Verblunsky coefficients are bounded away from
1 in modulus:

k˛k1 D r0 < 1; (2.3)

which in particular implies

j�nj � .1 � r
2
0 /
1=2
µ c0 > 0

uniformly in n.
The main result is the following.

Theorem 2.2. Assume ˛ satisfies (2.3). There is a constantB0 such that the following
is true: if ˛ is B-reflective with B > B0, then E D E˛;� has empty point spectrum for
any admissible1 choice of �; in particular, the standard CMV matrix E˛ has empty
point spectrum.

Remark 2.3. A few comments are in order.
(a) A straightforward attempt to imitate the proof of [31] for standard CMV matri-

ces leads to roadblocks arising from the lack of relevant symmetries. For instance, it
is clear that an estimate of the form (3.7) is needed to obtain useful estimates on the
quantities in, for example, (3.11) and (3.19). Thus, in addition to the identity (2.2) for
the ˛’s, one also must have a symmetry of the type (3.7) for the �’s, and such a sym-
metry cannot hold for standard CMV matrices, so one absolutely must complexify to
reveal the necessary symmetry.

(b) In fact, as the reader will see, even with the new ideas using gauge transforms
to relate to the complexified � case, the computations are somewhat more laborious
in the present setting. For instance, one may compare the proof of Lemma 3.4 to the
corresponding computation in [31, Step 1]. Similarly, the absence of symplectic sym-
metry (even after complexification) makes the comparison of “reflected” and inverted
transfer matrices quite delicate.

1That is, any choice of � satisfying j˛nj
2 C j�nj

2 � 1.
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(c) If ˛ satisfies (2.3), then the hypothesis of Theorem 2.2 is fulfilled whenever ˛
is even and real-valued.

(d) The largeness condition on B is concrete. To ensure that z 2 @D is not an
eigenvalue of E˛ , one simply needs B to be large enough that

lim
n!1

e�BnkN`Cn�1;z � � �N`C1;zN`;zk D 0

uniformly in ` 2 Z, where Nn;z denote the transfer matrices (see Lemma 3.1). Thus,
for ergodic models over strictly ergodic base dynamics (for which one may apply Fur-
man’s uniform subadditive ergodic theorem [24]), one can phrase the relevant bound
in terms of the Lyapunov exponent locally in the spectral parameter and deduce arith-
metic delocalization; compare Theorem 2.5 and Corollary 2.6.

(e) When applying the results to general quantum walks that are not given by
GECMV matrices, some care is needed. For instance, the electric walks in [13, 14]
have symmetric coins, but application of the gauge transform leads to a CMV matrix
that does not satisfy the necessary symmetries, so our results do not apply in that
setting.

(f) It follows readily from the result of Damanik and Killip [19] that for any
almost-periodic sequence ˛ that is not limit-periodic, the set of reflective ! 2 hull.˛/
has zero Haar measure.

Theorem 2.2 can be applied to almost-periodic CMV matrices. Recall that ˛ 2CZ

is called almost-periodic if its orbit

orb.˛/´ ¹˛.� � n/ W n 2 Zº

is relatively compact in `1.Z/. In that case, the closure (which is compact) is called
the hull:

hull.˛/´ orb.˛/k�k1 :

Corollary 2.4. Assume ˛W Z ! D satisfies (2.3). If ˛ is reflection-symmetric and
almost-periodic, then there is a dense Gı subset �0 � hull.˛/ such that the extended
CMV matrix E! has empty point spectrum for all ! 2 �0.

Note that in the setting of Corollary 2.4, ! 2 hull.˛/, so the Verblunsky coefficient
sequence associated with E! is simply the sequence ! itself, that is, ˛!.n/ D !.n/.
In addition, as alluded to in Remark 2.3, one can make Corollary 2.4 quantitative and
can exclude eigenvalues locally in the spectral parameter. In order to do that, we need
the Lyapunov exponent L.z/ (which will be defined in (3.22)).

Theorem 2.5. Assume ˛WZ! D satisfies (2.3). If ˛ is almost-periodic and B-reflec-
tive, then, for any admissible �, E˛;� has no eigenvalues in the region ¹z 2 @D W
2L.z/ < Bº.
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This allows us to establish a corollary giving arithmetic delocalization in the spirit
of [30, Theorem 4.2]. To formulate the result, recall that a topological group is called
monothetic if it contains a dense cyclic subgroup (e.g., this class of groups includes Z,
Zp , Td , Zp � Td , and certain procyclic groups such as the p-adic integers). Given
a metrizable compact monothetic �, a generator ˇ of a dense cyclic subgroup, and
f 2 C.�;C/, the sequence .f .nˇ C !//n2Z is almost-periodic2 for any choice of
! 2 �. This is a standard fact whose proof can be found in various places, e.g., [15,
Section 3].

For a metrizable compact monothetic group � with translation-invariant metric
dist, we denote

jjj!jjj D jjj!jjj� WD dist.!; 0/; ! 2 �:

For ˇ; ! 2 �, define

ı.ˇ; !/ D lim sup
jnj!1

h
�

log jjj2! C nˇjjj
jnj

i
: (2.4)

Corollary 2.6. Suppose � is a compact metrizable monothetic group, that ˇ; !2�,
and that the subgroup generated by ˇ is dense in �. If f W�! D is Lipschitz con-
tinuous and satisfies f .�!/ � f .!/, then for each ! 2 �, the CMV matrix E! with
coefficients

˛!.n/ D f .nˇ C !/

has no eigenvalues in the region ¹z 2 @D W L.z/ < ı.ˇ; !/º.

Let us briefly point out that [30, Theorem 4.2] is formulated for � D T , but the
proof they give carries through with cosmetic changes to the more general setting
described in Corollary 2.6. Moreover, we need this slight generalization since the
UAMO (viewed as a dynamically defined CMV matrix) is most naturally viewed as
having base dynamics on T � Z2, as discussed below in (3.23).

2.2. Examples and applications

The criterion in the main results can be applied to models of interest. For instance,
localization questions for the unitary almost-Mathieu operator (UAMO) introduced
in [12, 23] have been studied in [12, 47]. In light of [11, 12], the UAMO family is
gauge-equivalent to the family of GECMV matrices given by

˛2n�1 D �2 cos.2�.nˆC �//; ˛2n D �
0
1;

2That is, its translates are precompact in `1.Z/.



Absence of bound states for quantum walks and CMV matrices via reflections 1519

where we abbreviate �01´ .1� �21/
1=2. Let us denote the corresponding operators by

EUAMO
�1;�2;ˆ;�

. Notice that we use the cosine rather than the sine (which is the definition
given in [12]) since the cosine function is even and we want to emphasize reflection
symmetries.

Corollary 2.7. For any �1; �2 2 .0; 1/ and irrational ˆ, EUAMO
�1;�2;ˆ;�

has empty point
spectrum whenever

1

2
ı.ˆ; �/ > log

h�2.1C �01/
�1.1C �

0
2/

i
: (2.5)

In particular, EUAMO
�1;�2;ˆ;�

has empty point spectrum for generic � 2 T and has purely
singular continuous spectrum whenever (2.5) and �1 < �2 hold.

The same result can be applied to other almost-periodic CMV matrices, such as
the mosaic model considered in [11], which can be given by an additional choice of
parameter s 2 ZC and defining

˛2n D �
0
1; ˛2kn�1 D

´
�2 cos.2�.nˆC �// k 2 sZ

0 otherwise.

We write the resulting operator as Emosaic
s;�1;�2;ˆ;�

.

Corollary 2.8. For any s 2 Z, �1; �2 2 .0; 1/, and irrational ˆ, Emosaic
s;�1;�2;ˆ;�

has
empty point spectrum for generic � 2 T .

Finally, let us mention that the criterion in Theorem 2.2 may be applied to ergodic
CMV matrices taking finitely many values, which occur naturally in the context of
subshifts. Given a finite set A � D (the alphabet), a subshift is any compact3 set
� � AZ that is invariant under the action of the shift map shWAZ ! AZ given by

Œsh!�.n/ D !.nC 1/:

It is well known that a subshift .�; sh/ is minimal (in the sense that the shift-orbit of
every ! 2 � is dense in �) if and only if there is a set

L D L.�/ �
[
n2N

An

with the property that L is precisely the set of finite strings occurring in every ! 2 �,
that is,

¹!j!jC1 � � �!jCm�1 W j 2 Z; m � 1º D L

for every ! 2 �. The set L is called the language of the subshift.

3Naturally, A is given the discrete topology and AZ is in turn given the product topology.
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Corollary 2.9. If .�; sh/ is a minimal subshift whose language contains arbitrarily
long palindromes, then E! has empty point spectrum for generic ! 2 �.

In particular, let us mention that Corollary 2.9 can be applied to the subshift
generated by the Thue–Morse substitution STMW a 7! ab, b 7! ba over the alphabet
AD ¹a; bº. The corresponding CMV matrices and quantum walks were studied from
a dynamical perspective [18, 22] and were known to have purely singular spectrum
by Kotani theory [45] and in fact Cantor spectrum of zero Lebesgue measure [20],
but singular continuous spectrum could not be established until now. Since this is an
important example in the theory of aperiodic order, we formulate this explicitly as a
corollary.

Corollary 2.10. If � � ¹a; bºZ is the subshift generated by the Thue–Morse substi-
tution, then for generic ! 2 �, E! has purely singular continuous spectrum.

To the best of our knowledge, this gives the first result about singular continuity
for CMV matrices or quantum walks generated by the Thue–Morse substitution. For
Schrödinger operator versions of these results, see [29].

3. Proofs of the results

One studies E and its spectral properties via the generalized eigenvalue equation

Eu D zu; z 2 C� � C n ¹0º; u 2 CZ; (3.1)

where we emphasize that no assumption is made about u beyond being a complex-
valued sequence.

For later, use note that E acts on coordinates via

ŒE˛;�u�.2n/ D ˛2nŒ�2n�1u.2n � 1/ � ˛2n�1u.2n/� (3.2)

C �2nŒ˛2nC1u.2nC 1/C �2nC1u.2nC 2/�

ŒE˛;�u�.2nC 1/ D �2nŒ�2n�1u.2n � 1/ � ˛2n�1u.2n/� (3.3)

� ˛2nŒ˛2nC1u.2nC 1/C �2nC1u.2nC 2/�:

Solutions to Eu D zu with z 2 C� and u 2 CZ satisfy the iterative relation�
u.2nC 1/

u.2n/

�
DMn;z

�
u.2n � 1/

u.2n � 2/

�
; n 2 Z;
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where the transfer matrices Mn;z are given by

Mn;z D X.˛2n; ˛2n�1; ˛2n�2; �2n; �2n�1; �2n�2; z/

´
1

�2n�2n�1

�
z�1 C ˛2n˛2n�1 C ˛2n�1˛2n�2 C ˛2n˛2n�2z

��2n˛2n�1 � �2n˛2n�2z

��2n�2˛2n�1 � �2n�2˛2nz

�2n�2n�2z

�
;

for n 2 Z and z 2 C�. This follows from direct calculations using (3.2) and (3.3),
which are carried out in detail in [12, Section 4]. Note that the determinant ofMn;z is
given by

detMn;z D
�2n�1�2n�2

�2n�2n�1
:

Similar calculations give us the following iterative relations for starting points
with reversed parity. For the reader’s convenience, we sketch the argument below.

Lemma 3.1. Suppose that Eu D zu for z 2 C n ¹0º. Then�
u.2nC 2/

u.2nC 1/

�
D Nn;z

�
u.2n/

u.2n � 1/

�
; n 2 Z; (3.4)

where

Nn;z D X.˛2nC1; ˛2n; ˛2n�1; �2nC1; �2n; �2n�1; z
�1/

D
1

�2nC1�2n

�
z C ˛2n˛2n�1 C ˛2nC1˛2n�1z

�1 C ˛2nC1˛2n

�˛2n�2nC1 � ˛2n�1�2nC1z
�1

�˛2n�2n�1 � ˛2nC1�2n�1z
�1

�2n�1�2nC1z
�1

�
: (3.5)

Moreover,

detNn;z D
�2n�2n�1

�2nC1�2n
:

Proof. From ˛2n(3.2)C �2n (3.3) and �2n(3.2) � ˛2n (3.3) we get

˛2nzu.2n/C �2nzu.2nC 1/ D �2n�1u.2n � 1/ � ˛2n�1u.2n/ (3.6)

and

�2nzu.2n/ � ˛2nzu.2nC 1/ D ˛2nC1u.2nC 1/C �2nC1u.2nC 2/;

respectively, where we used that j˛j2 C j�j2 D 1. Solving the first equation for
u.2nC 1/ and inserting it into the second one yields the relations in (3.4). The deter-
minant is determined by a straightforward calculation.
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Lemma 3.1 immediately implies that for two solutions u; v of the generalized
eigenvalue equation (3.1), we have�

u.2nC 2/ v.2nC 2/

u.2nC 1/ v.2nC 1/

�
D Nn;zNn�1;z : : : N0;z

�
u.0/ v.0/

u.�1/ v.�1/

�
:

Taking determinants on both sides and rearranging terms gives

W.u; v/.n/´ �2nC1
�2n�2n�1 : : : �1�0

�2n�2n�1 : : : �1�0
.u.2nC 2/v.2nC 1/

� u.2nC 1/v.2nC 2//

D ��1.u.0/v.�1/ � u.�1/v.0//:

We shall call W.u; v/ the Wronskian of u and v.

Remark 3.2. The following observation will be helpful in the proof: for

�C
n ´ i

p
1 � j˛nj2;

then

j�C
n � .��

C
m/j D j.1 � j˛nj

2/1=2 � .1 � j˛mj
2/1=2j

�
2r

p
1 � r2

jj˛nj � j˛mjj;

where r D max¹j˛nj; j˛mjº. Thus, if ˛ is .B; �/-reflective and satisfies (2.3), then �C

obeys

j.R��
C/n � .��C

n /j �
2r0q
1 � r20

e�Bj� j (3.7)

for all n 2 Z such that j� � nj � exp.Bj�j/.

In view of the foregoing remark, we introduce the following.

Notation. Throughout the argument, we let C > 0 stand for a constant that depends
only on r0 from (2.3), and write f . g to mean f � Cg for such a constant.

Proof of Theorem 2.2. Assume ˛ is B-reflective and B is sufficiently large. Choose
j�i j ! 1 such that ˛ is .B; �i /-reflective. By passing to a subsequence, we may
assume that every �i has the same sign and 2�i has the same residue modulo 4 for
every i . Without loss of generality, we consider the case �i > 0 and 2�i Š 2 mod 4
for every i , so we write �i D 2mi � 1 with mi 2 N. The other cases are similar. The
main difference between the cases is what transfer matrix cocycle one must use. To
be concrete, the current case compares N with its “reflected” variant, while the case
2�i Š 0mod 4 comparesM with its reflected variant. The case of half-integer centers
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(2�i odd) requires one to use transfer matrices associated with the transpose of a CMV
matrix, but aside from that, all steps are analogous.

Due to [11, Theorem 2.1], it suffices to prove the statement of the theorem for
a single admissible �. As discussed in Remark 3.2, the symmetry of the ˛n can be
passed to �n, and furthermore, we need � to satisfy bounds such as (3.7) (up to shifting
the center of reflection). Thus, we choose �n D i

p
1 � j˛nj2. Consequently, we may

assume henceforth that

j�4mi�`�2 C �`j . e�B�i ; j˛4mi�`�2 � ˛`j < e
�B�i ; (3.8)

for every ` 2 Z satisfying j�i � `j � eB�i , and recall that our assumptions give j�`j �
c0 > 0 uniformly in ` 2 Z.

Remark 3.3. By a standard telescoping estimate, (3.8) implies that (since j�j; j˛j � 1)

j˛4mi�`�2�4mi�`
0�2 C ˛`�`0 j . e�B�i

for all `; `0 2 Z with j�i � `j; j�i � `0j � eB�i , with similar bounds for other suitable
combinations of �’s and ˛’s.

Let us define the reflection of u through 2mi � 1
2

by

ui .k/ D u.4mi � k � 1/ (3.9)

and note that

ui .2n � 1/ D u.4mi � 2n/; ui .2n/ D u.4mi � 2n � 1/:

Lemma 3.4. Under the assumptions (3.8) and with ui as in (3.9),

jW.u; ui /.n/ �W.u; ui /.n
0/j . e�B�i

for all n; n0 with jmi � nj; jmi � n0j � 1
2
eB�i � 1.

Proof. To begin, notice that the assumption on jmi � nj implies that for � D �1; 0; 1,
one has

j�i � .2nC �/j D j2mi � 1 � 2n � �j � 2jmi � nj C 2 � e
B�i ;

and thus we can (and will) apply (3.8) with ` D 2n � 1; 2n; 2n C 1 in the present
argument.

By definition of the Wronskian, we have

jW.u; v/.n/ �W.u; v/.n � 1/j

D
1

j�2nj

ˇ̌
�2nC1�2nŒu.2nC 2/v.2nC 1/ � u.2nC 1/v.2nC 2/�

� �2n�2n�1Œu.2n/v.2n � 1/ � u.2n � 1/v.2n/�
ˇ̌
:
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Applying the generalized eigenequation (3.2) and (3.3) for u yields

jW.u; v/.n/ �W.u; v/.n � 1/j

D
1

j�2nj

ˇ̌�
zu.2n/ � ˛2nŒ�2n�1u.2n � 1/ � ˛2n�1u.2n/�

� �2n˛2nC1u.2nC 1/
�
v.2nC 1/

� �2nC1�2nu.2nC 1/v.2nC 2/ � �2n�2n�1u.2n/v.2n � 1/

C
�
zu.2nC 1/C �2n˛2n�1u.2n/

C ˛2nŒ˛2nC1u.2nC 1/C �2nC1u.2nC 2/�
�
v.2n/

ˇ̌
D

1

j�2nj

ˇ̌
Œ�2n˛2n�1v.2n/ � �2n�2n�1v.2n � 1/�u.2n/

� Œ�2n˛2nC1v.2nC 1/C �2nC1�2nv.2nC 2/�u.2nC 1/

� ˛2nŒ�2n�1u.2n � 1/ � ˛2n�1u.2n/�v.2nC 1/

C ˛2nŒ˛2nC1u.2nC 1/C �2nC1u.2nC 2/�v.2n/

C zŒu.2n/v.2nC 1/C u.2nC 1/v.2n/�
ˇ̌
: (3.10)

Now, setting v D ui with ui as in (3.9), we claim

jW.u; ui /.n/ �W.u; ui /.n � 1/j

D
1

j�2nj

ˇ̌
Œ�2n˛2n�1 C �4mi�2n�2˛4mi�2n�1�u.4mi � 2n � 1/u.2n/

� Œ�2n�2n�1 � �4mi�2n�2�4mi�2n�1�u.4mi � 2n/u.2n/

� Œ�2n˛2nC1 C �4mi�2n�2˛4mi�2n�3�u.4mi � 2n � 2/u.2nC 1/

C Œ�2nC1�2n � �4mi�2n�2�4mi�2n�3�u.4mi � 2n � 3/u.2nC 1/

C zŒ˛4mi�2n�2˛4mi�2n�2 � ˛2n˛2n�u.4mi � 2n � 2/u.2n/

C zŒ˛4mi�2n�2�4mi�2n�2 C �2n˛2n�u.4mi � 2n � 1/u.2n/

� zŒ˛4mi�2n�2�4mi�2n�2 C ˛2n�2n�u.4mi � 2n � 2/u.2nC 1/

C zŒ˛4mi�2n�2˛4mi�2n�2 � ˛2n˛2n�u.4mi � 2n � 1//u.2nC 1/
ˇ̌
:

(3.11)

The proof of (3.11) is not straightforward and also somewhat lengthy, so we put it into
Appendix A. Now, using the assumptions (3.8), (3.11), the Cauchy–Schwarz inequal-
ity, and z 2 @D, we get

jW.u; ui /.n/ �W.u; ui /.n
0/j . e�B�i

for all n; n0 as in the statement of the lemma.

Next, use the Cauchy–Schwarz inequality and j�kj � 1 to see thatX
n

jW.u; ui /.n/j � 2: (3.12)



Absence of bound states for quantum walks and CMV matrices via reflections 1525

This implies that there exists n 2 Z with jmi � nj � 1
2
eB�i � 1 such that

jW.u; ui /.n/j � 3e
�B�i

(for if not, summing W.u; ui /.n/ over the relevant range of n’s produces a contradic-
tion to (3.12)). Lemma 3.4 then implies that

jW.u; ui /.n/j . e�B�i for all n 2 Z with jmi � nj �
1

2
eB�i � 1:

Let us define u˙i D u˙ ui , and (using (3.9)) note that

u˙i .2mi � 1/ D ˙u
˙
i .2mi /: (3.13)

Further, we define

ˆ˙i .n/ D

�
u˙i .2n/

u˙i .2n � 1/

�
: (3.14)

Lemma 3.5. For each i , there exists s D si 2 ¹C;�º such that

kˆsi .mi /k D Œju
s
i .2mi /j

2
C jusi .2mi � 1/j

2�1=2 . e�B�i=2: (3.15)

Proof. First note thatW.u�i ; u
C

i /D 2W.u;ui /. Together with (3.13) this implies that

2j�2mi�1jju
�
i .2mi � 1/u

C

i .2mi /j

D j�2mi�1jju
�
i .2mi /u

C

i .2mi � 1/ � u
�
i .2mi � 1/u

C

i .2mi /j

D jW.u�i ; u
C

i /.mi � 1/j D 2jW.u; ui /.mi � 1/j . e�B�i :

Thus,
ju�i .2mi � 1/u

C

i .2mi /j . e�B�i ;

so either
ju�i .2mi � 1/j . e�B�i=2 or juCi .2mi /j . e�B�i=2:

In either case, (3.15) follows by symmetry of the u˙i , that is, by (3.13).

Next, we want to show that a similar bound holds for ˆ˙i .0/. To this end, define

ˆ.n/ D

�
u.2n/

u.2n � 1/

�
; ˆi .n/ D

�
ui .2n/

ui .2n � 1/

�
D

�
u.4mi � 2n � 1/

u.4mi � 2n/

�
and note that ˆ˙i D ˆ ˙ ˆi on account of (3.14) and the definition of u˙i . Let us
write

N n
z D N

Œn�1;0�
z D

0Y
kDn�1

Nk;z; (3.16)
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whereN is given by (3.5). By Lemma 3.1, we haveˆ.n/DN n
z ˆ.0/ and thusˆ.0/D

ŒN n
z �
�1ˆ.n/ with

ŒN n
z �
�1
D

n�1Y
kD0

N�1k;z :

The reader can check that N�1n;z is given by

N�1n;z D
1

�2n�2n�1

�
�2n�1�2nC1z

�1

˛2n�2nC1 C ˛2n�1�2nC1z
�1

˛2n�2n�1 C ˛2nC1�2n�1z
�1

z C ˛2n˛2n�1 C ˛2nC1˛2n�1z
�1 C ˛2nC1˛2n

�
µ

1

�2n�2n�1
zN�1n;z : (3.17)

Also, with the “mirrored transfer” matrices defined by

Иn;z ´

�
0 1

1 0

�
Nn;z

�
0 1

1 0

�
D

1

�2nC1�2n

�
�2n�1�2nC1z

�1

�˛2n�2n�1 � ˛2nC1�2n�1z
�1

�˛2n�2nC1 � ˛2n�1�2nC1z
�1

z C ˛2n˛2n�1 C ˛2nC1˛2n�1z
�1 C ˛2nC1˛2n

�
µ

1

�2nC1�2n
zИn;z; (3.18)

we deduce from Lemma 3.1 that

ˆi .0/ D

�
ui .0/

ui .�1/

�
D

�
u.4mi � 1/

u.4mi /

�
D

miY
kD2mi�1

Иk;z„ ƒ‚ …
µИ

Œ2mi�1;mi �

z

�
u.2mi � 1/

u.2mi /

�
D И

Œ2mi�1;mi �
z ˆi .mi /:

Lemma 3.6. With si as in Lemma 3.5, kˆsii .0/k ! 0 as mi !1.

Proof. We have

ˆ˙i .0/ D ˆ.0/˙ˆi .0/ D ŒN
mi
z ��1ˆ.mi /˙ И

Œ2mi�1;mi �
z ˆi .mi /

D ŒNmi
z ��1ˆ˙i .mi /� ŒŒN

mi
z ��1 � И

Œ2mi�1;mi �
z �ˆi .mi /: (3.19)
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Thus, to control kˆ˙i .0/kwe need to bound kŒNmi
z ��1k and kŒNmi

z ��1�И
Œ2mi�1;mi �
z k.

To do this, we use the standard telescoping estimate: for matrices A1; : : : ; An and
B1; : : : ; Bn we have that

1Y
kDn

Ak �

1Y
kDn

Bk D

1X
iDn

h iC1Y
kDn

Ak

i
ŒAi � Bi �

h 1Y
kDi�1

Bk

i
and thus 


 1Y

kDn

Ak �

1Y
kDn

Bk




 � 1X
iDn




 iC1Y
kDn

Ak




kAi � Bik


 1Y
kDi�1

Bk




:
Applying this to the second term of (3.19), two of the factors are bounded by the
submultiplicativity of the operator norm and the observation that

kN�1k;zk; kИ2mi�k�1;zk � C:

Comparing the expressions for N�1 and И in (3.17) and (3.18) and using the
symmetries (3.8) gives

kN�1k;z � И2mi�k�1;zk . e�B�i :

Putting it all together, we have

kŒNmi
z ��1 � И

Œ2mi�1;mi �
z k � miC

mi e�B�i (3.20)

Similarly,
kŒNmi

z ��1ˆ
si
i .mi /k � C

mi e�B�i=2: (3.21)

Since the right-hand sides of (3.20) and (3.21) go to zero as i !1 when B is large
enough, combining these estimates with (3.19) proves the lemma.

With this result we can conclude the proof of Theorem 2.2 as follows. Lemma 3.6
implies that kˆ.0/k � kˆ.mi /k ! 0. By assumption, u 2 `2.Z/, so we conclude
that ˆ.0/ D 0, which implies that u D 0 (by (3.6)). This contradicts normalization
of u.

Let us point out that Corollary 2.4 now follows in short order by a soft argument
with the Baire category theorem.

Proof of Corollary 2.4. Assume ˛ satisfies (2.3) and is reflection-symmetric, write
� D hull.˛/, and fix B large.
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For each m 2 Z, let Refl.B;m/ � � denote the set of .B;m/-reflective elements
of �. For each k, the set [

m�k

Refl.B;m/

is open by definition and dense in � (as it contains a translation semiorbit of ˛).
Therefore,

�0 D
\
k�1

[
m�k

Refl.B;m/

is a denseGı by the Baire category theorem. Since E! has purely continuous spectrum
for every ! 2 �0 by Theorem 2.2, we are done.

We now move on to a discussion of the quantiative strengthening in Theorem 2.5.
If ˛ is almost-periodic, its hull � D hull.˛/ is a compact abelian topological group
and hence is equipped with a unique translation-invariant Borel probability measure,
which we denote by �. For each ! 2 �, we may consider the associated transfer
matrices Nk;z D Nk;z.!/ and their iterates N n

z .!/ as in (3.5) and (3.16). The corre-
sponding Lyapunov exponent is given by4

L.z/ D lim
n!1

1

2n

Z
�

log kN n
z .!/k d�.!/: (3.22)

The argument is an adaptation of the previous argument along the contours of [30];
since it is so similar to the previous argument, we only sketch the main steps.

Proof sketch of Theorem 2.5. Fix ˛ almost-periodic and B-reflective satisfying (2.3),
assume B > 2L.z/, and fix " > 0 small enough that 2.L.z/ C "/ < B . The initial
parts of the proof proceed in precisely the same manner until one reaches (3.19). At
this point, one estimates the terms using the semiuniform ergodic theorem of Furman
(instead of a crude a priori esimate) to get improvements to (3.20) and (3.21):

kŒNmi
z ��1ˆ

si
i .mi /k . e2mi .L.z/C"/e�B�i=2;

kŒNmi
z ��1 � И

Œ2mi�1;mi �
z k . mie

2mi .L.z/C"/e�B�i :

Recalling that �i D 2mi � 1, the condition B > 2.L.z/C "/ suffices to see that the
expression in (3.19) goes to zero and hence the rest of the argument can be run as
before.

4The extra factor of one-half is so that the Lyapunov exponent of this cocycle matches that
of the usual Szegő and Gestesy–Zinchenko cocycles, on account of the connections between
cocycles discussed in the literature, e.g., [11, 18, 47].
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Proof of Corollary 2.6. Notice that the assumptions imply that ˛! satisfies (2.3) for
all !. Let ı D ı.ˇ;!/. For any " > 0, we may choose jki j !1 with jjj2! C kiˇjjj <
e.ı�"/jki j, and observe by symmetry of f that

j˛!.ki � n/ � ˛!.n/j D jf .! C .ki � n/ˇ/ � f .! C nˇ/j

D jf .! C .ki � n/ˇ/ � f .�! � nˇ/j

. jjj2! C kiˇjjj . e�.ı�"/jki j:

Thus, if L.z/ < ı, then we can choose " > 0 with L.z/ < ı � " and it follows from
the above that ˛! is B D 2.ı � "/-reflective,5 so z is not an eigenvalue of E! by
Theorem 2.5.

With the main results proved, we may now reap our harvest of corollaries.

Proof of Corollary 2.7. Notice that EUAMO
�1;�2;ˆ;�

falls into the setting of Corollary 2.6
with

� D T � Z2; ˇ D
�ˆ
2
; 1
�
; f .�; j / D

´
�2 cos.2��/ if j D 0;

.1 � �21/
1=2 if j D 1:

(3.23)

Clearly, f is Lipschitz continuous and even. Thus, according to Corollary 2.6 together
with [12, Corollary 2.10], absence of eigenvalues holds throughout the spectrum for
any � such that

ı..ˆ=2; 1/; .�; 0// > log
h�2.1C �01/
�1.1C �

0
2/

i
: (3.24)

Recalling the definition of ı from (2.4), we see that ı
��
1
2
ˆ; 1

�
; .�; 0/

�
D

1
2
ı.ˆ; �/,

so (3.24) is equivalent to 1
2
ı.ˆ; �/ > L.z/. Since this holds for generic � 2 T , this

shows absence of eigenvalues when (2.5) holds. Since the expression on the right-
hand side of (2.5) is equal to the Lyapunov exponent on the spectrum [12] and is
positive when �1 < �2, it follows that the absolutely continuous and point parts of the
spectrum are both absent when (2.5) and �1 < �2 hold.

Proof of Corollary 2.8. This follows from similar considerations as in the previous
corollary after changing Z2 to Z2s and suitably modifying f .

Proof of Corollary 2.9. Again, observe that the assumptions imply that ˛! satisfies
(2.3) for all !. This follows immediately by combining Theorem 2.2 with work of
Hof, Knill, and Simon, specifically [29, Proposition 2.1].

5Notice that ki

2
, not ki , is the center of reflection, which accounts for the factor of 2 here.
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A. Proof of (3.11)

We need one preliminary: the LM factorization. Concretely, we define

L D
M
n2Z

‚.˛2n; �2n/; M D
M
n2Z

‚.˛2nC1; �2nC1/; ‚.˛; �/ D

�
N̨ �

N� �˛

�
;

where ‚. j̨ ; �j / acts on the subspace `2.¹j; j C 1º/. With these definitions, one
has E D LM. Since L and M are themselves unitary, this means that Eu D zu is
equivalent to Mu D zL�u. Evaluating this relation at coordinates 2n and 2n C 1
gives

�2n�1u.2n � 1/ � ˛2n�1u.2n/ D z.˛2nu.2n/C �2nu.2nC 1//; (A.1)

˛2nC1u.2nC 1/C �2nC1u.2nC 2/ D z.�2nu.2n/ � ˛2nu.2nC 1//: (A.2)

We now proceed with the proof of equation (3.11). Starting from (3.10), using the
eigenequation of u, and adding 0 in an inspired manner gives

jW.u; ui /.n/ �W.u; ui /.n � 1/j

D
1

j�2nj

ˇ̌
Œ�2n˛2n�1u.4mi � 2n � 1/ � �2n�2n�1u.4mi � 2n/�u.2n/

C �4mi�2n�2

�
˛4mi�2n�1u.4mi � 2n � 1/

C �4mi�2n�1u.4mi � 2n/
�
u.2n/

� �4mi�2n�2

�
˛4mi�2n�1u.4mi � 2n � 1/

C �4mi�2n�1u.4mi � 2n/
�
u.2n/

� Œ�2n˛2nC1u.4mi � 2n � 2/C �2nC1�2nu.4mi � 2n � 3/�u.2nC 1/

C
�
�4mi�2n�2.�4mi�2n�3u.4mi � 2n � 3/

� ˛4mi�2n�3u.4mi � 2n � 2//
�
u.2nC 1/

�
�
�4mi�2n�2.�4mi�2n�3u.4mi � 2n � 3/

� ˛4mi�2n�3u.4mi � 2n � 2//
�
u.2nC 1/

� ˛2nŒ�2n�1u.2n � 1/ � ˛2n�1u.2n/�u.4mi � 2n � 2/

C Œ˛2n.˛2nC1u.2nC 1/C �2nC1u.2nC 2//�u.4mi � 2n � 1/

C z.u.2n/u.4mi � 2n � 2/C u.2nC 1/u.4mi � 2n � 1//
ˇ̌

D
1

j�2nj

ˇ̌�
.�2n˛2n�1 C �4mi�2n�2˛4mi�2n�1/u.4mi � 2n � 1/

� .�2n�2n�1 � �4mi�2n�2�4mi�2n�1/u.4mi � 2n/
�
u.2n/

� �4mi�2n�2

�
˛4mi�2n�1u.4mi � 2n � 1/

C �4mi�2n�1u.4mi � 2n/
�
u.2n/
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�
�
.�2n˛2nC1 C �4mi�2n�2˛4mi�2n�3/u.4mi � 2n � 2/

C .�2nC1�2n � �4mi�2n�2�4mi�2n�3/u.4mi � 2n � 3/
�
u.2nC 1/

�
�
�4mi�2n�2.�4mi�2n�3u.4mi � 2n � 3/

� ˛4mi�2n�3u.4mi � 2n � 2//
�
u.2nC 1/

� ˛2nŒ�2n�1u.2n � 1/ � ˛2n�1u.2n/�u.4mi � 2n � 2/

C Œ˛2n.˛2nC1u.2nC 1/C �2nC1u.2nC 2//�u.4mi � 2n � 1/

C z.u.2n/u.4mi � 2n � 2/C u.2nC 1/u.4mi � 2n � 1//
ˇ̌

D
1

j�2nj

ˇ̌�
.�2n˛2n�1 C �4mi�2n�2˛4mi�2n�1/u.4mi � 2n � 1/

� .�2n�2n�1 � �4mi�2n�2�4mi�2n�1/u.4mi � 2n/
�
u.2n/

�
�
zu.4mi � 2n � 2/ � ˛4mi�2n�2.�4mi�2n�3u.4mi � 2n � 3/

� ˛4mi�2n�3u.4mi � 2n � 2//
�
u.2n/

�
�
.�2n˛2nC1 C �4mi�2n�2˛4mi�2n�3/u.4mi � 2n � 2/

C .�2nC1�2n � �4mi�2n�2�4mi�2n�3/u.4mi � 2n � 3/
�
u.2nC 1/

�
�
zu.4mi � 2n � 1/C ˛4mi�2n�2.˛4mi�2n�1u.4mi � 2n � 1/

C �4mi�2n�1u.4mi � 2n//
�
u.2nC 1/

� ˛2nŒ�2n�1u.2n � 1/ � ˛2n�1u.2n/�u.4mi � 2n � 2/

C Œ˛2n.˛2nC1u.2nC 1/C �2nC1u.2nC 2//�u.4mi � 2n � 1/

C z.u.2n/u.4mi � 2n � 2/C u.2nC 1/u.4mi � 2n � 1//
ˇ̌

D
1

j�2nj

ˇ̌�
.�2n˛2n�1 C �4mi�2n�2˛4mi�2n�1/u.4mi � 2n � 1/

� .�2n�2n�1 � �4mi�2n�2�4mi�2n�1/u.4mi � 2n/
�
u.2n/

�
�
.�2n˛2nC1 C �4mi�2n�2˛4mi�2n�3/u.4mi � 2n � 2/

C .�2nC1�2n � �4mi�2n�2�4mi�2n�3/u.4mi � 2n � 3/
�
u.2nC 1/

C
�
˛4mi�2n�2.�4mi�2n�3u.4mi � 2n � 3/

� ˛4mi�2n�3u.4mi � 2n � 2//
�
u.2n/

�
�
˛4mi�2n�2.˛4mi�2n�1u.4mi � 2n � 1/

C �4mi�2n�1u.4mi � 2n//
�
u.2nC 1/

� ˛2nŒ�2n�1u.2n � 1/ � ˛2n�1u.2n/�u.4mi � 2n � 2/

C Œ˛2n.˛2nC1u.2nC 1/C �2nC1u.2nC 2//�u.4mi � 2n � 1/
ˇ̌
:

Now, applying (A.1) and (A.2) transforms the final expession into

D
1

j�2nj

ˇ̌�
.�2n˛2n�1 C �4mi�2n�2˛4mi�2n�1/u.4mi � 2n � 1/

� .�2n�2n�1 � �4mi�2n�2�4mi�2n�1/u.4mi � 2n/
�
u.2n/
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�
�
.�2n˛2nC1 C �4mi�2n�2˛4mi�2n�3/u.4mi � 2n � 2/

C .�2nC1�2n � �4mi�2n�2�4mi�2n�3/u.4mi � 2n � 3/
�
u.2nC 1/

C
�
˛4mi�2n�2z.˛4mi�2n�2u.4mi � 2n � 2/

C �4mi�2n�2u.4mi � 2n � 1//
�
u.2n/

�
�
˛4mi�2n�2z.�4mi�2n�2u.4mi � 2n � 2/

� ˛4mi�2n�2u.4mi � 2n � 1//
�
u.2nC 1/

� ˛2nzŒ˛2nu.2n/C �2nu.2nC 1/�u.4mi � 2n � 2/

C Œ˛2nz.�2nu.2n/ � ˛2nu.2nC 1//�u.4mi � 2n � 1/
ˇ̌
:

This can in turn be rearranged into

D
1

j�2nj

ˇ̌
.�2n˛2n�1 C �4mi�2n�2˛4mi�2n�1/u.4mi � 2n � 1/u.2n/

� .�2n�2n�1 � �4mi�2n�2�4mi�2n�1/u.4mi � 2n/u.2n/

� .�2n˛2nC1 C �4mi�2n�2˛4mi�2n�3/u.4mi � 2n � 2/u.2nC 1/

C .�2nC1�2n � �4mi�2n�2�4mi�2n�3/u.4mi � 2n � 3/u.2nC 1/

C zŒ˛4mi�2n�2˛4mi�2n�2 � ˛2n˛2n�u.4mi � 2n � 2/u.2n/

C zŒ˛4mi�2n�2�4mi�2n�2 C �2n˛2n�u.4mi � 2n � 1/u.2n/

� zŒ˛4mi�2n�2�4mi�2n�2 C ˛2n�2n�u.4mi � 2n � 2/u.2nC 1/

C zŒ˛4mi�2n�2˛4mi�2n�2 � ˛2n˛2n�u.4mi � 2n � 1//u.2nC 1/
ˇ̌
;

which is (3.11).
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