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On nonlinear iterated function systems with overlaps

Boris Solomyak

Abstract. We construct an example of an iterated function system on the line, consisting of lin-
ear fractional transformations, such that two of the maps share a fixed points, but the dimension
of the attractor equals the conformal dimension, so that there is no “dimension drop”.

1. Introduction

Let ˆ D ¹�iºi2	 be a collection of C 1C� -smooth maps of a compact interval I � R

into itself. Here 	 is a finite alphabet, with #	 � 2. We call ˆ an iterated function
system (IFS). The IFS is assumed to be hyperbolic, that is, there exist 0 < 1 < 2 < 1,
such that

0 < 1 � j�
0
i .x/j � 2 < 1 for all i 2 	 and x 2 I:

By [10], there exists a unique non-empty compact set ƒ D ƒˆ, called the attractor
of the IFS, such that ƒ D

S
i2	 �.ƒ/. Such an IFS is called self-conformal, and the

attractor is sometimes called a self-conformal set. It was shown by Falconer [5] (see
also [6, Chapter 3]) that the Hausdorff dimension of a self-conformal set is always
equal to its box-counting (Minkowski) dimension, so we simply write dim.ƒ/ below.
We are interested in computing this dimension.

For a finite word u 2 	n, let

�u WD �u1
ı � � � ı �un

; Iu WD �u.I /:

The pressure function is given by

Pˆ.t/ D lim
n!1

1

n
log

X
u2	n

k�0uk
t ; (1.1)

where k � k is the supremum norm on I . Using the Bounded Distortion Property, it is
easy to see that the limit in (1.1) exists, and there is a unique zero of Bowen’s equation

Pˆ.s/ D 0;
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whose solution s D s.ˆ/ is called the conformal dimension ofˆ. We always have the
upper bound, obtained using the natural covers by cylinder intervals Iu, with juj D n:

dim.ƒˆ/ � min¹1; s.ˆ/º:

If the Open Set Condition holds, that is, there exists a nonempty open set O such that
fi .O/ � O and all fi .O/ are mutually disjoint, then

dim.ƒˆ/ D s.ˆ/:

These are all classical results; see the original papers [2, 15], as well as the books
[1, 6, 13]. There have been many extensions and generalizations, in particular, to
infinite hyperbolic IFSs [11] and to parabolic IFSs [12], but we do not discuss them
here.

What happens in the “overlapping case,” e.g., when the Open Set Condition fails
(or when it is not obvious whether it holds or not)? This is much less understood,
although the dimension properties of such an IFS have been studied for a long time.
We do not survey the extensive literature on this topic, but mention the important
progress, which occurred in the last ten years in the study of self-similar IFSs, that is,
when the maps �i .x/ D rix C ai , with jri j 2 .0; 1/ are affine linear contractions. In
the self-similar case, the conformal dimension is known as the similarity dimension:

dimsim.ˆ/ D s; where ˆ D ¹x 7! rix C aiºi2	;
X
i2	

rsi D 1:

The following conjecture was first stated by Simon [17] in this generality, although
special cases of it have been considered earlier.

Conjecture 1 (Exact coincidence conjecture). If ˆ D ¹x 7! rix C aiºi2	; x 2 R,
with jri j 2 .0; 1/, is such that

dim.ƒˆ/ < min¹1; dimsim.ˆ/º;

then ˆ has an “exact overlap,” that is, the semigroup generated by ˆ is not free.
(Equivalently, there exists n2N and two distinct words u;v 2	n, such that �u� �v .)

Although the general conjecture remains open, Hochman [8], using ideas from
additive combinatorics, has achieved a major breakthrough in this direction. The next
definition is from [20].

Definition 1.1. Let F D ¹fiºi2	 be an IFS on a metric space .X;%/, that is, fi WX !
X . We say that F satisfies the exponential separation condition on a set X 0 � X if
there exists c > 0 such that for all n 2 N sufficiently large we have

sup
x2X 0

%.fi.x/; fj.x// > c
n; for all i; j 2 	n with fi 6� fj: (1.2)
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If, in addition, the semigroup generated by F is free, that is, fi � fj ” i D j, we
say that F satisfies the strong exponential separation condition, abbreviated SESC.
If these properties hold for infinitely many n, then we say that F satisfies the (strong)
exponential separation condition on X 0 along a subsequence.

Theorem 1.2 (Hochman [8, Corollary 1.2]). If a self-similar IFS ˆ D ¹x 7! rix C

aiºi2	; x 2 R, with jri j 2 .0; 1/, satisfies the SESC along a subsequence, then

dim.ƒˆ/ D min¹1; dimsim.ˆ/º:

This already implies the validity of Conjecture 1 for self-similar IFS with alge-
braic parameters. In fact, the results for self-similar sets are deduced from results on
self-similar measures, and there is an analogous conjecture for the dimension of such,
see [8], but here, we restrict ourselves to the dimension of attractors for brevity. Fur-
ther progress, building on the work of Hochman [8], was achieved by Varjú [21] and
Rapaport [14], but the conjecture is still open.

Now, we turn to the overlapping nonlinear case, where our knowledge is much
more limited. Some results of “almost every” type were obtained in [18, 19] (for
parabolic and infinite hyperbolic IFS on the line as well) and in some later papers
(we do not provide an exhaustive bibliography here), using the transversality method.
However, this method has many limitations, since the transversality condition is diffi-
cult to check, and moreover, quite often it is known to fail.

One may wonder whether some form of the Exact Coincidence Conjecture holds
for a class of nonlinear IFS, maybe under extra assumptions, like real analyticity of
the maps. Notice that in the non-real analytic case the exact coincidence should be
defined for the restrictions of the iterates to the attractor, i.e.,

�ujƒˆ
� �vjƒˆ

for some u ¤ v in 	n:

It would be very interesting to extend Hochman’s Theorem 1.2 in some form to a
class of non-linear IFS. As far as we are aware, this is currently known only for IFS
consisting of linear-fractional transformations. The following result was obtained in
joint work with Takahashi [20]. We quote [20, Corollary 1.10] (in a special case for
simplicity).

Theorem 1.3 ([20]). Let F D ¹fiºi2	 be a finite collection of linear fractional trans-
formations with real coefficients. Assume that there exists U � R, a bounded open
interval, such that fi .U / � U for all i 2 	. Let ƒF be the attractor of the IFS F ,
and assume that ƒF is not a singleton. If F satisfies the strong exponential separa-
tion condition (SESC) on a non-empty subset of U , then dimH.ƒF / D min¹1; s.F /º;
where s.F / is the conformal dimension of the IFS.
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Note that ƒF D ¹xº is equivalent to x being the common fixed point of all the
maps of the IFS. In the case of a self-similar IFS, this implies that the maps commute,
which yields exact overlaps. This is no longer true for linear-fractional transforma-
tions, and thus, we need the assumption of ƒF not being a singleton.

Remark 1.4. Theorem 1.3 was obtained as a by-product of a study of hyperbolic
projective IFS consisting of Möbius transformations in [20]. It is, in fact, a rather
straightforward consequence of the results and techniques from a joint work with
Hochman [9] on the dimension properties of the Furstenberg (stationary) measure for
random walks on the SL.2;R/ in [9]. Some of the results from [20] were extended
by Christodoulou and Jurga [4] to projective IFS which contain a parabolic map.

The following question was raised by Michał Rams in a personal communication
to Balázs Bárańy.

Question. Is there a conformal (strictly contractive) IFS on R, such that two maps
share a fixed point, but nevertheless the dimension of the attractor is equal to the
conformal dimension?

Note that this is impossible for a self-similar IFS, since two affine linear maps
on R, sharing a fixed point, necessarily commute. In the next section, we provide an
affirmative answer, using Theorem 1.3.

2. Example

It is well known that the action of SL.2;R/ on RP1, which can be identified with
R [ ¹1º, can be expressed in terms of linear fractional transformations. For

A D

 
a b

c d

!
2 SL2.R/;

let fA.x/ D .ax C b/=.cx C d/.
We consider the IFS ¹f1; f2; f3º D ¹fA; fB ; fC º on the real line, where

A D

 
1
2

0

2 2

!
; B D

 
1
2

0

0 2

!
; Ct D

 
1
2

t

0 2

!
(2.1)

for an appropriate parameter t , so that

f1.x/ D
x

4x C 4
; f2.x/ D

x

4
; f

.t/
3 .x/ D

x

4
C
t

2
:

Notice that f1.0/D f2.0/D 0. We require that t > 0. Then ¹f1; f2; f
.t/
3 º is a strictly

contracting conformal IFS on I D It WD Œ0; x
.t/
0 �, where x.t/0 D 2t=3 is the fixed point
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of f .t/3 . Under these assumptions,

max
j�3

®f 0j jI1¯ � 1=4;
hence the conformal dimension of the IFS is strictly less than 1. Notice that

f1.I / D Œ0; t=.4t C 6/�; f2.I / D Œ0; t=6�; f
.t/
3 .I / D Œt=2; x

.t/
0 � D Œt=2; 2t=3�:

Theorem 2.1. Consider the IFS Ft D ¹f1; f2; f
.t/
3 º, and let ƒt be its attractor. For

all t > 0 outside a set of Hausdorff, dimension zero holds

dim.ƒt / D dimconf.Ft /:

It is known (and not hard to see) that for an IFS of linear-fractional transforma-
tions the SESC on a set containing at least three points is equivalent to the strong
Diophantine condition for the corresponding sub-semigroup of SL.2;R/.

Definition 2.2 ([20] and [9]). Let A D ¹Aiºi2	 be a finite subset of a semi-simple
Lie group G equipped with a metric %. Write Ai D Ai1 � � �Ain for i D i1 : : : in. We
say that the set A is Diophantine if there exists a constant c > 0 such that for every
n 2 N, we have

i; j 2 	n; Ai ¤ Aj H) %.Ai; Aj/ > c
n: (2.2)

The set A is strongly Diophantine if there exists c > 0 such that for all n 2 N,

i; j 2 	n; i ¤ j H) %.Ai; Aj/ > c
n: (2.3)

If we could choose t > 0 algebraic in such a way that the semigroup ¹A;B;CtºC

is free, we would be done, because a subset of SL.2;R/ consisting of matrices with
algebraic elements is Diophantine (see, for example, [7, Prop. 4.3]). We do not know
if this is possible. Instead, we start with the following “warm-up”.

Lemma 2.3. For all but countable many t > 0 the semigroup ¹A;B;CtºC is free.

Proof. First, we note that ¹A; BºC is free. In general, the problem of freeness for
semigroups of rational matrices is undecidable, even for triangular 2� 2matrices [3].
However, there are many effective sufficient conditions. In particular, it follows from
[3, Section 4.2] that ¹A;BºC is free. In fact, ¹A;Bº is easily reduced to the canonical
form ´ 

1=4 0

0 1

!
;

 
1=4 1

0 1

!µ
considered in that paper, and then [3, Proposition 2] gives the claim. (For complete-
ness, we include the proof of freeness in the Appendix A, following [3]).



B. Solomyak 378

Now, suppose that ¹A; B; CtºC is not free for some t . Then AX.t/ D BY.t/,
where X; Y are some words in ¹A;B; CtºC. (Indeed, AX.t/ D CY.t/ and BX.t/ D
CY.t/ are impossible, since fC .I / is disjoint from fA.I / and fB.I /.) Then u 7!
AX.u/ � BY.u/ is a matrix-function having a zero at u D t . This function is well-
defined and real-analytic on .�";C1/, hence it is either constant zero, or it has no
accumulation points in Œ0;1/. However, if it is constant zero, we obtain thatAX.0/D
BY.0/. Note that C0 D B , so AX.0/ D BY.0/ then gives a non-trivial relation in the
semigroup ¹A;BºC, contradicting the claim above.

Thus, for any finite words X; Y 2 ¹A;B; CtºC, there are at most countable many
t > 0 such that AX.t/ D BY.t/, and the lemma is proved.

In the end, our proof does not rely on Lemma 2.3. Instead, we are going to use
another result from [20], saying that a 1-parameter family of real-analytic IFS, with a
real-analytic dependence on the parameter, under some mild non-degeneracy assump-
tions satisfies the SESC for all parameters outside of a Hausdorff dimension zero set.
This is a generalization of [8, Theorem 5.9], which deals with real-analytic families
of self-similar IFS.

We recall the setup from [20, Section 2.3] in our special case (in [20] the case of
d -dimensional IFS is considered). Let J be a compact interval in R and V a bounded
open set in R. Let 	 be a finite set, j	j � 2, and suppose that for each i 2 	 we are
given a real-analytic function

�i W V � J ! V:

This means that the function is real-analytic on some neighborhood of V � J . Denote
ˆt D ¹�i .x; t/ºi2	 . This is a real-analytic IFS on V , depending on the parameter
t 2 J real-analytically. For t 2 J let …t W 	

N ! R be the natural projection map
corresponding to ˆt .

Definition 2.4. The IFS family ˆt ; t 2 J , is called non-degenerate if

i; j 2 	N ; i ¤ j H) 9 t0 2 J such that …t0.i/ ¤ …t0.j/:

Theorem 2.5 ([20, Theorem 2.10]). Suppose that the IFS family ˆt ; t 2 J , is non-
degenerate. Then ˆt satisfies the SESC condition on the singleton ¹x.t/0 º for any fixed
x
.t/
0 2 V for all parameters t 2 J outside of an exceptional set of Hausdorff dimension

zero.

Our family Ft WD ¹f1; f2; f
.t/
3 º is clearly NOT non-degenerate since for any i; j 2

¹1; 2ºN , we have …t .i/ D …t .j/ D 0. The idea is to consider a sequence of IFS:

F
.n/
t D

®
f .t/u W u 2 ¹1; 2; 3ºn; u contains 3

¯
: (2.4)
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It is obvious that its attractor ƒ.n/t � ƒt , and we show that

dimconf.F
.n/
t /! dimconf.Ft /; as n!1:

Since the upper bound dim.ƒt / � dimconf.Ft / always holds, it is enough to show
that for each n the IFS F

.n/
t satisfies the SESC, and then by Theorem 1.3, we have

dim.ƒ.n/t / D dimconf.F
.n/
t /, and the desired claim for Ft follows.

Proposition 2.6. For each n 2 N there exist 0 < tn < t 0n <1 such that F
.n/
t is non-

degenerate on Œtn; t 0n�.

Proof. It is actually more convenient to prove the claim foreF .n/
t D

®
f .t/u W u D v3; juj � n; v 2 ¹1; 2º�

¯
:

Showing non-degeneracy for eF .n/
t for all n is sufficient, since every word in the sym-

bolic space corresponding to F
.n/
t can be written as a concatenation of words of length

� 2n � 1 having a single 3 at the end.
Denote by I tu the cylinder interval for Ft corresponding to u 2 A�, that is, I tu D

f
.t/
u .I /. The following lemma is immediate.

Lemma 2.7. Suppose that for all v; w 2 ¹1; 2º�; v ¤ w, of length � n � 1, there
exists t > 0 such that I tv3 \ I

t
w3 D ;, then eF .n/

t is non-degenerate.

Of course, the parameter t is usually different for different pairs of cylinder inter-
vals.

We use the following notation: for intervals Œa; b�; Œc; d � � .0;C1/, we write

Œa; b� - Œc; d � ” a < c and b < d I Œa; b� � Œc; d � ” b < c:

For a symbol ˛ 2 A, we write ˛k D
k‚…„ƒ

˛ : : : ˛, with ˛0 being the empty word. We
introduce an ordering on ¹1; 2ºk for every k 2 N, which is the usual lexicographic
when the words are written backwards. More precisely, ˛D ˛1 : : : ˛k < ˇD ˇ1 : : :ˇk
if ˛m < ˇm, where m � k is the last position on which ˛ differs from ˇ. Thus, we
have

1k < 21k�1 < 121k�2 < � � � < 12k�1 < 2k :

Lemma 2.8. For every k 2 N, if v < w, with v;w 2 ¹1; 2ºk , then

fv.x/ < fw.x/ for all x > 0;

and hence I .t/v3 - I
.t/
w3.

Recall that f1 and f2 do not depend on t and f .t/3 .x/ D x=4C t=2.
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Proof. It suffices to prove the claim for consecutive v <w, and hence by the definition
of the order it is enough to check that

f2m1.x/ < f1m2.x/ for all x > 0 and m � 0:

We have f2m.x/ D 4�mx. To compute f1m note that f1m D f m1 D fAm . One can
check by induction that

Am D

 
2�m 0

2mC2.1�4�m/
3

2m

!
;

hence
f1m.x/ D

x

4m
�
1C 4x.1 � 4�m/=3

� : (2.5)

Thus,

f2m1.x/ D
x

4mC1.1C x/
<

x

4mC1
�
1C x.1 � 4�m/=3

� D f1m2.x/ for all x > 0;

as desired.

Lemma 2.9. For every k 2 N, if v < w, with v;w 2 ¹1; 2ºk , then there exists T > 0
such that

I
.t/
v3 � I

.t/
w3 for all t � T:

Proof. In view of Lemma 2.8, it is enough to show the claim for consecutive v < w
in our order, which means that there exists u 2 ¹1; 2º�, possibly empty, such that
v D 2m1u and w D 1m2u. Recall that I D Œ0; 2t=3�, hence I3 D Œt=2; 2t=3�. Let
a D fu.t=2/ and b D fu.2t=3/, so that Iu3 D Œa; b�. Using the calculations in the
proof of the last lemma, we obtain that I .t/v3 � I

.t/
w3 is equivalent to

b

4mC1.1C b/
<

a

4mC1
�
1C a.1 � 4�m/=3

� ;
which is the hardest to achieve when m D 0, when it reduces to

b

b C 1
< a ” b � a < ab: (2.6)

Now there are two cases. If u D 2`, we simply have a D 4�`t=2 and b D 4�`2t=3,
then b � a D 4�`t=6 < 4�2`t2=3D ab for t > 4`=2. The more difficult case is when

u D U12`; U 2 ¹1; 2º�
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(U may be empty). Note that limt!C1 f2`.t=2/ D 1. On the other hand, f1.x/ <
1=4 for all x > 0, and

lim
x!C1

f1.x/ D lim
x!C1

x

4x C 4
D
1

4
:

Thus, for any ı > 0, we can find T > 0 sufficiently large such that for all t � T holds

1

4
� ı < a0 WD f12`.t=2/ < f12`.2t=3/ DW b0 <

1

4
:

Then
b � a D fu.2t=3/ � fu.t=2/ D fU .b

0/ � fU .a
0/:

Notice that f1.x/ > x=5 for x 2 .0; 1=4/, and of course, f2.x/ D x=4 > x=5 for
x > 0, hence

b > 5�jU jb0; a > 5�jU ja0 H) ab > 5�2jU ja0b0 > 5�2jU j�2;

assuming ı < 1=20. By the continuity of fU , we can choose ı 2 .0; 1=20/ such that

b � a D fU .b
0/ � fU .a

0/ < 5�2jU j�2 < ab;

achieving (2.6). The lemma is proved.

Lemma 2.10. For every k 2 N, if v 2 ¹1; 2ºkC1; w 2 ¹1; 2ºk , then

I
.t/
v3 � I

.t/
w3 for all t 2 .0; 3/:

Proof. In view of Lemma 2.8, it is enough to consider vD 2kC1 and uD 1k . By (2.5),

I
.t/

2kC13
� I

.t/

1k3
”

2t

3 � 4kC1
<

t=2

4k
�
1C 2t.1 � 4�k/=3

� ;
which is equivalent to

t <
3

1 � 4�k
:

Combining Lemmas 2.7, 2.9, and 2.10, yields the proposition.

Proposition 2.11. We have dimconf.F
.n/
t /! dimconf.Ft /, as n!1.

This is standard, but we provide the proof for the reader’s convenience. Before
the proof, we recall some general facts about the conformal dimension for hyperbolic
IFS on the line. Let 	 be a finite alphabet, and let ˆ D ¹�iºi2	 be a C 1C� -smooth
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hyperbolic IFS on a compact interval J � R, that is, there exist 0 < 1 < 2 < 1 such
that

0 < 1 � j�
0
i .x/j � 2 < 1 for all i 2 	 and x 2 J:

Let dn > 0 be such that X
u2	n

k�0uk
dn D 1;

where we use the sup-norm on J . It is well known (see, e.g., [6, Chapter 5]) that

dimconf.G / D lim
n!1

dn; (2.7)

and moreover,
j dimconf.ˆ/ � dnj � O.1/ � n

�1;

where the constant depends only on the IFS. In fact, by the Chain Rule and the Prin-
ciple of Bounded Distortion, there exists C > 1, depending only on the IFS, such that
for all i; j 2 	� holds

C�1k�0ik � k�
0
jk � k�

0
ijk � k�

0
ik � k�

0
jk: (2.8)

From the upper bound in (2.8), we obtain dn � d2n � : : : � dimconf.ˆ/, and from the
lower bound, we get

1 D
X

i;j2	n

k�0ijk
d2n � C�1

�X
i2	n

k�0ik
d2n

�2
H)

X
i2	n

k�0ik
d2n � C 1=2:

Then X
i2	n

k�0ik
d2nCı � 1; where ın2 D C

�1=2; ı D
logC

2n log.1=2/
;

and so dn � d2n C ı. Repeating this argument we obtain

d2mn� dn�
logC

2n log.1=2/
�

h
n�1C .2n/�1C � � �C .2m�1n/�1

i
� dn�

logC
n log.1=2/

;

hence
dn �

logC
n log.1=2/

� dimconf.ˆ/ � dn for all n 2 N: (2.9)

Proof of Proposition 2.11. Recall that A D ¹1; 2; 3º and Ft D ¹f1; f2; f
.t/
3 º (now,

the parameter t is fixed). For N 2 N, let dN > 0 be such thatX
u2AN

k.f .t/u /0kdN D 1;
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so that
s WD dimconf.Ft / D lim

N!1
dN :

It is clear that s 2 .1
2
; 1/, since f2 and f .t/3 are similitudes of contraction ratio 1=4,

and hence already X
u2¹2;3ºn

�f .t/u �01=2 D 1:
Fix " > 0 and let N 2 N be such that

dN 2 Œs; s C "/:

Recall that we consider the IFS F
.N/
t , for N 2 N, defined in equation (2.4).

Let eA.N/ WD AN n ¹1; 2ºN , so that F
.N/
t D

®
fu W u 2 eA.N/

¯
: It is immediate that�f .t/u �0 � 4�juj for all u, hence we haveX

u2eAN

k.f .t/u /0kdN D

X
u2AN n¹1;2ºN

k.f .t/u /0kdN � 1� 2N .4�N /dN � 1� 4�N"� 1=2;

for N sufficiently large, and this impliesX
u2eAN

k.f .t/u /0kdN�.2N/
�1

� 1: (2.10)

Let s.N/n > 0 be such that X
i2.eAN /n

k.f
.t/

i /0ks
.N /
n D 1;

so that dimconf.F
.N/
t / D limn!1 s

.N/
n by (2.7), and (2.10) yields

s
.N/
1 � dN � .2N /

�1:

On the other hand, applying the inequality (2.9) for F
.N/
t , with n D 1, we obtain

s
.N/
1 �

logC
log.4N /

� dimconf.F
.N/
t / � s

.N/
1 ;

since maxi2eA.N / k.f
.t/

i /0k D 4�N . Combining everything, we get thatˇ̌
dimconf.F

.N/
t / � dimconf.Ft /

ˇ̌
� "C

1

2N
C

logC
N log 4

;

which yields the desired claim.
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Proof of Theorem 2.1. We only need to show the lower bound for dim.ƒt /. We have
that dim.ƒt / � dim.ƒt /.n/ for all n 2N, whereƒ.n/t is the attractor of the IFS F

.n/
t ,

defined in (2.4). It was shown in Proposition 2.6 that F
.n/
t is non-degenerate on some

interval, hence on the entire .0;C1/. In order to apply Theorem 2.5, we need to
restrict the IFS and the parameter set to a fixed bounded interval. We can fix J D
Œt0; t1� � .0;1/ arbitrarily and consider F

.n/
t as an IFS on Œ�"; 2t1=3� for a small

" > 0. It is a real-analytic family of IFS, depending real-analytically on t 2 J . By
Theorem 2.5, it satisfies the SESC on ¹0º for t 2 J n En, with dimH.En/D 0, and then
we can apply Theorem 1.3 to conclude that dim.ƒt / D dimconf.F

.n/
t / for t 2 J n En

(here we use also that dimconf.F
.n/
t / < 1, since it is the conformal dimension of an

IFS obtained my removing some maps from the n-th interate of Ft , and the latter
has conformal dimension � log 3= log 4). The proof is concluded by an application of
Proposition 2.11.

3. Concluding remarks

3.1. On the dimension of the natural measure

The following remark is due to Balázs Bárány. For a conformal IFSˆD ¹�iºi2	 , con-
sider the Gibbs measure �ˆ on the symbolic space 	N corresponding to the potential

i 7! s � log j�0i1.…ˆ.� i//j;

where s D s.ˆ/ is the conformal dimension of ˆ and …ˆ is the natural projection.
This Gibbs measure on 	N satisfies

C�1jIijn j
s
� �ˆ.Œijn�/ � C jIijn j

s;

for some constantC >1, for every i2	N , see, e.g., [13, Chapter 9]. The push-forward
of �ˆ, that is, �ˆ D �ˆ ı…�1ˆ , is called the natural measure for ˆ. If ˆ satisfies the
Strong Separation Condition, the local dimension of �ˆ is equal to s at every point,
and hence, the Lq-dimension if equal to s for all q � 1 (see, e.g., [13, Section 9.2],
[6, Chapter 11] or [1, Section 2.6] for definitions). In our example, for the IFS Ft , for
any t > 0, the local dimension of the natural measure is strictly less than the conformal
dimension s.Ft / at the common fixed point 0, since the number of cylinder intervals
of level n containing 0, all of comparable length, grows exponentially with n. This
implies, by a lemma of Shmerkin [16, Lemma 1.7], that there exists q 2 .1;1/ such
that the Lq-dimension of �ˆ is strictly less than the conformal dimension s.ˆ/.
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3.2. Questions

1. Is there t > 0 such that Ft satisfies the strong exponential separation condi-
tion?

2. Is there an algebraic t > 0 such that the semigroup ¹A;B;CtºC is free? (Note
that the positive answer for Question 2 implies the positive answer for Ques-
tion 1.)

3. In the cases when the Hausdorff dimension of the attractor of Ft is equal to
the conformal dimension, is this also the Hausdorff dimension of the natural
measure?

A. On the freeness of the semigroup ¹A;BºC

Here, we show the proof of the freeness, following [3]. Recall that A D

 
1
2

0

2 2

!
and

B D

 
1
2

0

0 2

!
: Let R D

 
4 0

4=3 1

!
: The freeness of ¹A; BºC is equivalent to the

freeness of

®
2RA�1R�1; 2RB�1R�1

¯C
D

´ 
4 0

0 1

!
;

 
4 0

1 1

!µC
DW ¹E;F ºC:

Suppose that there exist matrices X; Y 2 ¹E;F ºC such that XE D YF . Then

X D

 
x1 0

x2 1

!
; Y D

 
y1 0

y2 1

!
; with x1; x2; y1; y2 2 Z;

whence
4x2 D XE.2; 1/ D YF.2; 1/ D 4y2 C 1;

which is a contradiction.
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