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Navier–Stokes–Cahn–Hilliard equations on evolving
surfaces

Charles M. Elliott and Thomas Sales

Abstract. We derive a system of equations which can be seen as an evolving surface version of
the diffuse interface “Model H” of Hohenberg and Halperin (1977). We then consider the well-
posedness for the corresponding (tangential) system when one prescribes the evolution of the sur-
face. Well-posedness is proved for smooth potentials in the Cahn–Hilliard equation with polynomial
growth, and also for a thermodynamically relevant singular potential.

1. Introduction

The Navier–Stokes–Cahn–Hilliard system on a sufficiently smooth, closed, oriented, and
evolving hypersurface, .�.t//t2Œ0;T � � R3,

�@�u D �r�p C pH� Cr� � .2�.'/E.u// � "r� � .r�' ˝r�'/C F; (1.1)

r� � u D 0; (1.2)

@�' D r� � .M.'/r��/; (1.3)

� D �"��' C
1

"
F 0.'/ (1.4)

is derived in analogy to the “Model H” of Hohenberg and Halperin as in [33] and as a
thin film limit of the relevant system in a thin evolving Cartesian domain as in [42]. In
addition, we provide a well posedness result in the case of a prescribed evolving surface.

Here,

E.u/ D
1

2
.r�uC .r�u/T /

denotes the rate of strain tensor. We assume a matched density and denote the constant
density by �. The velocity of the surface is denoted by u which will often be decomposed
as uD u� C uT , where u� ;uT are the normal and tangential components, respectively. The
associated pressure is denoted by p, �.�/ is the variable viscosity which depends on ', and
F is some external force. We have split the fourth order Cahn–Hilliard equation into two
second order equations (1.3), (1.4) for ';�, where � is the associated chemical potential.
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In our derivations, we consider a non-constant mobility function M.�/, but our analysis
will consider a constant mobility M.�/ � 1. Lastly, � denotes the outer unit normal to
�.t/, and H D r� � � the mean curvature of �.t/—with the convention that a sphere has
positive mean curvature. The differential operators used will be discussed below.

As in [34, 46], one may be interested in this system where the normal component of
the surface evolution is known a priori. That is, u� D VN� for some, sufficiently smooth,
known function VN . For our theory, it is sufficient to assume that VN is a C 3 function, and
so, we are working on a C 3 evolving surface, �.t/. We assume that this surface is such
that j�.t/j D j�0j, which is equivalent to assuming thatZ

�.t/

HVN D 0

for all t 2 Œ0; T �. In this case, one obtains the tangential Navier–Stokes–Cahn–Hilliard
system

�
�
P@ıuT C .r�uT /uT C VNHuT �

1

2
r�V

2
N

�
D �r� Qp C Pr� � .2�.'/E.uT //

C �r�' C FT ; (1.5)

r� � uT D �HVN ; (1.6)

@ı' Cr�' � uT D r� � .M.'/r��/; (1.7)

� D �"��' C
1

"
F 0.'/: (1.8)

Here, Qp D p C "
2
jr�'j

2 C
1
"
F.'/ is a modified pressure. In both systems, the pressure

and modified pressure, are unknown due to the incompressibility constraint.
Variants of this model have been considered on (mainly stationary) surfaces in [10,13,

44,47,48,50]. The main focus in the existing literature is on the derivation and numerical
simulation of such a system, but there has been little consideration for the well-posedness
thus far. As such, our work considers the well-posedness of a somewhat simpler model
(surface evolution notwithstanding) which still captures the main features of the coupling
of the Navier–Stokes equations with the Cahn–Hilliard equation. Lastly, we note that the
model in [12] considers the influence of a physically relevant bending energy, and the
model in [47] consider a variable density—in accordance with the derivation in [2].

Some geometric differential notation. The evolving surface, �.t/, is assumed to be suf-
ficiently smooth with a normal, �, and normal velocity, VN�. Geometric quantities and
differential operators are defined by

P D I � � ˝ �;

r�� D Pr�e; .r��/i D Di�; r�v D PrveP ; .r�v/i;j WD Dj vi ;

.r�v � w/i D Dj viwj ; r� � v D tr.r�v/; H D r��;

where we have used Einstein summation convention. Here, � and v; w are scalar and
vector fields, respectively, I denotes the identity matrix, and .�/e denotes an extension
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onto a neighbourhood of �.t/. These expressions are independent of the specific choice
of extension. Likewise, we use the following notation for the normal time derivatives of
scalar and vector fields:

@ı� D
@�e

@t
C VNr�

e
� �; @ıv D

@ve

@t
C VNrve � �;

which are again independent of choice of extension. Note that this is the time derivative
along a trajectory evolving in the normal direction. We use @� to denote the time derivative
which follows also the physical tangential flow uT :

@�� D @ı� C uT � r��; @�v D @ıvCr�v � uT :

On the other hand, if we wish to use another tangential flow for a velocity field w D
VN� C wT with a tangential vector field wT , we write

@�w� D @
ı� Cr�� � wT ; @�wv D @ıvCr�v � wT :

Throughout, we will use the convention that a vector quantity will be denoted in bold, e.g.,
v, and a tensor quantity will be denoted in blackboard bold, e.g., P .

Applications

On a stationary Euclidean domain, the Navier–Stokes–Cahn–Hilliard equations have found
many applications, for example, in studying thermocapillary flows [9] and spinodal de-
composition [30]. For further details and applications, we refer the reader to [8]. A more
recent application to a modified version of this system has been to the study of chemotaxis,
for example, in modelling tumour growth [38]. In this case, there are suitable changes to
allow for a transfer of mass—adding further complications.

Another biological application which has been of interest in recent years is the study
of lipid bilayer membranes. It is known that the curvature of the domain influences the
dynamics of lipid membranes and enters through a bending energy, for example, the
Jülicher–Lipowsky energy:

EHŒ'� D

Z
�

1

2
�.'/.H �H0.'//

2;

as presented in [36]. Here, �.�/ is the bending stiffness, and H0.�/ is the spontaneous
curvature which depends on the diffuse interface—an example being H0.'/ D ƒ' for
some curvature coefficientƒ 2 R. We refer the reader to [22,40] for a discussion of these
mechanisms, and to [31] for discussion and analysis of diffuse interface models for phase
separation on biological membranes. In [26], the authors consider a model for the kinetics
of a lipid bilayer membrane, coupling the Cahn–Hilliard equation to the stationary Stokes
equations in a planar domain. This model has been extended to surfaces in the recent
works [12, 13] where the authors also include the contributions of the relevant bending
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energy, as well as considering the full time-dependent Navier–Stokes equations for the
hydrodynamics. We also refer the reader to [10] and the references therein.

Lastly, we mention a different model of interest [14], in which the authors consider
the Cahn–Hilliard equations coupled with the Navier–Stokes equations on a free surface
determined by the Navier–Stokes equation in a bulk domain. This work also proposes
semi-discrete and fully-discrete numerical schemes and contains numerical examples.

Contributions and outline

The contributions of this paper are to provide two equivalent derivations of a diffuse inter-
face model coupling the Navier–Stokes equations and the Cahn–Hilliard equation on an
evolving surface and to extend existing analysis for the analogous system on a station-
ary, Euclidean domain to an evolving surface. The main results are showing existence
and uniqueness of weak solutions. The system is derived in Section 2. Some necessary
notation, functional analysis, and useful inequalities are provided in Section 3. Statements
of existence and uniqueness are provided in Section 4 for both smooth and logarithmic
Cahn–Hilliard potentials. Existence is proved in Section 5 and uniqueness in Section 6.
Existence and uniqueness of a mixed formulation involving the pressure are shown in Sec-
tion 7. Section 8 contains some concluding remarks about future directions. Appendices A
and B concern analytic results for the Laplace operator and inverse Stokes-type operator.

2. Derivation of the surface Navier–Stokes–Cahn–Hilliard system

In this section, we provide two derivations (1.5)–(1.8): one by surface balance laws and
the other by considering a thin film limit.

2.1. Derivation by balance laws

We follow a similar presentation to that of [30] and derive (1.1)–(1.4) by using a balance
of microstresses. Consider a binary mixture of a fluid, with constituent densities �1; �2.
The total density

� WD �1 C �2

is assumed to be constant. We define ci WD
�i
�

to be the corresponding concentration, so
that c1 C c2 D 1. Following the assumption of [30], we assume that the momenta and
kinetic energies of the constituent components are negligible when computed relative to
the gross motion of the fluid. As such, we consider the gross velocity, u, in our derivation
instead of the velocities of each component. By considering the total momentum of the
fluid in an arbitrary region, it is clear to see that

u D c1u1 C c2u2;

where ui is the velocity of component with density �i . Throughout, we consider an arbit-
rary material portion†.t/� �.t/ whose boundary, @†.t/, moves with conormal material
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velocity of the surface fluid uT � �†, where �† denotes the unit conormal vector for @†.t/
(the outward unit normal vector which is tangential to †.t/).

Since � is constant, conservation of mass within the material region †.t/ yields

0 D
d

dt

Z
†.t/

� D �
d

dt

Z
†.t/

1:

Applying the transport theorem, we obtain that

0 D

Z
†.t/

r� � u;

and since † is arbitrary, this yields

r� � u D 0 on �.t/:

This shows that the material surface �.t/ has the property of local inextensiblity, that is
to say d

dt
j†.t/j D 0 for all †.t/ � �.t/ such that the boundary moves with conormal

material velocity uT � �†. As a consequence, we have the property that the total area is
preserved:

j�.t/j D j�0j

for all t 2 Œ0; T �.
For each component, ui , we consider the mass balance

d

dt

Z
†.t/

ci D �

Z
@†.t/

qi � �†;

where qi is some flux vector to be determined. The normal component of qi does not
contribute to the flux, and hence, we assume qi is purely tangential. Using the transport
theorem, along with the incompressibility above, we find that

d

dt

Z
†.t/

ci D

Z
†.t/

@�ci :

Using integration by parts on the boundary integral, one obtainsZ
@†.t/

qi � �† D
Z
†.t/

r� � qi �
Z
†.t/

qi � �H D
Z
†.t/

r� � qi ;

where H denotes the mean curvature. Thus, we obtain an equation for ui ,

@�ci D �r� � qi on �.t/:

We define quantities ' D c1 � c2;q D q1 � q2, and observe that

@�' D �r� � q; (2.1)
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where we choose q later. Since c1 C c2 D 1, we can revert back to the individual concen-
trations by

c1 D
1C '

2
; c2 D

1 � '

2
:

Lastly, one considers the linear momentum balance for the gross momentum, that is,

d

dt

Z
†.t/

�u D
Z
@†.t/

T�† C

Z
†.t/

F;

where T is the Cauchy stress tensor describing the stresses across the surface. Integrating
by parts together with †.t/ being arbitrary to

�@�u D r� � T C F; (2.2)

where again there is no term involving � coming from the integration by parts1 as we
assume T maps onto the tangent space of �.t/. Similarly, one can apply standard argu-
ments to show that the balance of angular momentum yields

T D TT : (2.3)

Next, we consider a local dissipation inequality for the energy. For a region †.t/, the
energy is given by Z

†.t/

E.';r�';u/ D
Z
†.t/

E1.u/CE2.';r�'/;

where
E1.z/ D

�

2
jzj2; E2.�; z/ D

"

2
jzj2 C

1

"
F.�/:

We assume, as in [2, 30], that there is a local dissipation inequality given by

d

dt

Z
†.t/

E �

Z
@†.t/

T�† � uC
Z
@†.t/

@�' � � �† �

Z
@†.t/

�q � �†C
Z
�.t/

F � u; (2.4)

where � is the difference of the chemical potentials, �i , of each component, and � is
a stress (which we assume exists as in [2, 30]) characterising the microforces across the
boundary of a region—and acts only in the tangential direction. This inequality is under-
stood as being an appropriate form of the second law of thermodynamics. The boundary
terms correspond to the work done by the macroscopic stresses in the fluid, the work done
by the microscopic stresses, and the change of potential energy, respectively.

As † is arbitrary, we find that on �.t/, one has

@�E � r� � .Tu/ � r� � .@�'�/Cr� � .�q/ � F � u � 0;

1However, there is, as we emphasise later, still a component of this equation in the normal direction.
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where we have used (2.3). We use (2.2) and the form of E to see that this implies

�@�u � uC"r�' � @�r�'C
1

"
F 0.'/@�'��@�u � u�T W r�u�r� � .@�'�/Cr� � .�q/�F � u � 0:

The stress � is understood to have a microforce balance on an arbitrary region †.t/,
given by Z

@†.t/

� � �† D

Z
†.t/

�;

from which we obtain
r� � � C � D 0 on �.t/; (2.5)

where � is a scalar function representing the internal forces on the surface. Lastly, we
write S D T C pP , where P is the projection tensor, and p D �1

2
tr.T / is the pressure.

We note that S maps onto tangent vectors, is trace-free and we find

P W r�u D I W r�u � � ˝ � W r�u D r� � u D 0:

Next, by using (2.1), (2.2), and (2.5) in (2.4), it is straightforward to see that

."r�' � �/ � @
�
r�' C

�
� C

1

"
F 0.'/ � �

�
@�' � .SCr�' ˝ �/ W r�uC q � r�� � F � u � 0;

where we have also used

r�.@
�'/ D P@�r�' C .r�u/Tr�':

As noted in [2, 30], the quantity

�."r�' � �/ � @
�
r�' �

�
� C

1

"
F 0.'/ � �

�
@�' C .SCr�' ˝ �/ W r�u � q � r��C F � u„ ƒ‚ …
DWD

;

represents the dissipation, and hence, the assumed inequality is equivalent to D � 0.
One then argues as in [2,30] to show that if one allows S;q;�; � to depend on ';r�',

�;r��, E.u/ arbitrarily, then the assumed dissipation inequality can fail to hold. The
argument requires one to assume the presence of general forces and external mass sup-
plies. In particular, one finds that necessarily

"r�' � � D 0; � C
1

"
F 0.'/ � � D 0: (2.6)

We then assume, as in [19], that the mass flux takes the form

q D �M.'/r��

for some mobility function M.�/. Similarly, motivated by Newton’s rheological law, we
assume

SC "r�' ˝r�' D 2�.'/E.u/;
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where
E.u/ D

1

2

�
r�uC .r�u/T

�
is the rate of strain tensor and �.�/ is a variable viscosity (depending on the concentration).
As noted in [2], S C "r�' ˝ r�' represents the change in energy due to friction in the
fluids and is referred to as the viscous strain tensor. In summary, this allows us to observe
that

T D �pP C 2�.'/E.u/„ ƒ‚ …
Boussinesq–Scriven term

� "r�' ˝r�'„ ƒ‚ …
Korteweg term

; (2.7)

where the first term is like the Boussinesq–Scriven ansatz seen in [17], but we allow
variable viscosity. Then, by combining (2.5), (2.6), we find that

� D �"��' C
1

"
F 0.'/;

and similarly combining (2.1) and the assumption on q, we obtain

@�' D r� � .M.'/r��/;

which are the relations for '; � as in [19]. Lastly, we observe that

r� � .pP / D r�p � pH�;

and hence, by using (2.2), (2.7), we see that

�@�u D �r�p C pH� Cr� � .2�.'/E.u// � "r� � .r�' ˝r�'/C F:

Lastly, by recalling that r� � u D 0, we observe that we have derived (1.1)–(1.4).
To obtain the tangential Navier–Stokes–Cahn–Hilliard system, we assume that the

geometric motion of �.t/ is defined by the normal velocity field VN�, so material con-
tinuity in the normal direction implies the equation

u � � D VN :

To find the unknown uT , one considers the projection of this momentum equation. For
this, we note that (as in [46])

@�' D @ı' Cr�' � uT ;

P@�u D P@ıuT C .r�uT /uT C VNHuT �
1

2
r�V

2
N :

Similarly, we compute

r� � .r�' ˝r�'/ D ��'r�' C
1

2
r� jr�'j

2
� .r�' �Hr�'/�;
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and by using (1.4), we see that

�"��'r�' D
�
� �

1

"
F 0.'/

�
r�':

Thus, defining the modified pressure to be

Qp D p C
"

2
jr�'j

2
C
1

"
F.'/

and recalling r� � uT D�HVN , we obtain the tangential Navier–Stokes–Cahn–Hilliard
equations (1.5)–(1.8). The obvious modification to the calculations in [46] also yields an
equation for the normal component

�@�VN D �2�.'/.tr.Hr�uT /C �VN tr.H2//C �uT �HuT � uT � r�VN C pH
� "r�' �Hr�' C F� ; (2.8)

where F� D F � �, which must be satisfied and coupled with (1.5)–(1.8).

Remark 2.1. (1) Equations (1.1)–(1.4) are a simplified form of the system derived in [12],
where the authors also consider the effects of bending/friction. It is useful to note that
these authors consider the modified pressure throughout. Hence, neglecting the effects
of bending/friction terms and changing notation suitably, one finds the two systems are
identical.

(2) One may also be able to derive a related model by considerations similar to [52].
We leave this for future work.

2.2. Derivation by a thin film limit

In this section, we consider the thin film limit of relevant Navier–Stokes–Cahn–Hilliard
equations on an evolving Cartesian domain. This approach has been considered for the
heat equation [41], the Navier–Stokes equations [17,42], and the Ginzburg–Landau equa-
tion [43]. Besides use in derivation of a suitable system of surface Navier–Stokes–Cahn–
Hilliard equations, there has been interest in using a thin film approximation numeric-
ally [50] to study the limiting surface equations.

We assume throughout that �.t/ does not undergo a change in topology. Indeed, in
the presence of a change in topology, the modelling of this phenomenon is different, and
so, one expects the systems (1.1)–(1.4) and (1.5)–(1.8) will not necessarily make sense.
We discuss this more in Remark 2.5. We also ignore the effect of the external force, F, for
brevity.

As before, we still consider a closed oriented evolving surface, �.t/, with a prescribed
normal velocity VN . We define � .t/ by

� .t/ WD
®
x 2 R3 j jd.x; t/j < 

¯
;
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where d.x; t/ is the signed distance function of �.t/ and  > 0 is sufficiently small. We
then define the (noncylindrical) space-time domain

Q;T WD
[

t2Œ0;T �

� .t/ � ¹tº;

where we pose our problem. We consider a Navier–Stokes–Cahn–Hilliard system on
Q;T :

�
�@u

@t
C .u � r/u

�
D �rp Cr � .2�.' /E�.u // � "r � .r' ˝r' /; (2.9)

r � u D 0; (2.10)

@'

@t
� r � .M.' /r� /C u � r' D 0; (2.11)

� D �"�' C
1

"
F 0.' /; (2.12)

equipped with boundary conditions

u � � D V N ; (2.13)

ŒE�.u /� �tan D 0; (2.14)

r' � � D 0; (2.15)

r� � � D 0; (2.16)

on the lateral boundary @`Q;T defined as

@`Q;T WD
[

t2Œ0;T �

@� .t/ � ¹tº:

Here, the normal velocity of the bulk domain, � .t/, is V N .x; t/ WD VN .�.x; t/; t/. We
are using the notation E� WD

1
2
.ru C .ru /T / for the rate of strain tensor in � , and

Œ��tan denoting the tangential component to @� .t/ of a vector in R3. The condition (2.14)
is sometimes referred to as the perfect slip condition and appears as a natural boundary
condition. One may expect different boundary conditions for ' ;� , similar to the Robin-
type condition seen for the heat equation in [41]. However, the usual Neumann conditions
are still sufficient for our setting and retain the mass conservation property. To see this, we
use the Reynolds transport theorem so that

d

dt

Z
� .t/

' D

Z
� .t/

@'

@t
C

Z
@� .t/

'V

N

D

Z
� .t/

.�� � u � r' /C
Z
@� .t/

'V

N

D

Z
@� .t/

.r� � � � 'u � � C 'V N /

D

Z
@� .t/

r� � � ;



Navier–Stokes–Cahn–Hilliard equations on evolving surfaces 11

where we have used (2.13) for the final equality. The Neumann condition for ' fol-
lows in the usual way, without any need for Reynolds transport theorem. We now expand
' ; � ;u ; p in terms of the signed distance function as

' .x; t/ D '0.�.x; t/; t/Cd.x; t/'1.�.x; t/; t/Cd.x; t/2'2.�.x; t/; t/CO.d.x; t/3/;

� .x; t/ D �0.�.x; t/; t/Cd.x; t/�1.�.x; t/; t/Cd.x; t/2�2.�.x; t/; t/CO.d.x; t/3/;

u .x; t/ D u0.�.x; t/; t/Cd.x; t/u1.�.x; t/; t/Cd.x; t/2u2.�.x; t/; t/CO.d.x; t/3/;

p .x; t/ D p0.�.x; t/; t/Cd.x; t/p1.�.x; t/; t/Cd.x; t/2p2.�.x; t/; t/CO.d.x; t/3/;

where here �.x; t/ is the closest point projection of x onto �.t/. This is uniquely defined
on a small tubular neighbourhood, N .�.t//, of �.t/. Hence, we have a requirement on 
being sufficiently small so that

Q;T �
[

t2Œ0;T �

N .�.t// � ¹tº:

Before considering the thin film limit, we recall some preliminary results. Firstly, we recall
that

rd.x; t/ D �.�.x; t/; t/;

@d.x; t/

@t
D �VN .�.x; t/; t/;

and from these, one can show the following results.

Lemma 2.2 ([42, Lemma 2.7]). Let f be a scalar of vector valued function on GT . Then,
the spatial/temporal derivatives of the composite function f .�.x; t/; t/ are such that

r.f .�.x; t/; t// D r�f .�.x; t/; t/C d.x; t/.Hr�f /.�.x; t/; t/CO.d.x; t/2/;

@f .�.x; t/; t/

@t
D @ıf .�.x; t/; t/C d.x; t/..r�VN � r�/f /.�.x; t/; t/CO.d.x; t/2/

for .x; t/ 2 Q;T .

Lemma 2.3 ([42, Lemma 2.8]). Let S0;S1 be 3 � 3 matrix valued functions on �.t/ for
each t 2 .0; T /. Then, for x 2 � .t/, set

S.x/ D S0.�.x; t//C d.x; t/S1.�.x; t//CO.d.x; t/2/:

Then, we have

r � S.x/ D r� � S
0.�.x; t/; t/C .S1.�.x; t/; t//T �.�.x; t/; t/CO.d.x; t//

for x 2 � .t/.
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Theorem 2.4. Let .' ; � ; u ; p / solve (2.9)–(2.12) with boundary conditions (2.13)–
(2.16). Then, .'0;�0;u0;p0;p1/ from the corresponding expansion in terms of the signed
distance functions solve

�@�u0 D �r�p0 C p1� Cr� � .2�.'0/E.u0// � "r� � .r�'0 ˝r�'0/; (2.17)

r� � u0 D 0; (2.18)

@�'0 D r� � .M.'
0/r��

0/; (2.19)

�0 D �"��'
0
C
1

"
F 0.'0/ (2.20)

on GT such that u0 � � D VN .

Proof. We abbreviate �.x; t/ to � and d.x; t/ to d throughout this proof. Firstly, by
considering (2.13) and the expansion for u (on the boundary d D ˙ ), we have2

u0.�; t/ � �.�; t/˙ u1.�; t/ � �.�; t/C 2u2.�; t/ � �.�; t/CO.3/ D VN .�; t/;

and so, equating terms of order k for k D 0; 1; 2, one finds that

u0.�; t/ � �.�; t/ D VN .�; t/;
u1.�; t/ � �.�; t/ D 0;
u2.�; t/ � �.�; t/ D 0:

Taking the gradient of u , we find

ru .x; t/ D r�u0.�; t/C �.�; t/˝ u1.�; t/
C d..Hr�u0/.�; t/Cr�u1.�; t/C 2.� ˝ u2/.�; t//CO.d2/; (2.21)

and hence, taking the trace of the above, using (2.10) and u1 � � D 0, we obtain

r � u D r� � u0 CO.d/;

from which the zeroth order terms yield (2.18). Similar calculations let us verify that

r' .x; t/ D r�'
0.�; t/C '1.�; t/�.�; t/

C d..Hr�'
0/.�; t/Cr�'

1.�; t/C 2.'2�/.�; t//CO.d2/

and
rp .x; t/ D r�p

0.�; t/C p1.�; t/�.�; t/CO.d/: (2.22)

Similarly, by considering the transpose of (2.21), one finds

E�.u /.x; t/ D S0.�; t/C dS1.�; t/CO.d2/; (2.23)

2Here, the˙ corresponds to the boundary of� .t/ consisting of two disjoint sets, ¹x 2R3 j d.x; t/D

º, and ¹x 2 R3 j d.x; t/ D �º.
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where

S0 D E.u0/C
� ˝ u1 C u1 ˝ �

2
;

S1 D
Hr�u0 C .Hr�u0/T

2
C E.u1/C � ˝ u2 C u2 ˝ �:

Now, by our smoothness assumption on �.�/, we may use Taylor’s theorem to write

�.' .x; t// D �.'0.�; t//C d�0.'�.�; t//'1.�; t/CO.d2/;

where '�.�; t/ is some function valued between '0.�; t/ and ' .x; t/ which arises from
the remainder term in Taylor’s theorem. Using this, we find that

�.' .x; t//E�.u /.x; t/ D zS0.�; t/C d zS1.�; t/CO.d2/;

where
zS0 D �.'0/

�
E.u0/C

� ˝ u1 C u1 ˝ �
2

�
and

zS1 D �0.'�/

�
E.u0/C

� ˝ u1 C u1 ˝ �
2

�
C �.'0/

�
Hr�u0 C .Hr�u0/T

2
C E.u1/C � ˝ u2 C u2 ˝ �

�
:

Hence, using Lemma 2.3, we see that

r � .2�.' /E�.u // D 2r� � zS0 C 2.zS1/T � CO.d/;

and so, we check which of these terms vanish. To do this, we firstly note that, by rewriting
(2.14), one has

P .�; t/E�.u /�.�; t/ D 0; x 2 @� .t/;

and so, by using (2.23), one finds that

P .�; t/S0.�; t/�.�; t/˙ P .�; t/S1.�; t/�.�; t/CO.2/ D 0;

and hence,

P .�; t/S0.�; t/�.�; t/ D 0;

P .�; t/S1.�; t/�.�; t/ D 0:

Then, by using the form of S0, and

.� ˝ u1/� D 0; .u1 ˝ �/� D u1; Pu1 D u1;
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in the above yields
u1 D �2P .�; t/E.u0/�.�; t/:

Thus, we find that

zS0 D �.'0/E.u0/ � �.'0/.� ˝ �/E.u0/P � �.'0/PE.u0/.� ˝ �/
D �.'0/E.u0/ � �.'0/.� ˝ �/E.u0/.� ˝ �/
D �.'0/E.u0/;

where we have used P D I � .� ˝ �/ and r�u0 D Pr�u0P . Hence, we find that

r� �
zS0 D r� � .�.'

0/E.u0//:

We now show that .zS1/T � D 0. Firstly, we notice that from the above calculations it is
clear that

.zS1/T � D �0.'�/E.u0/�

C �.'0/

�
Hr�u0� C .Hr�u0/T �

2
C E.u1/� C .� ˝ u2/� C .u2 ˝ �/�

�
:

Recalling that

E.u0/�D0DE.u1/�; Hr�u0�D0D.Hr�u0/T �; .�˝u2/�D0; .u2˝ �/�Du2;

where we have used � 2 ker.H/, and u2 � � D 0; we find that

.zS1/T � D �.'0/u2:

Then, using the form of S1 in P .�; t/S1.�; t/�.�; t/ D 0, one finds that u2 D 0, and so,
.zS1/T � D 0. Hence,

r � .2�.' /E�.u // D r� � .2�.'0/E.u0//CO.d/: (2.24)

The tensor product involving r' is dealt with similarly, where it is straightforward
to see that

r' ˝r' D r�'
0
˝r�'

0
C d.r�'

1
˝r�'

0
Cr�'

0
˝r�'

1/CO.d2/;

and hence, by using Lemma 2.3,

r � .r' ˝r' /Dr� � .r�'
0
˝r�'

0/C.r�'
0
˝r�'

1
Cr�'

1
˝r�'

0/�CO.d/;

where the latter term clearly vanishes as r�'0;r�'1 are tangential. Thus, one obtains

"r � .r' ˝r' / D "r� � .r�'
0
˝r�'

0/CO.d/: (2.25)



Navier–Stokes–Cahn–Hilliard equations on evolving surfaces 15

For the momentum equation, all that remains to discuss is the time derivative and the
advective term. The time derivative follows immediately from Lemma 2.2 as

@u

@t
.x; t/ D @ıu0.�; t/ � VN .�; t/u1.�; t/CO.d/; (2.26)

which we want to turn into a material time derivative by considering the advective term.
For the advective term, we write .u � r/u D .u /Tru . Hence, from the expansion of
u and using Lemma 2.2, one finds that

.u /Tru D .u0/Tr�u0 C u1.u0 � �/CO.d/ D .u0 � r�/u0 C VNu1 CO.d/:

Hence, using this expression for the advection with (2.26), one finds

�

�
@u

@t
C .u � r

�
u / D �.@ıu0 C .u0 � r�/u0/CO.d/ D �@�u0 CO.d/; (2.27)

where here we understand @� to mean the derivative along the velocity field given by
VN� C u0—that is the tangential velocity is only considered up to the zeroth order term.
This point is made clearer by the notation of [42] where one would write this as @�u0 . Now,
by combining (2.22), (2.24), (2.25), and (2.27) in (2.9), one obtains

�@�u0 D �r�p0 C p1� Cr� � .2�.'0/E.u0// � "r� � .r�'0 ˝r�'0/CO.d/;

and as the functions .'0; �0;u0; p0; p1/ are independent of d one obtains (2.17) from the
zeroth order terms.

It remains to show that (2.11), (2.12) give (2.19), and (2.20) at zeroth order. This is
largely the same, so we skim the details. The advective term in (2.11) is the main point of
interest here. Using the expansions for ' ;u and Lemma 2.2, one finds

u � r' D u0 � r�'0 C u0 � �'1 CO.d/: (2.28)

For the time derivative, one uses Lemma 2.2 as before so that

@'

@t
.x; t/ D @ı'0.�; t/ � VN .�; t/'

1.�; t/CO.d/:

We combine this with (2.28), recalling that u0 � � D VN , so that

@'

@t
C u � r' D @ı'0 C u0 � r�'0 CO.d/ D @�'0 CO.d/: (2.29)

It remains to consider the term r � .M.' /r�/, which is dealt with almost identically to
the term r � .2�.' /E�.u //. From Lemma 2.2, we see that

r� .x; t/Dr��
0.�; t/C �1.�; t/�.�; t/Cd.r��

1.�; t/C2�2.�; t/�.�; t//CO.d2/;

and by Taylor’s theorem (assuming M.�/ is sufficiently smooth),

M.' .x; t// DM.'0.�; t//C dM 0.'�.�; t//'1.�; t/CO.d2/;
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where we have abused notation and reused the '� for the intermediate point arising in
the remainder, which is different from the '� before, but this does not matter. Combining
these, we find that

M.' /r� DM.'0/r��
0
CM.'0/�1�

C d.M 0.'�/'1r��
0
CM 0.'�/'1�1� CM.'0/r��

1
C 2M.'0/�2�/

CO.d2/:

Considering the gradient of this expression, one finds that

r.M.' /r� / D r�.M.'
0/r��

0/Cr�.M.'
0/�1/˝ � CM.'0/�1H

CM 0.'�/'1� ˝r��
0
CM 0.'�/'1�1� ˝ �

CM.'0/� ˝r��
1
C 2M.'0/�2� ˝ � CO.d/;

and taking the trace of the above yields

r � .M.' /r� / D r� � .M.'
0/r��

0/Cr�.M.'
0/�1/ � � CM.'0/�1H

CM 0.'�/'1� � r��
0
CM 0.'�/'1�1� � �

CM.'0/� � r��
1
C 2M.'0/�2� � � CO.d/;

which simplifies to

r � .M.' /r� / D r� � .M.'
0/r��

0/CM.'0/�1H CM 0.'�/'1�1

C 2M.'0/�2 CO.d/: (2.30)

Now, from the boundary condition (2.16), one finds that

0 D r� � � D r��
0
� � C �1� � � ˙ .r��

1
� � C 2�2� � �/CO.2/:

Thus, equating terms of the same order in  , one finds

r��
0
� � C �1 D 0;

r��
1
� � C 2�2 D 0;

from which one concludes �1 D 0 D �2, and hence, (2.30) becomes

r � .M.' /r� / D r� � .M.'
0/r��

0/CO.d/: (2.31)

By combining (2.29), (2.31) in (2.11) one obtains (2.19) by considering the zeroth order
terms.

We skip the derivation of (2.20) from (2.12) and (2.15) as it follows the same argu-
ments as we have used so far. The only point worth mentioning is that we assume the
potential F.�/ is C 2 so that one may indeed use Taylor’s theorem as we have done for
previous terms.
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Remark 2.5. (1) The key difference between the systems (1.1)–(1.4) and (2.17)–(2.20) is
that the latter system has two Lagrange multipliers to be determined, p0 which is under-
stood as enforcing the divergence free constraint, and p1 which is understood as enforcing
the normal velocity constraint. This difference is the same as observed in a comparison
of various derivations of the evolving surface Navier–Stokes equations in [17]. Moreover,
this only occurs in the normal direction and has no bearing on our following analysis of
the tangential system (1.5)–(1.8).

(2) As remarked in [42], the equations (2.10) and (2.18) imply3 that

d

dt
j� .t/j D 0;

d

dt
j�.t/j D 0;

respectively. However, one may also use a corollary of the coarea formula (see [25] for
example), proven in [42, Appendix A], to see that

j� .t/j D

Z
� .t/

1 D

Z 

�

Z
�.t/

J.t I x; r/;

where J.t I x; r/ is a corresponding Jacobian of the form

J.t I x; r/ D 1 � rH.t I x/C r2K.t I x/;

where K.t I x/ D det.H.t I x// is the Gaussian curvature of �.t/, we refer to [42] for
details. From this, one finds that

j� .t/j D 2 j�.t/j C
23

3

Z
�.t/

K.t I x/;

where one finds the mean curvature term vanishes by using the divergence theorem and
the fact that �.t/ is closed. Hence, assuming that d

dt
j�.t/j D 0 is not sufficient for the

existence of a solution to (2.17)–(2.20), one also requires

d

dt

Z
�.t/

K.t I x/ D 0:

As seen for the evolving surface Euler, and Navier–Stokes equations in [42], this can
be assured by imposing that �.t/ does not change its topology as by the Gauss–Bonnet
theorem, see [35], Z

�.t/

K.t I x/ D 2��.�.t//;

where �.�.t// is the Euler characteristic of �.t/.

3Here, we are using j� .t/j to denote the L3 Lebesgue measure of� .t/, and j�.t/j the H2 Hausdorff
measure of �.t/.
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2.3. Equivalence of the derived systems

In this section, we discuss the equivalence of the systems (1.5)–(1.8) and (2.17)–(2.20).
Firstly, when considering (1.5)–(1.8), one notes that in prescribing the normal velocity
one does not have to solve (2.8) but this equation must still be resolved for the normal
component to be given by the prescribed velocity. Hence, there must be some normal
force F�� such that the normal velocity one would obtain from (2.8) is the prescribed
normal velocity VN . With this in mind, the form of (1.1)–(1.4) with a prescribed normal
velocity becomes

�@�u D �r�p C pH� Cr� � .2�.'/E.u// � "r� � .r�' ˝r�'/C F��; (2.32)

r� � u D 0; (2.33)

@�' D r� � .M.'/r��/; (2.34)

� D �"��' C
1

"
F 0.'/: (2.35)

Taking the normal component of (2.32), one finds that

F� D �@
�VN C 2�.'/.tr.Hr�uT / � VN tr.H2// � �uT �HuT C �uT � r�VN

� pH C "r�' �Hr�'; (2.36)

which one can find directly from after solving (1.5)–(1.8). This calculation is done in
detail for the evolving surface Navier–Stokes equations in [34].

Similarly, by considering the normal component of (2.17)–(2.20), one finds (up to a
change of notation)

p1 D F� C pH:

Thus, one finds that we may express (2.32)–(2.35) as

�@�u D �r�p C p1� Cr� � .2�.'/E.u// � "r� � .r�' ˝r�'/;

r� � u D 0;

@�' D r� � .M.'/r��/;

� D �"��' C
1

"
F 0.'/;

which is precisely the form of (2.17)–(2.20) from the thin film limit (up to a change of
notation). This equivalence will also hold in the presence of some tangential force, FT .

3. Notation, function spaces, and inequalities

In this section, we introduce some necessary notation, functional analysis, and useful
inequalities.
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3.1. Notation

Next, we introduce some notation which will be used throughout. For a H2—measurable
set, X � R3 and a function f 2 L1.X/, we denote the H2 measure of X and the mean
value of f on X by

jX j WD H2.X/; �

Z
X

f WD
1

jX j

Z
X

f:

The components of the tangential gradient are denoted by

r�� D .D1�;D2�;D3�/:

The (scalar) Sobolev spaces on �.t/ are defined by

H k;p.�.t// D
®
� 2 Lp.�.t// j Di� 2 H

k�1;p.�.t//; i D 1; 2; 3
¯
;

and H 0;p.�.t// WD Lp.�.t//. We refer the reader to [21] for further details. We also use
the following notation for tangential vector-valued Sobolev spaces:

Lp.�.t// D
®
� 2 Lp.�.t//3 j � � � D 0 almost everywhere

¯
;

Hk;p.�.t// D
®
� 2 Lp.�.t// j Di� 2 Hk�1;p.�.t//; i D 1; 2; 3

¯
;

where Di� denotes the i th column of r�� and H0;p.�.t// WD Lp.�.t//. As is standard,
in the case p D 2, we omit the p, and write Hk.�.t//. Similarly, we write H�1.�.t// for
the dual space of H1.�.t//.

3.2. Pushforward map and compatible time dependent spaces

From our assumptions, we obtain the existence of a C 3 diffeomorphism

ˆnt W �0 ! �.t/;

which is defined as ˆnt .x0/ D x.t/, where x.t/ solves

dx

dt
D VN .x.t/; t/�.x.t/; t/; x.0/ D x0:

We denote the corresponding inverse asˆn�t W �.t/! �0. We then may use the framework
established in [6,7], where we use the normal pushforward map defined byˆnt �D � ıˆ

n
t ,

and the pullbackˆn�t D  ıˆ
n
�t , for some functions �; on �0 and �.t/, respectively.

It can then be shown that we have compatibility of the pairs .H k;p.�.t//; ˆnt / and
.Hk;p.�.t//; ˆnt / for k D 0; 1; 2, p 2 Œ1;1�, in the sense of [6]. However, a known
issue with the associated pushforward map is that is does not necessarily preserve the
divergence free properties of solenoidal vector fields on �0. We remedy this by using the
Piola transform as in [23, 46].
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3.3. The Piola transform and time differentiation

It is clear that the differentials Dˆnt .p/ W Tp�0 ! Tˆnt .p/�.t/ are invertible. We intro-
duce the notation J.p; t/ D det.Dˆnt .p//, J

�1.x; t/ D det.Dˆn�t .x// D J.t;ˆ
n
�tx/

�1,
D.p; t/ D Dˆnt .p/P .p; 0/, and D�1.x; t/ D Dˆn�t .x/P .x; t/. These matrices are such
that DD�1 D D�1D D P . One then defines the operator

A.p; t/ WD J�1.ˆnt .p/; t/D.p; t/C �.ˆ
n
t .p/; t/˝ �.p; 0/

for p 2 �0, t 2 Œ0; T �. One can readily observe that

A.p; t/jTp�0 W Tp�0 ! Tˆnt .p/�.t/; A.p; t/jTp�?0 W Tp�
?
0 ! Tˆnt .p/�.t/

?:

We then define the Piola pushforward map, for a vector field  on �0 as

Pt .x/ D A.ˆn�t .x/; t/ .ˆ
n
�t .x//;

where it is known that for some sufficiently smooth, tangential vector field, , on �0, then
r� �  D 0 almost everywhere �0 if, and only if, r� � Pt D 0 almost everywhere on
�.t/.

One similarly defines an inverse operator A�1 by

A�1.x; t/ WD J.ˆn�t .x/; t/D
�1.x; t/C �.ˆn�t .x/; 0/˝ �.x; t/

for x 2 �.t/, t 2 Œ0; T �. The Piola pullback is defined as one would expect,

P�t .p/ D A�1.ˆnt .p/; t/ .ˆ
n
t .p//

for a vector field  on �.t/. As one would expect (and hope) this is such that r� � D 0
almost everywhere on �.t/ if, and only if, r� � P�t D 0 almost everywhere on �0. We
now recall the following result.

Lemma 3.1 ([46, Lemma 3.1]). We have that D;A 2 C 2.�0 � Œ0; T �/, and D�1;A�1 2
C 2.GT /, and are hence uniformly bounded in space and time.

We note that we have improved regularity compared to the result in [46], as we assume
ˆnt are C 3-diffeomorphisms instead of C 2.

This result is used to show compatibility, in the sense of [7], of the pairs .Hk.t/;Pt /

(k D 0; 1; 2), and the divergence free space .V� .t/;Pt /, which we discuss later. We refer
the reader to [46] for details. With this compatibility of spaces in hand, one can refer to
a derivative associated to the Piola transform pushforward/pullback maps, as in the sense
of [7], defined by

@� D Pt

� d
dt

P�t 
�
:

We refer to this as the strong Piola derivative. The utility of this choice of derivative is that
for a sufficiently smooth vector field,  , on GT we have

 .t/ � � D 0) @� � � D 0; r� � .t/ D 0) r� � @
� .t/ D 0:
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The corresponding weak Piola derivative is defined in the same way as the weak mater-
ial/normal derivative (see [7]). The normal derivative, @ı, and the Piola derivative, @�, are
related through the following.

Lemma 3.2 ([46, Lemma 3.6]). For sufficiently smooth  , we have

@ı D @� �A.@ıA�1/ ; (3.1)

P@ı D @� �AP .@ıA�1/ : (3.2)

From here on we define NA WD AP .@ıA�1/ 2 C 1.GT /. We note that from this lemma
we may uncontroversially consider either @� or @ı when we discuss bounds on the deriv-
ative of a vector-valued function.

From this compatibility of spaces one may now define the evolving Bochner spaces,
L
p
X , for p 2 Œ1;1� and a family of Banach spaces. We denote a pushforward/pullback

map as ˆ�t and ˆt , respectively, and for our purposes these will be either ˆn�t and ˆnt or
P�t and Pt . The evolving Bochner space LpX is

L
p
X D

²
u W Œ0; T �!

[
t2Œ0;T �

X.t/ � ¹tº; t 7! . Nu.t/; t/ j ˆ�t Nu 2 L
p.0; T IX.0//

³
;

where we identify u.t/ with Nu.t/. This is a Banach space when equipped with norm

kukLpX
WD

8̂<̂
:
�Z T

0

ku.t/k
p

X.t/
dt

� 1
p

; p 2 Œ1;1/;

ess supt2Œ0;T � ku.t/kX.t/; p D1;

and a Hilbert space for p D 2 and X.t/ a family of Hilbert spaces.
For a family of Hilbert spaces,X , we define the evolving Sobolev–Bochner spaceH 1

X 0

to be
H 1
X 0 D

®
u 2 L2X j @

�u 2 L2X 0
¯
;

where @�u is the weak material derivative of u associated with the maps ˆ�t ; ˆt . As
in [6, 7] we have identified L2X 0 Š .L

2
X /
0. We refer the reader to [6, 7] for further details

and properties of these spaces.

3.4. Preliminary rewriting of the system

In order to set up the weak formulation, we rewrite the system (1.5)–(1.8) in such a way
that the unknown uT is divergence free and we may eliminate the pressure. To do this, we
consider the unique solution, ‰, of the elliptic PDE

���‰.t/ D H.t/VN .t/;

on �.t/, subject to the constraint �
R
�.t/

‰ D 0, for all t 2 Œ0; T �. Note that this is well
defined as

R
�.t/

HVN D 0 for all t 2 Œ0; T �. We then define fuT D r�‰, from which
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we see that fuT 2 H2;p.�.t// for all p 2 Œ1;1/, and �r� �fuT D HVN . Then, defining
OuT WD uT �fuT , we find that

P@ı OuT C .r� OuT / OuT C VNH OuT �
1

2
r�V

2
N D �r� Qp C Pr� � .2�.'/E. OuT //C �r�'

C FT �D1.';uT ;fuT /; (3.3)

r� � OuT D 0; (3.4)

@ı' Cr�' � OuT D ��� �D2.';fuT /; (3.5)

� D �"��' C
1

"
F 0.'/; (3.6)

where

D1.';uT ;fuT / D P@ıfuT C .r�fuT /fuT Cr�.fuT / OuT Cr�. OuT /fuT
C VNHfuT � Pr� � .2�.'/E.fuT //

and
D2.';fuT / D r�' �fuT :

This suggests a new “body force”, B, which is defined as

B D FT � .r�fuT /fuT � P@ıfuT � VNHfuT :
From Appendix A, we know fuT 2 C 0H2;p \ C 1Lp for all p 2 Œ1;1/, and so, for FT 2 L2L2 ,
one can readily show that B 2 L2L2 .

The above reformulation is formal, but for sufficiently smooth fuT we find that this
holds in a weak setting. We show the necessary regularity properties of ‰ (and fuT ) in
Appendix A and will discuss this later. From here on we will now denote OuT as uT and
treat this as the unknown velocity. This formulation allows us to work in the space of
divergence free test functions, as is typical in the analysis of the Navier–Stokes equations.
As such we introduce some notation for a suitable space of divergence free functions:

V� .t/ WD
®
� 2 H1.�.t// j r� � � D 0

¯
:

Similarly, we define H� .t/ to be the following closure in the k � kL2.�.t// norm:

H� .t/ WD
®
� 2 C 1.�.t//3 j r� � � D 0;� � � D 0

¯k�kL2.�.t// :
Moreover, we have compact, dense embeddings

V� .t/ ,! H� .t/ ,! V� .t/0:

The appropriate weak formulation follows from multiplying by a sufficiently smooth,
solenoidal test function, �, in (3.3) and a sufficiently smooth test function, �, in (3.5),
(3.6) and integrate over �.t/. This yields (4.1)–(4.3) below. Notice now that, by using the
divergence theorem, one finds the pressure term vanishes as

0 D

Z
�.t/

r� � . Qp�/ D

Z
�.t/

r� Qp � �C

Z
�.t/

Qpr� � �:
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3.5. Some bilinear and trilinear forms

Here, we introduce some bilinear/trilinear forms to be used in our weak formulation later.

m.t I�; / D

Z
�.t/

� ;

m.t I�; / D
Z
�.t/

� � ;

m�.t Iƒ;�/ D hƒ;�iH�1.�.t/;H1.�.t///;

m�.t Iƒ;�/ D hƒ;�iV� .t/0;V� .t/;

a.t I�; / D

Z
�.t/

r�� � r� ;

a.t I�; / D 2
Z
�.t/

E.�/ W E. /;

Oa.t I�; ;�/ D 2
Z
�.t/

�E. / W E.�/;

c1.t I�; ;�/ D
Z
�.t/

.r��/ � �;

c2.t I�; ;�/ D
Z
�.t/

�r� � �;

l.t I�; / D m.t IVNH�; /;

d1.t I�; / D c1.t I�;fuT ; /C c1.t IfuT ;�; /;
d2.t I�; / D Oa.t I�;fuT ; /

for sufficiently smooth scalar functions �;  , vector functions �; ;�, and linear func-
tionals ƒ 2 H�1.�.t//;ƒ 2 V� .t/0. We will omit the t argument throughout, as above.
We note the following antisymmetry properties of the trilinear forms c1; c2, which one can
readily verify by using the divergence theorem:

c1.�;�;�/ D �c1.�;�;�/;
c1.�;�;�/ D 0;
c2.�;  ;�/ D �c2. ; �;�/

for �; 2 H 1.�.t// and �;� 2 V� .t/. We will use these throughout.
We relate some of these bilinear forms to the normal derivatives using the transport

theorem.

Lemma 3.3 (Transport theorem). .1/ Let �; 2 H 1
H�1
\ L2

L2
; then,

d

dt
m.�;  / D m�.@

ı�; /Cm�.@
ı ; �/Cm.�; HVN /:



C. M. Elliott and T. Sales 24

Moreover, if we have that �; 2 H 1
H1 , then

d

dt
a.�;  / D a.@ı�; /C a.@ı�; /C b.�;  /;

where
b.t I�; / WD

Z
�.t/

VN .HI � 2H/r�� � r� :

.2/ Let �; 2 H 1
V0�
\ L2V� ; then,

d

dt
m.�; / D m�.@ı�; /Cm�.@ı ;�/Cm.�; HVN /:

Moreover, if we have that �; 2 H 1
V� , then

d

dt
a.�; / D a.@ı�; /C a.�; @ı /C b.�; /;

where b.t I �; �/, is a uniformly bounded in t , bilinear form H1.�.t// �H1.�.t//! R.

The relevant form for the bilinear form b can be deduced noting that

@ır�� D @
ı.Pr�eP / D @ıPr�eP C P@ır�eP C Pr�e@ıP ;

@ır�e D r.@ı�e/ � rVN ˝ .r�
e�/ � VNr�

eH;

for sufficiently smooth �. We do not give an explicit expression for b as it is sufficiently
long, and requires new notation (which would not reappear) to be written succinctly. We
do note that the smoothness assumptions on �.t/ allows one to show a uniform bound in
the H1 norm.

3.6. Inequalities

We end this section by recalling some useful inequalities. The following results on Sobolev
spaces are proven in [11, 32].

Theorem 3.4. .1/ .Poincaré inequality/
There exists a constant CP > 0, independent of t 2 Œ0;T �, such that for f 2H 1.�.t//,

we have f � �Z
�.t/

f


L2.�.t//

� CP kr�f kL2.�.t//:

.2/ .Sobolev embeddings/

.a/ Let 0 � l � k be two integers, and 1 � p < q be two real numbers such that
1
q
D

1
p
�
k�l
2

. Then, we have continuous embedding

H k;p.�.t// ,! H l;q.�.t//:

.b/ If k�r�˛
2
�

1
p

, where ˛ 2 .0; 1/, then we have continuous embedding

H k;p.�.t// ,! C rC˛.�.t//:
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Notice in particular that this implies

H 1.�.t// ,! Lp.�.t//

for all p 2 Œ1;1/, and in fact, these embeddings are compact. It can be shown that
the operator norms of the above continuous injections are independent of time—which
follows from the fact that we consider a compact time interval and sufficiently smooth
evolution of �.t/. We obtain analogous Sobolev embeddings for the spaces Hk;p.�.t//.
We also recall the following inequalities which are used throughout the analysis.

Lemma 3.5 (Ladyzhenskaya’s interpolation inequality [46, Lemma 3.4]). For all � 2
H 1.�.t// and � 2 H1.�.t//, we have

k�kL4.�.t// � Ck�k
1
2

L2.�.t//
k�k

1
2

H1.�.t//
; (3.7)

k�kL4.�.t// � Ck�k
1
2

L2.�.t//k�k
1
2

H1.�.t// (3.8)

for a constant C independent of t .

Lemma 3.6 (Korn’s inequality [46, Lemma 3.2]). For � 2 H1.�.t//, we have

k�kH1.�.t// � C
�
k�kL2.�.t// C kE.�/kL2.�.t//

�
; (3.9)

where the constant C is independent of t .

In order to establish energy estimates, we use the following nonlinear generalisation
of the Grönwall inequality.

Lemma 3.7 (Bihari–LaSalle inequality [15]). Let X; K W Œ0; T � ! R be non-negative
continuous4 functions, ! WRC!RC be a non-decreasing continuous function, and k � 0.
Then, if

X.t/ � k C

Z s

0

K.s/!.X.s//ds

holds for t 2 Œ0; T �, and one can choose y0 > 0 such that

�.k/C

Z T

0

K.s/ds 2 dom.��1/; where �.y/ WD
Z y

y0

1

!.s/
ds;

then one for t 2 Œ0; T � has

X.t/ � ��1
�
�.k/C

Z t

0

K.s/ds

�
: (3.10)

In fact, the inequality (3.10) is independent of choice of y0. Finally, we recall three
results which will be used in proving uniqueness.

4By density this can be shown to extend to K 2 L1.Œ0; T �/.
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Lemma 3.8 ([24, Lemma 4.3]). Let z 2H�1.�.t// be such thatm�.z; 1/D 0. Define the
inverse Laplacian G z 2 H 1.�.t// 2 H 1.�.t// as the unique solution of

a.G z; �/ D m�.z; �/

for all � 2 H 1.�.t//. If z 2 H 1
H�1

; then,

kG zkH1

H1
� CkzkH1

H�1
:

In fact, in [24], it is assumed that z 2 H 1
H1 but examining the proof, it is sufficient to

assume z 2 H 1
H�1

.

Lemma 3.9 ([39, Lemma 2.2]). Let m1; m2; S be non-negative functions on .0; T / such
that m1; S 2 L1.0; T / and m2 2 L2.0; T /, with S > 0 a.e. on .0; T /. Now, suppose f; g
are non-negative functions on .0; T /, f is absolutely continuous on Œ0; T / such that5

f 0.t/C g.t/ � m1.t/f .t/Cm2.t/

�
f .t/g.t/ logC

�
S.t/

g.t/

�� 1
2

;

holds a.e. on .0; T /, and f .0/ D 0. Then, f .t/ � 0 on Œ0; T /.

The final result we mention is an evolving surface analogue of the Brezis–Gallouët–
Wainger inequality (which originates from work on the nonlinear Schrödinger equation,
see [18]).

Lemma 3.10. For � 2 H 2.�.t//, one has

k�kL1.�.t// � Ck�kH1.�.t//

�
1C log

�
1C

Ck�kH2.�.t//

k�kH1.�.t//

� 1
2
�

for constants C independent of t .

Proof. From [29, Theorem 1.1], we see that for � 2 H 2.�0/ one has

k�kL1.�0/ � Ck�kH1.�0/

�
1C log

�
1C
k�kH2.�0/

k�kH1.�0/

� 1
2
�
;

where examining the proof one finds that our assumption that �0 being C 3 is suffi-
cient. To see that one can choose the constant independent of time, we observe that
k�kL1.�.t// D kˆ

n
�t�kL1.�0/. Hence, by pulling back to �0 and using the above inequal-

ity, the compatibility of the pairs .H k.�.t//;ˆnt / in the sense of [7], and the monotonicity
of x 7! log.1C x/

1
2 , it is clear that the inequality holds on �.t/ with constants independ-

ent of t . We note that this also introduces a constant into the logarithmic term.

5Here, we are using the notation logC.x/ WD max.0; log.x//.
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4. Weak formulation and well posedness theorems

We are now in a position to discuss the weak formulation. For simplicity, we assume
constant mobility, M.�/ � 1, and a scaling such that � D 1.

4.1. Regular potential

We firstly consider a smooth potential, F , under the same assumptions as in [19]. That is,
we assume F.r/D F1.r/C F2.r/ for F1; F2 2 C 2.R/ such that the following statements
hold:

(1) F.r/ � ˇ,

(2) F1 � 0 is convex,

(3) 9q 2 Œ1;1/ such that jF 01.r/j � ˛jr j
q C ˛,

(4) jF 01.r/j C jrF
0
1.r/j � ˛F1.r/C ˇ,

(5) jF 02.r/j � ˛jr j C ˛,

where ˛ denotes some non-negative constant, and ˇ some real constant. We also assume
the viscosity function, �.�/ is Lipschitz continuous. A typical example of a viscosity func-
tion is

�.r/ D �1
.1C r/

2
C �2

.1 � r/

2
; r 2 Œ�1; 1�

for two positive constants �1; �2, which can then be suitably extended to a C 2, Lipschitz
continuous function on R. The previous section then allows the following weak formula-
tion, using the notation introduced in Section 3.5.

Given initial data '0 2H 1.�0/;uT;0 2H� .0/, find ' 2H 1
H�1
\L2

H1 ;� 2 L
2
H1 ;uT 2

H 1
V0�
\ L2V� such that

m�.@ıuT ;�/C Oa.�.'/;uT ;�/C c1.uT ;uT ;�/C l.uT ;�/C d1.uT ;�/C d2.�.'/;�/
D m.B;�/C c2.�; ';�/; (4.1)

m�.@
ı'; �/C a.�; �/C c2.�; ';uT /C c2.�; ';fuT / D 0; (4.2)

m.�; �/ D "a.'; �/C
1

"
m.F 0.'/; �/ (4.3)

for all � 2H 1.�.t//;� 2V� .t/ for almost all t 2 Œ0;T �, and such that '.0/D '0, uT .0/D
uT;0 almost everywhere on �0.

Theorem 4.1. Let �.t/ be a C 3 evolving surface, F a potential function satisfying the
assumptions at the beginning of the section, and '0 2 H 1.�.0//; uT;0 2 H� .0/ be initial
data. Then, there exists a solution triple .'; �;uT / on Œ0; T � such that

' 2 L1
H1 \ L

2
H2 \H

1
H�1

;

� 2 L2
H1 ;

uT 2 L1L2 \H
1
V0�
;
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and solving (4.1)–(4.3) for all � 2H 1.�.t//;� 2V� .t/ for almost all t 2 Œ0;T �, and such
that '.0/ D '0, uT .0/ D uT;0 almost everywhere on �0.

4.2. Logarithmic potential

In this section, we consider the well-posedness theory for the singular logarithmic poten-
tial,

F.r/ D
�

2
..1C r/ log.1C r/ � .1 � r/ log.1 � r//C

1 � r2

2
DW

�

2
Flog.r/C

1 � r2

2

for � 2 .0; 1/. Here, � can be understood as a temperature in the system, which we have
scaled for notational simplicity. As the equations (1.5)–(1.8) consider the derivative of F
we introduce some shorthand notation,

f .r/ WD .Flog.r//
0
D log

�1C r
1 � r

�
:

The corresponding version of (4.1)–(4.3) for the logarithmic potential is as follows. Given
initial data '0 2 	0; uT;0 2 H� .0/, find ' 2 H 1

H�1
\ L2

H1 ; � 2 L
2
H1 ; uT 2 H 1

V0�
\ L2V�

such that

m�.@ıuT ;�/C Oa.�.'/;uT ;�/C c1.uT ;uT ;�/C l.uT ;�/C d1.uT ;�/C d2.�.'/;�/
D m.B;�/C c2.�; ';�/; (4.4)

m�.@
ı'; �/C a.�; �/C c2.�; ';uT /C c2.�; ';fuT / D 0; (4.5)

m.�; �/ D "a.'; �/C
�

2"
m.f .'/; �/ �

1

"
m.'; �/ (4.6)

for all � 2H 1.�.t//;� 2V� .t/ for almost all t 2 Œ0;T �, and such that '.0/D '0, uT .0/D
uT;0 almost everywhere on �0. Here, 	0 denotes the set of admissible initial conditions,
given by

	0 WD

²
� 2 H 1.�0/

ˇ̌̌̌
ECHŒ�I 0� <1;

ˇ̌̌̌
�

Z
�0

�

ˇ̌̌̌
< 1

³
;

where ECH is the Ginzburg–Landau functional

ECHŒ'I t � WD

Z
�.t/

"

2
jr�'j

2
C
1

"
F.'/: (4.7)

We note there is no modification to the choice of initial velocity, so we still choose uT;0 2
H� .0/ - as in the case of a polynomial potential.

An advantage of this singular potential is that it necessarily has “physical solutions”,
that is j'.t/j<1 almost everywhere on �.t/ for almost all t 2 Œ0;T �, due to the logarithmic
nonlinearity. As in [19, 20] there is a constraint on the initial conditions which allows us
to find such a solution. As we assume j�.t/j D j�0j we obtain a condition purely about
information at t D 0.
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Theorem 4.2. Let �.t/ be a C 3 evolving surface such that j�.t/j D j�0j for all t 2 Œ0;T �,
F be the logarithmic potential, and '0 2 	0; uT;0 2 H� .0/ be initial data. Then, there
exists a solution triple .'; �;uT / such that

' 2 L1
H1 \ L

2
H2 \H

1
H�1

;

� 2 L2
H1 ;

uT 2 L1L2 \H
1
V0�
;

solving (4.4)–(4.6) for all � 2 H 1.�.t//;� 2 V� .t/ for almost all t 2 Œ0; T �, and such
that '.0/ D '0, uT .0/ D uT;0 almost everywhere on �0.

5. Proof of existence

5.1. The regular potential

5.1.1. Galerkin approximation. We now show existence of a solution triple to (4.1)–
(4.3) via the Faedo–Galerkin method. ForM 2N, we define the Galerkin approximations

'M .t/ D

MX
iD1

˛Mi .t/ˆ
n
t  i ; �M .t/ D

MX
iD1

ˇMi .t/ˆ
n
t  i ;

uMT .t/ D
MX
iD1

Mi .t/Pt�i ;

where . i /iD1;:::;1 form a countable basis ofH 1.�0/, and .�i /iD1;:::;1 form a countable
basis of V� .0/, and hence pushforward onto countable bases of H 1.�.t// and V� .t/,
respectively. For example, by Hilbert–Schmidt theory, one can choose . i /iD1;:::;1 to be
the eigenfunctions of the Laplace–Beltrami operator on �0, and .�i /iD1;:::;1 to be the
eigenfunctions of the surface Stokes operator on �0. In particular, we choose  1 D 1 to
retain the mass conservation property of ' in the Galerkin approximation. We define the
following spaces:

VM .t/ WD span
®
ˆnt  i j i D 1; : : : ;M

¯
� H 1.�.t//;

VM� .t/ WD span
®
Pt�i j i D 1; : : : ;M

¯
� V� .t/;

and the corresponding projections as PMV .t/ W H 1.�.t//! VM .t/; PMV .t/ W H� .t/!

VM� .t/, which are defined by

.PMV .t/�;  /H1.�.t// D .�;  /H1.�.t// 8 2 V
M .t/;

.PMV .t/�; /L2.�.t// D .�; /L2.�.t// 8 2 VM� .t/:

We emphasise that these are H 1 and L2 projections, respectively, as it is sufficient to
choose initial data such that uT;0 2 H� .0/, rather than V� .0/, but require '0 2 H 1.�0/.
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Lemma 5.1. There exists a solution triple .'M ; �M ; uMT / on Œ0; t�/, for some t� � T
depending on M , solving

m.@ıuMT ;�/C Oa.�.'
M /;uMT ;�/C c1.uMT ;u

M
T ;�/C l.uMT ;�/

C d1.uMT ;�/C d2.�.'M /;�/ D m.B;�/C c2.�M ; 'M ;�/; (5.1)

m.@ı'M ; �/C a.�M ; �/C c2.�; 'M ;uMT /C c2.�; 'M ;fuT / D 0; (5.2)

m.�M ; �/ D "a.'M ; �/C
1

"
m.F 0.'M /; �/ (5.3)

for all � 2 VM .t/;� 2 VM� .t/ for almost all t 2 Œ0; t�/, and such that 'M .0/ D PMV '0,
uT .0/ D PMV uT;0 almost everywhere on �0.

Proof. To begin, we show the system (5.1)–(5.3) is equivalent to an ODE for the coeffi-
cients ˛; ˇ;  . Firstly, by (3.2), we note that we may write

m.@ıuMT ;�/ D m.@�uMT ;�/Cm. NAuMT ;�/:

Now, we note that, by definition of the strong derivative, one finds that

@ıˆnt  i D 0; @�Pt�i D 0;

and hence,

@ı'M .t/ D

MX
iD1

.˛Mi /
0.t/ˆnt  i ;

@�uMT .t/ D
MX
iD1

.Mi /
0.t/Pt�i :

With this in hand, it is clear that testing (5.1) with Pt�k yields

MX
iD1

.Mi /
0m.Pt�i ;Pt�k/C

MX
iD1

Mi m. NAPt�i ;Pt�k/

C

MX
iD1

Mi Oa
�
�

� MX
jD1

˛Mj ˆ
n
t  j

�
Pt�i ;Pt�k

�
C

MX
iD1

MX
jD1

Mi 
M
j c1.Pt�i ;Pt�j ;Pt�k/

C

MX
iD1

Mi l.Pt�i ;Pt�k/C

MX
iD1

Mi d1.Pt�i ;Pt�k/C d2
�
�

� MX
jD1

˛Mj ˆ
n
t  j

�
;Pt�k

�

D m.B;Pt�k/C

MX
iD1

MX
jD1

˛Mj ˇ
M
i c2.ˆnt  i ; ˆ

n
t  j ;Pt�k/:
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Next, testing (5.2) and (5.3) with ˆnt  k , we obtain

MX
iD1

.˛Mi /
0m.ˆnt  i ; ˆ

n
t  k/C

MX
iD1

ˇMi a.ˆ
n
t  i ; ˆ

n
t  i /

C

MX
iD1

MX
jD1

˛Mi 
M
j c2.ˆnt  k ; ˆ

n
t  i ;Pt�j /C

MX
iD1

˛Mi c2.ˆnt  k ; ˆ
n
t  i ;fuT / D 0

and

MX
iD1

ˇMi m.ˆ
n
t  i ; ˆ

n
t  k/

D "

MX
iD1

˛Mi a.ˆ
n
t  i ; ˆ

n
t  k/C

1

"
m

�
F 0
� MX
iD1

˛Mi ˆ
n
t  i

�
; ˆnt  k

�
:

By considering the system this generates for kD 1; : : : ;M , one obtain, an ODE system for
the vectors ˛M .t/;ˇM .t/; M .t/ 2RM . It is straightforward to see that the nonlinearities
are locally Lipschitz, but we omit these details. Applying standard ODE theory one obtains
the short time existence of a solution triple .˛M ; ˇM ; M /.

Next, we establish existence on a time interval independent of M by use of energy
estimates. To do this, we recall the Ginzburg–Landau functional, (4.7), and require the
following assumptions.

Assumption 5.2. (1) We assume the basis . i /i ofH 1.�0/ is such that  1 is constant on
�0. This guarantees that 1 2 VM .t/ for all M 2 N; t 2 Œ0; T �.

(2) We define PM2 .t/ W L2.�.t//! VM .t/ to be the L2 projection defined by

.PMV .t/�;  /L2.�.t// D .�;  /L2.�.t// 8 2 V
M .t/:

We assume that for � 2 H 1.�0/ that

kPM2 .0/�kH1.�0/ � Ck�kH1.�0/;

and given  > 0 there exists M � 2 N such that for M > M �,

kPM2 .0/� � �kL2.�0/ � k�kH1.�0/:

These assumptions hold when we choose . i /i to be the eigenfunctions of Laplace–
Beltrami operator on �0. We notice that this second assumption implies that for � 2
H 1.�.t//,

kPM2 .t/� � �kL2.�.t// � kˆ
n
t P

M
2 .0/ˆn�t� � �kL2.�.t//

� CkPM2 .0/ˆn�t� �ˆ
n
�t�kL2.�0/

� Ckˆn�t�kH1.�0/ � Ck�kH1.�.t//;
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where the first inequality follows from the fact that PM2 .t/ minimises the L2 distance by
definition. Moreover, it is straightforward to see that

kPM2 .t/�kH1.�.t// � Ck�kH1.�.t//:

Lemma 5.3. Given t 2 Œ0; T � such that a solution to (5.1)–(5.3) exists, then one has

�

Z
�.t/

'M D �

Z
�0

'0:

Proof. We chose our basis such that 1 2 VM .t/, so we may test (5.2) with 1 for

m.@ı'M ; 1/C c2.1; 'M ;uMT /C c2.1; 'M ;fuT / � 0:
By integration by parts, it is clear that

c2.1; 'M ;uMT / D �c2.'M ; 1;uMT / D 0;

c2.1; 'M ;fuT / D m.HVN ; 'M / � c2.'M ; 1;fuT /;
and so, one finds that

d

dt
m.'M ; 1/ D m.@ı'M ; 1/Cm.'M ;HVN / D 0:

Hence, we have shown thatZ
�.t/

'M D

Z
�0

PMV '0 D .'0; 1/H1.�0/ D

Z
�0

'0;

where we have again used the definition of PMV '0, and the fact that 1 2 VM .0/. The
equality for the mean values then follows since j�.t/j D j�0j.

The same logic applies to the solution of (4.1)–(4.3).

Lemma 5.4. For sufficiently large M , the solution triple .'M ; �M ;uMT / satisfies

sup
t2Œ0;T �

�
1

2
kuMT k

2
L2.�.t// CE

CHŒ'M I t �

�
C
1

2

Z T

0

.��kE.uMT /k
2
L2.�.t//

C kr��
M
k
2
L2.�.t//

/ � C (5.4)

for a constant C independent of M .

Proof. To begin, we test (5.1) with uMT for

m.@ıuMT ;u
M
T /C Oa.�.'

M /;uMT ;u
M
T / D m.B;uMT /C c2.�M ; 'M ;uMT / � l.uMT ;u

M
T /

� d1.uMT ;u
M
T / � d2.�.'M /;uMT /;
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where we have used c1.uMT ;u
M
T ;u

M
T / D 0. Next, we notice that from (5.2) that

c2.�M ; 'M ;uMT / D �m.@
ı'M ; �M / � a.�M ; �M / � c2.�M ; 'M ;fuT /;

and from (5.3), we find that

m.@ı'M ; �M / D "a.'M ; @ı'M /C
1

"
m.F 0.'M /; @ı'M /:

Hence, combining these three equalities, it is clear that

m.@ıuMT ;u
M
T /C Oa.�.'

M /;uMT ;u
M
T /C "a.'

M ; @ı'M /

C
1

"
m.F 0.'M /; @ı'M /C a.�M ; �M /

D m.B;uMT / � c2.�M ; 'M ;fuT / � l.uMT ;u
M
T / � d1.uMT ;u

M
T / � d2.�.'M /;uMT /:

(5.5)

Recalling Lemma 3.3, we find that

m.@ıuMT ;u
M
T / D

1

2

d

dt
m.uMT ;u

M
T / �

1

2
m.uMT ;HVNuMT /;

a.'M ; @ı'M / D
1

2

d

dt
a.'M ; 'M / �

1

2
b.'M ; 'M /;

m.F 0.'M /; @ı'M / D
d

dt
m.F.'M /; 1/ �m.F.'M /;HVN /:

Next, by using the bound �� � �.�/ and the above, we see

1

2

d

dt
m.uMT ;u

M
T /C

d

dt
ECHŒ'M I t �C ��a.uMT ;u

M
T /C a.�

M ; �M /

D m.B;uMT /C
1

2
m.uMT ;HVNuMT /C

"

2
b.'M ; 'M /C

1

"
m.F.'M /;HVN /

� c2.�M ; 'M ;fuT / � l.uMT ;u
M
T / � d1.uMT ;u

M
T / � d2.�.'M /;uMT /: (5.6)

The focus now is bounding these terms on the right-hand side. Firstly, we find that

m.B;uMT /C
1

2
m.uMT ;HVNuMT /C l.uMT ;u

M
T /

�
1

2
kBk2L2.�.t// C

�
1

2
C
1

2
kHVN kL1.�.t// C kVNHkL1.�.t//

�
kuMT k

2
L2.�.t//;

(5.7)

where we note that H; VN 2 C 1.GT /;H 2 .C 1.GT //3�3 by our assumptions. Similarly,
this smoothness assumption on HVN allows us to bound

"

2
b.'M ; 'M /C

1

"
m.F.'M /;HVN / � CE

CHŒ'M I t � (5.8)
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for a constant independent of t and M . We now look at the terms introduced by the influ-
ence of fuT . It is straightforward to see that

jd1.uMT ;u
M
T /j � kfuT kL1.�.t//kuMT kH1.�.t//kuMT kL2.�.t//CkfuT kH1;1.�.t//kuMT k

2
L2.�.t//;

where we have used the regularity result from Appendix A to bound fuT . We then use (3.8)
to see that

kuMT kH1.�.t//kuMT kL2.�.t// � CkuMT k
3
2

L2.�.t//kE.u
M
T /k

1
2

L2.�.t//;

and hence, from Young’s inequality, we obtain

kfuT kL1.�.t//kuMT kH1.�.t//kuMT kL2.�.t// (5.9)

�
��

4
kE.uMT /k

2
L2.�.t// C CkfuT k 43L1.�.t//kuMT k2L2.�.t//: (5.10)

All in all, this yields a bound on d1.uMT ;u
M
T / given by

jd1.uMT ;u
M
T /j�

��

4
kE.uMT /k

2
L2.�.t//C

�
kfuT kH1;1.�.t//CCkfuT k 43L1.�.t//�kuMT k2L2.�.t//:

(5.11)
Likewise, it is straightforward to see that

jd2.�.'M /;uMT /j �
��

4
kE.uMT /k

2
L2.�.t// C

2.��/2

��
kE.fuT /k2L2.�.t//: (5.12)

We lastly consider the c2 term and see that

c2.�M ; 'M ;fuT / D Z
�.t/

�Mr�'
M
�fuT D � Z

�.t/

'Mr��
M
�fuT

�

Z
�.t/

'M�Mr� �fuT ;
which follows from integration by parts. By construction of fuT , we now find that

�c2.�M ; 'M ;fuT / D c2.'M ; �M ;fuT / �m.�M ;HVN'M /:
The difficulty now is in bounding jm.�M ; HVN'M /j, for which we argue as in [19]. By
definition, we find that

m.�M ;HVN'
M / D m.�M ; PM2 .t/.HVN'

M //;

where we observe that we can now test (5.3) with PM2 .t/.HVN�
M /. This yields

m.�M ; PM2 .t/.HVN'
M //

D "a.'M ; PM2 .t/.HVN'
M //C

1

"
m.F 0.'M /; PM2 .t/.HVN'

M //;
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and hence, we find that

jm.�M ;HVN'
M /j � Ck'Mk2

H1.�.t//
C
1

"
m.F 0.'M /;HVN'

M /

C
1

"
m.F 0.'M /; PM2 .t/.HVN'

M / �HVN'
M /:

Now, recalling that assumptions on F 01; F
0
2 and the assumptions on PM2 one finds that for

sufficiently large M ,

jm.�M ;HVN'
M /j � C C CECHŒ'M I t �C Ckr�'

M
k
qC1

L2.�.t//
;

where we have also used the Sobolev embedding Lq.�.t// ,! H 1.�.t//. We note that
 ! 0 as M !1. From this bound one readily finds that

jc2.�M ; 'M ;fuT /j � C C 1

2
kr��

M
k
2
L2.�.t//

C CECHŒ'M I t �C CECHŒ'M I t �
qC1
2 ;

(5.13)
for constants C independent of M , and some small  > 0.

Finally, by using the estimates (5.7)–(5.13) in (5.6) and integrating over Œ0; t �, we
obtain an inequality of the form

1

2
kuMT k

2
L2.�.t// CE

CHŒ'M I t �C
��

2

Z t

0
kE.uMT /k

2
L2.�.t// C

1

2

Z t

0
kr��

M
k
2
L2.�.t//

� kC

Z t

0
K.s/

�
1

2
kuMT k

2
L2.�.s//CE

CHŒ'M I s�C

�
1

2
kuMT k

2
L2.�.s//CE

CHŒ'M I s�

� qC1
2
�
ds;

(5.14)

where

k D C C
1

2

Z T

0

kBk2L2.�.s// ds C
2.��/2

��

Z T

0

kE.fuT /k2L2.�.s// ds
C
1

2
kPMV uT;0k2L2.�.0// CE

CHŒPMV '0I 0�;

and

K.s/ D C C
1

2
kHVN kL1.�.s// C kVNHkL1.�.s// C kfuT kH1;1.�.s// C CkfuT k 43L1.�.s//

We can bound k independently of M by noting that

kPMV '0kH1.�.0// � k'0kH1.�.0//; kP
M
V uT;0kL2.�.0// � kuT;0kL2.�.0//;

and as above, we can bound the potential term in ECH by using Sobolev embeddings.
Lastly, we note that while ECHŒ'M I t � is not necessarily non-negative, it is bounded

below. Hence, we add some sufficiently large constant to (5.14) so that the analogous
inequality holds for the modified energy:

eECHŒ'I t � WD ECHŒ'I t �C Q̌ �
"

2
kr�'k

2
L2.�.t//

:
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From our assumptions, it is clear such a constant exists and depends only on the evolution
of �.t/ and choice of F . Thus, one obtains (5.4) by using Lemma 3.7, with !.s/ D
s C s

qC1
2 , where one can verify that, for q > 1,

�.y/ D
2

q � 1
log

 
 C y

1�q
2

0

 C y
1�q
2

!
for a suitable choice of y0 > 0. In order to apply Lemma 3.7, we need that

�.k/C

Z T

0

K.s/ds 2 dom.��1/ D R.�/ D
�
�1;

2

q � 1
log

�
 C y

1�q
2

0



��
;

which in turn follows if

�
2

q � 1
log. C k

1�q
2 /C

Z T

0

K.s/ds 2

�
�1;

�2

q � 1
log./

�
:

TakingM sufficiently large, and hence  sufficiently small, we may now apply Lemma 3.7
to show (5.4). In the case q D 1, we may apply the usual Grönwall inequality instead.

From (5.4), the growth conditions on F 0, and the Sobolev embedding H 1.�.t// ,!

L2q.�.t//, one finds that F 0.'M / 2 L2
L2

, and so, it is clear that one obtains uniform L2
H1

bounds on �M . Likewise, using (3.9), one can establish uniform L2H1 bounds for uMT .

5.1.2. Passage to the limit. We have established uniform bounds for uMT in L1H� and
L2H1 , for 'M in L1

H1 , and for �M in L2
H1 . Thus, there exist limiting functions uT ; '; �

such that

uMT * uT ; weakly in L2V� ;

uMT
�
* uT ; weak- � in L1H� ;

'M
�
* '; weak- � in L1

H1 ;

�M * �; weakly in L2
H1 :

Moreover, arguing as in [19], one can show that 'M ! ' strongly in L2
L2

. This is useful
as one cannot use (a variant of) the Aubin–Lions theorem to show strong convergence of
'; uT because we do not have uniform estimates for 'M in H 1

H�1
and uMT in H 1

V0�
. Now,

by proceeding as in the proof of [19, Proposition 4.10], one shows the existence of @ı'.
We do not do this in detail for the sake of brevity, but we outline the argument. Firstly, one
considers a sufficiently smooth test function so that one can pass the derivative onto this
test function. By careful choice of test function, one can pass to the limit, using the weak
convergence of 'M ; �M , and obtain an equation which characterises the weak material
time derivative. For explicit, details we refer to [19, Proposition 4.10]. We compute a
bound for @ı' in L2

H�1
in Lemma 5.5 below.
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Recalling the compact embeddings

H 1.�.t// ,! Lp.�.t//

for all p 2 .1;1/, by using [6, Theorem 6.2], one obtains strongly convergent sub-
sequences such that

'M ! '; strongly in L2Lp :

The case p D 4 will be useful when we discuss the passage to the limit of uMT .
We now discuss passage to the limit in the nonlinear terms. Firstly, it is shown in [19]

that
F 0.'M / * F 0.'/; weakly in L2

L2
;

where the authors use a generalisation of the dominated convergence theorem. To see that
we can pass to the limit in the c1 term one argues as in [49, Lemma 3.2]. Similarly, to see
the convergence in the c2.�M ; 'M ;�/ term in (5.1), we write

c2.�M ; 'M ;�/ D �c2.'M ; �M ;�/ D c2.' � 'M ; �M ;�/ � c2.'; �M ;�/:

Firstly, we notice that
R T
0

c2.'; �;�/ is an element of .L2
H1/
0 from the established bounds,

and hence, the weak convergence of �M in L2
H1 yieldsZ T

0

c2.'; �M ;�/!
Z T

0

c2.'; �;�/

asM !1. For the other term, we use the strong convergence 'M ! ' inL2
L4

, and writeˇ̌̌̌ Z T

0

c2.' � 'M ; �M ;�/
ˇ̌̌̌
�

Z T

0

k' � 'MkL4.�.t//kr��
M
kL2.�.t//k�kL4.�.t// ! 0:

Thus, we find thatZ T

0

c2.�M ; 'M ;�/! �
Z T

0

c2.'; �;�/ D
Z T

0

c2.�; ';�/;

by using standard localisation arguments, one concludes c2.�M ; 'M ;�/! c2.�; ';�/
for almost all t 2 Œ0; T � and all � 2 V� .t/. c2.�; 'M ;uMT / converges by similar logic.

The final nonlinear term to consider its convergence is Oa.�.'M /; uMT ; �/. This fol-
lows essentially the same calculations as above, owing to the assumption that we have a
Lipschitz continuous viscosity �.�/. One writes

Oa.�.'M /;uMT ;�/ D Oa.�.'/;u
M
T ;�/C Oa.�.'

M / � �.'/;uMT ;�/;

and as above, we find
R T
0
Oa.�.'/; �;�/ is an element of L2V0� . Likewise, the integral of the

second term over Œ0; T � vanishes6 as M !1 by using the Lipschitz property of �.�/ and
the strong convergence of 'M in L2

L4
.

6Here, one considers � sufficiently smooth so that E.�/ 2 L1L4 and extends to � 2 L2V� .t/ by density.
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With these considerations, one argues as in [46] to see that @ıuT exists. This argument
is similar to the aforementioned proof that @ı' exists, and consists of passing the time
derivative onto some sufficiently smooth test function and carefully taking the limitM !
1. We omit the details here as the main point of interest is in the nonlinear terms. Now,
we know these derivatives exist, we may show the following bounds.

Lemma 5.5. We have @ı' 2 L2
H�1

and @ıuT 2 L2V0� .

Proof. To see the bound for @ı'M observe from (4.1) that

jm.@ı'; �/j � ja.�; �/j C jc2.�; ';uT /j C jc2.�; ';fuT /j;
and we recall that

c2.�; ';uT / D �c2.'; �;uT /;
c2.�; ';fuT / D m.�;HVN'/ � c2.'; �;fuT /:

From this, it is clear to see that

jm.@ı'; �/j

k�kH1.�.t//

� kr��kL2.�.t// C k'kL4.�.t//kuT kL4.�.t//

C kHVN kL1.�.t//k'kL2.�.t// C k'kL4.�.t//kfuT kL4.�.t//;

and hence, using (3.7), (3.8), and the uniform bounds established by (5.4) we obtain the
L2
H�1

bound.
Similarly to bound @ıuT , we see from (5.1) that

jm.@ıuT ;�/j � jOa.�.'/;uT ;�/j C jc1.uT ;uT ;�/j C jl.uT ;�/j C jd1.uT ;�/j
C jd2.�.'/;�/j C jm.B;�/j C jc2.�; ';�/j:

Recall from properties of c1; c2 that

jc1.uT ;uT ;�/j D jc1.�;uT ;uT /j � k�kH1.�.t//kuT k2L4.�.t//;

jc2.�; ';�/j D jc2.'; �;�/j � Ck'kL4.�.t//kr��kL2.�.t//k�kH1.�.t//;

where we have used the Sobolev embedding H1.�.t// ,!L4.�.t// in the second inequal-
ity. The only other problematic term here is jd1.uT ;�/j, which we bound as

jd1.uT ;�/j � jc1.uT ;fuT ;�/j C jc1.fuT ;uT ;�/j
� jc1.�;fuT ;uT /j C jc1.�;uT ;fuT /j C 2jm.uTHVN ;�/j
� C.kfuT kL4.�.t// C 1/kuT kL4.�.t//k�kH1.�.t//:

From these inequalities, it is straightforward to see that

jm.@ıuT ;�/j
k�kH1.�.t//

� ��kE.uT /kL2.�.t// C kuT k2L4.�.t// C Ck'kL4.�.t//kr��kL2.�.t//

C kVNHkL1.�.t//kuT kL2.�.t// C CkuT kL2.�.t//

C CkuT kL4.�.t//kfuT kL4.�.t// C �
�
kE.fuT /kL2.�.t// C kBkL2.�.t//:
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From this inequality, it is straightforward to see how one obtains the L2V0� bound by using
(3.8), (5.4), and Sobolev embeddings where necessary.

Lastly, it remains to discuss the initial conditions. We note that uMT .0/ D PMV uT;0,
and 'M .0/D PMV '0. These projections are such that PMV uT;0! uT;0 strongly in H� .0/,
and PMV '0 ! '0 strongly in H 1.�.0//. By using standard arguments (again we refer
to [19, 46]) one can then verify that uT .0/ D uT;0, and '.0/ D '0. All in all we have
shown Theorem 4.1.

5.2. The logarithmic potential

As is common in the literature, see, for example, [19,27], we consider a regularised version
of this potential and use the preceding theory to show existence. To this end, we choose
ı 2 .0; 1/ and define a regularised function

F ılog.r/D

8̂̂<̂
:̂
.1 � r/ log.ı/C .1C r/ log.2 � ı/C .1�r/2

2ı
C

.1Cr/2

2.2�ı/
; r � 1 � ı;

Flog.r/; r 2.�1Cı; 1�ı/;

.1C r/ log.ı/C .1 � r/ log.2 � ı/C .1Cr/2

2ı
C

.1�r/2

2.2�ı/
; r � �1C ı:

It is a straightforward calculation to see that F ılog 2 C
2.R/. As before, we also introduce

shorthand notation f ı.r/ D .F ılog/
0.r/.

We now focus on the following version of (4.4)–(4.6). We want to find 'ı 2 H 1
H�1
\

L1
H1 , �ı 2 L2

H1 , and uıT 2 H
1
V0�
\ L2V� such that

m�.@ıuıT ;�/C Oa.�.'
ı/;uıT ;�/C c1.uıT ;u

ı
T ;�/C l.uıT ;�/C d1.uıT ;�/

C d2.�.'ı/;�/ D m.B;�/C c2.�ı ; 'ı ;�/; (5.15)

m�.@
ı'ı ; �/C a.�ı ; �/C c2.�; 'ı ;uıT /C c2.�; 'ı ;fuT /; (5.16)

m.�ı ; �/ D "a.'ı ; �/C
�

2"
m.f ı.'ı/; �/ �

1

"
m.'ı ; �/ (5.17)

for all � 2H 1.�.t//;� 2 V� .t/ and almost all t 2 Œ0; T �, such that 'ı.0/D '0 2 	0 and
uıT .0/ D uT;0 2 H� .0/.

Global existence then follows from Theorem 4.1, since the nonlinear term f ı.�/ has
linear growth (q D 1) by construction. However, as our polynomial conditions depend on
our regularisation parameter, ı, we now have to establish new energy estimates before
passing to the limit ı ! 0.

Lemma 5.6. The solution triple .'ı ; �ı ;uıT / is such that

sup
t2Œ0;T �

�
1

2
kuıT k

2
L2.�.t// CE

CH;ı Œ'ı I t �

�
C
��

2

Z T

0

kE.uıT /k
2
L2.�.t//

C
1

2

Z T

0

kr��
ı
k
2
L2.�.t//

� C (5.18)

for a constant C independent of ı.
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Proof. For the interest of brevity, we try to recycle as much of the proof of the previous
energy estimate. Examining the proof of Lemma 5.4, one finds that the analogues of (5.5)–
(5.12) still hold. Continuing in the same way, we find that

�c2.�ı ; 'ı ;fuT / D c2.'ı ; �ı ;fuT / �m.�ı ;HVN'ı/:
In particular, all we need to establish is an L2 bound on �ı . To do this, we test (5.17)
against 'ıHVN 2 H 1.�.t// for

m.�ı ;HVN'
ı/ D "a.'ı ;HVN'

ı/C
�

2"
m.f ı.'ı/; 'ıHVN / �

1

"
m.'ı ; 'ıHVN /:

(5.19)
We then notice that rf ı.r/ � 0, and so,

�

2"
m.f ı.'ı/; 'ıHVN / �

�

2"
kHVN kL1.�.t//kf

ı.'ı/'ıkL1.�.t//

D
�

2"
kHVN kL1.�.t//m.f

ı.'ı/; 'ı/;

and using (5.17), we see that

�

2"
m.f ı.'ı/; 'ı/ D m.�ı ; 'ı/ � "a.'ı ; 'ı/C

1

"
m.'ı ; 'ı/: (5.20)

Now, by using the inverse Laplacian, we see that

m.�ı ; 'ı/ D m

�
�ı ; 'ı � �

Z
�.t/

'ı
�
Cm

�
�ı ;�

Z
�.t/

'ı
�

D a

�
�ı ;G

�
'ı � �

Z
�.t/

'ı
��
Cm

�
�ı ;�

Z
�.t/

'ı
�
:

Now, by using the definition of the inverse Laplacian and Poincaré’s inequality, one finds
that

a

�
�ı ;G

�
'ı � �

Z
�.t/

'ı
��
� Ckr��

ı
kL2.�.t//kr�'

ı
kL2.�.t//:

Also, as we chose '0 2 	0 there exists some constant ˛ < 1 such that

m

�
�ı ;�

Z
�.t/

'ı
�
D m.�ı ; 1/�

Z
�.t/

'ı � jm.�ı ; 1/j

ˇ̌̌̌
�

Z
�0

'0

ˇ̌̌̌
� ˛jm.�ı ; 1/j;

and hence, we find that

jm.�ı ; 'ı/j � Ckr��
ı
kL2.�.t//kr�'

ı
kL2.�.t// C ˛jm.�

ı ; 1/j: (5.21)

Testing (5.16) against � � 1 and noting that f ı.r/ � rf ı.r/C 1, we have

m.�ı ; 1/D
�

2"
m.f ı.'ı/;1/�

1

"
m.'ı ; 1/�

�

2"
j�.t/j C

�

2"
m.f ı.'ı/;'ı/�

1

"
m.'ı ; 1/;
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thus using (5.20), we see that

jm.�ı ; 1/j � C C Ckr�'
ı
k
2
L2.�.t//

C jm.'ı ; �ı/j; (5.22)

where we have used Young’s and Poincaré’s inequalities as appropriate. Now, by combin-
ing (5.21), (5.22), we see that

jm.�ı ; 'ı/j � C C Ckr�'
ı
k
2
L2.�.t//

C Ckr��
ı
kL2.�.t//kr�'

ı
kL2.�.t//;

for constants which depend on ˛. Now, using this and (5.20) in (5.19), one can show that

jm.�ı ;HVN'
ı/j � C C Ckr�'

ı
k
2
L2.�.t//

C Ckr��
ı
kL2.�.t//kr�'

ı
kL2.�.t//;

for constants which depend on supt2Œ0;T � kHVN kH1;1.�.t//. By using Young’s inequality,
it then follows that

jc2.�ı ; 'ı ;fuT /j � C C Ckr�'ık2L2.�.t// C 1

2
kr��

ı
k
2
L2.�.t//

;

which is the analogue of the bound (5.13). Combining this with the analogues of (5.5)–
(5.12) it is straightforward to see that

1

2
kuMT k

2
L2.�.t// CE

CH;ı Œ'M I t �C
��

2

Z t

0

kE.uMT /k
2
L2.�.t// C

1

2

Z t

0

kr��
M
k
2
L2.�.t//

� k C

Z t

0

K.s/

�
1

2
kuMT k

2
L2.�.s// CE

CH;ı Œ'M I s�

�
ds (5.23)

for

k D C C
1

2

Z T

0

kBk2L2.�.s// ds C
2.��/2

��

Z T

0

kE.fuT /k2L2.�.s// ds
C
1

2
kuT;0k2L2.�.0// CE

CH;ı Œ'0I 0�

and

K.s/ D C C
1

2
kHVN kL1.�.s// C kVNHkL1.�.s// C kfuT kH1;1.�.s// C CkfuT k 43L1.�.s//:

The claim then follows from Grönwall’s inequality once we establish that ECH;ı Œ'0I 0� is
independent of ı. To see this, we find that

ECH;ı Œ'0I 0� D

Z
�.t/

"jr�'0j
2

2
C
�

2"
F ılog.'0/

D
"

2
k'0k

2
H1.�0/

C
1

2"
k1 � '0k

2
L2.�0/

C
�

2"

Z
¹j'0j<1�ıº

Flog.'0/

C
�

2"

Z
¹'0�1�ıº

F ılog.'0/C
�

2"

Z
¹'0��1Cıº

F ılog.'0/;
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and so, it is only necessary to bound the last three terms. Firstly, from the definition of
Flog.�/, it is straightforward to see that

�

2"

Z
¹j'0j<1�ıº

Flog.'0/ �
� log.2/j�0j

"
:

For the terms involving F ılog.�/, we use the set they are integrating over to bound them, for
example,Z

¹'0�1�ıº

.1 � '0/ log.ı/C .1C '0/ log.2 � ı/C
.1 � '0/

2

2ı
C
.1C '0/

2

2.2 � ı/

�

Z
�0

�ı log.ı/C 2 log.2/C
ı

2
C 2 �

�
1

e
C 2 log.2/C

5

2

�
j�0j;

and the other term is bounded similarly. Thus, we seeECH;ı Œ'0I0� is bounded independent
of ı and we obtain (5.18).

Notice that this proof also gave us uniform bounds for �ı in L2
L2

. We now use this
energy estimate to obtain some further ı-independent bounds.

Lemma 5.7. There exists a constant C independent of ı such thatZ T

0

k@ıuıT k
2
V� .t/0 C

Z T

0

k@ı'ık2
H�1.�.t//

� C;Z T

0

kf ı.'ı/k2
L2.�.t//

� C:

Proof. The proof for the bounds on the time derivatives is identical to that of Lemma 5.5,
and is hence omitted. The bound for the regularised potential term was not required in the
setting of a smooth potential as we used the polynomial growth conditions and Sobolev
embeddings to bound this term. Testing (5.17) against f ı.'ı/ 2 H 1.�.t// yields

kf ı.'ı/k2
L2.�.t//

D
2"

�
m.�ı ; f ı.'ı// �

2"2

�
a.'ı ; f ı.'ı//C

2

�
m.'ı ; f ı.'ı//:

Now, we notice that as .f ı/0.�/ � 0 one has

�a.'ı ; f ı.'ı// D �

Z
�.t/

.f ı/0.'ı/r�'
ı
� r�'

ı
� 0;

hence, by using Young’s inequality, it is clear that

kf ı.'ı/k2
L2.�.t//

�
8

�2
.k'ık2

L2.�.t//
C "2k�ık2

L2.�.t//
/:

The bound then follows from integrating in time and using the uniform L2
L2

bounds.
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5.2.1. Passage to the limit. Now, we want to pass to the limit as ı ! 0. We have estab-
lished uniform bounds for uıT in L1L2 ;L

2
H1 andH 1

V0�
, hence, there is a limiting function uT

such that

uıT * uT ; weakly in L2V� ;

uıT
�
* uT ; weak- � in L1L2 ;

uıT * uT ; weakly in H 1
V0�
:

Likewise, 'ı is uniformly bounded in L1
H1 and H 1

H�1
, and �ı is uniformly bounded in

L2
H1 . Thus, there exist limiting functions '; � such that

'ı
�
* '; weak- � in L1

H1 ;

'ı * '; weakly in H 1
H�1

;

�ı * �; weakly in L2
H1 :

Lastly, the uniform bounds for f ı.'ı/ in L2
L2

imply the existence of some Qf 2 L2
L2

such
that

f ı.'ı/ * Qf ; weakly in L2
L2
:

One also has the same strong convergence properties as seen for smooth potentials, which
follow from the relevant compact embeddings.

It remains for us to show that the limiting functions are such that j'.t/j < 1 almost
everywhere on �.t/ for almost all t 2 Œ0; T �, and that Qf D f .'/. From the piecewise
definition of f ı , it is clear that these two issues are related. We firstly recall a result
from [19].

Lemma 5.8 ([19, Lemma 5.8]). There exist constants C1;C2 independent of ı; t such thatZ
�.t/

Œ'ı.t/ � 1�C C

Z
�.t/

Œ�'ı.t/ � 1�C � C1ı C
C2

j log.ı/j

for almost all t 2 Œ0; T �.

The proof of this result is unchanged with the coupling with the Navier–Stokes equa-
tions, and hence follows without any adaptations. In particular, in the limit ı! 0, we find
that j'.t/j � 1 almost everywhere on �.t/ for almost all t 2 Œ0; T �. There is still the issue
of the set of values such that j'.t/j D 1, which we discuss using the same arguments as
in [19].

Lemma 5.9. For almost all t 2 Œ0; T � the set ¹x2�.t/ j j'.x; t/jD1º has H2 measure 0.

Proof. To begin, we claim that up to a subsequence of ı ! 0 we have for almost all
t 2 Œ0; T � that

lim
ı!0

f ı.'ı.t// D

´
f .'.t// if j'.t/j < 1 almost everywhere on �.t/;

1; otherwise.
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This is in fact exactly the content of [19, Lemma 5.10], and so, we do not prove this. Then,
we have that

lim
ı!0

'ı.t/f ı.'ı.t// D

´
'.t/f .'.t// if j'.t/j < 1 almost everywhere on �.t/;

1; otherwise,

pointwise, almost everywhere on �.t/ for almost all t 2 Œ0; T �. Now, by testing (5.17)
against 'ı , integrating in time, and using the established uniform bounds for 'ı and �ı ,
one finds that Z T

0

Z
�.t/

'ıf ı.'ı/ � C;

for a constant C independent of ı. Now, noting that rf ı.r/ � 0, by Fatou’s lemma, one
has Z T

0

Z
�.t/

lim inf
ı!0

'ıf ı.'ı/ � lim inf
ı!0

Z T

0

Z
�.t/

'ıf ı.'ı/ � C:

From the claim, it is now evident that one necessarily has that for almost all t 2 Œ0; T � the
set ¹x 2 �.t/ j j'.x; t/j D 1º has measure 0.

In particular, we see that f ı.'ı.x; t//! f .'.x; t// for almost all x 2 �.t/; t 2 Œ0;T �.
Hence, again by using Fatou’s lemma, one finds thatZ T

0

kf .'/k2
L2.�.t//

D

Z T

0

Z
�.t/

lim inf
ı!0

jf ı.'ı/j2 � lim inf
ı!0

Z T

0

kf ı.'ı/k2
L2.�.t//

� C;

and hence, f .'/ 2 L2
L2

. Now, by the uniqueness of weak limits and a suitable variant of
the dominated convergence theorem for evolving surfaces (see [19, Theorem B.2]), one
finds that f .'/ D Qf .

6. Proof of uniqueness

6.1. Uniqueness for the regular potential

In this section, we prove the uniqueness of solutions to (4.1)–(4.3).
As a preliminary result, we note that by elliptic regularity theory, one has thatZ T

0

k'k2
H2.�.t//

� C

Z T

0

�
k�k2

L2.�.t//
C kF 0.'/k2

L2.�.t//

�
: (6.1)

This L2
H2 regularity of ' is invaluable for proving the uniqueness of solutions, as it allows

one to eliminate � from (4.1). To see this, we notice that, for almost all t 2 Œ0; T �, and all
� 2 V� .t/,

c2.�; ';�/ D
Z
�.t/

�r�' � � D

Z
�.t/

�
� "��' C

1

"
F 0.'/

�
r�' � �:
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Now, as observed in the derivation, one formally calculates that

�"��'r�' D �"r� � .r�' ˝r�'/C
"

2
r� jr�'j

2
� ".r�' �Hr�'/�;

almost everywhere on �.t/. Thus, one finds that

c2.�; ';�/ D
Z
�.t/

r�

�
"

2
jr�'j

2
C
1

"
F.'/

�
� � � "r� � .r�' ˝r�'/ � �;

where the normal term has vanished as � is tangential. Now, using integration by parts,
and the fact that � is solenoidal, it is clear thatZ

�.t/

r�

�
"

2
jr�'j

2
C
1

"
F.'/

�
� � D

Z
�.t/

r� �

�
"

2
jr�'j

2�C
1

"
F.'/�

�
�

Z
�.t/

�
"

2
jr�'j

2
C
1

"
F.'/

�
r� � � D 0

and
�"

Z
�.t/

r� � .r�' ˝r�'/ � � D "

Z
�.t/

.r�' ˝r�'/ W r��:

Hence, we find that
c2.�; ';�/ D "c3.'; ';�/;

where the trilinear form c3 is defined as

c3.t I�; ;�/ WD
Z
�.t/

.r�� ˝r� / W r��:

The structure of this proof is similar to that in [28], with relevant modifications for an
evolving surface—as discussed in Appendix B.

Theorem 6.1. Let �.t/; F be such that the assumptions in Theorem 4.1 hold. Moreover,
assume F 02 is Lipschitz continuous. Then, the solution triple, .';�;uT / solving (4.1)–(4.3)
is unique.

The first step is to observe that if we have two solution triples,

.'i ; �i ;uiT /; i D 1; 2;

with the same initial data and defining

N' WD '1 � '2;

N� WD �1 � �2;

NuT WD u1T � u2T ;
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then these solve the system

m�.@ı NuT ;�/C Oa.�.'1/;u1T ;�/ � Oa.�.'
2/;u2T ;�/C c1.u1T ;u

1
T ;�/ � c1.u2T ;u

2
T ;�/

C l. NuT ;�/C d1. NuT ;�/C d2.�.'1/ � �.'2/;�/
D "c3.'1; '1;�/ � "c3.'2; '2;�/; (6.2)

m�.@
ı
N'; �/C a. N�; �/C c2.�; '1;u1T / � c2.�; '2;u2T /C c2.�; N';fuT / D 0; (6.3)

m. N�; �/ D "a. N'; �/C
1

"
m.F 0.'1/ � F 0.'2/; �/ (6.4)

for almost all t 2 Œ0; T � and all � 2 H 1.�.t//; � 2 V� .t/. This proof firstly requires
obtaining bounds for N' and NuT in appropriate norms. We refer to Appendix B for the
definition of one of the norms that we will use.

The proof relies on proving the following differential inequalities.

Lemma 6.2. NuT is such that

1

2

d

dt
k NuT k2� C

��

2
k NuT k2L2.�.t// �

"

4
kr� N'kL2.�.t// CK1.t/k NuT k2� C Clog. N';u1T /k NuT k� ;

(6.5)
where

K1.t/ D C
�
1C kE.u1T /k

2
L2.�.t// C ku

1
T k

4
L4.�.t// C ku

2
T k

4
L4.�.t//

�
C C

�
k'1k4

H1;4.�.t//
C k'2k4

H1;4.�.t//

�
and

Clog. N';u1T /

D C log
�
C2.kr� N'kL2.�.t// C k N'kH2.�.t///

kr� N'k
2
L2.�.t//

� 1
2

kr� N'kL2.�.t//kE.u1T /kL2.�.t//:

Likewise, N' is such that

1

2

d

dt
k N'k2�1 C "kr� N'k

2
L2.�.t//

�
"

4
kr� N'k

2
L2.�.t//

C
��

2
k NuT k2L2.�.t// CK2.t/k N'k

2
�1;

(6.6)
where

K2.t/ D C
�
1C kfuT k2L1.�.t// C ku1T k2L4.�.t// C k'2k2L1.�.t//�:

Proof of uniqueness. With these bounds we are now in a position to show uniqueness.
Taking the sum of (6.5) and (6.6), one finds that

1

2

d

dt
.k NuT k2� C k N'k

2
�1/C

"

2
kr� N'k

2
L2.�.t//

� K.t/.k NuT k2� C k N'k
2
�1/

C Clog. N';u1T /.k NuT k
2
� C k N'k

2
�1/

1
2 ;
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where
K.t/ D K1.t/CK2.t/:

Now, recall that we have uiT 2L
1

L2 \L
2
H1 ; '

i 2L1
H1 \L

2
H2 , and in particular, this implies

'i 2 L4
H1;4 asZ T

0

k'ik4
H1;4.�.t//

� C

Z T

0

k'ik2
H1.�.t//

k'ik2
H2.�.t//

� C
�

sup
t2Œ0;T �

k'ik2
H1.�.t//

� Z T

0

k'ik2
H2.�.t//

<1:

Moreover, as k NuT .0/k2� Ck N'.0/k
2
�1D 0 by definition, we see that we may use Lemma 3.9

to see that k NuT k� and k N'k�1 vanish on Œ0; T �. Hence, it follows that NuT ; N' vanish for
almost all t , and from this one can readily show that N� D 0 a.e. on Œ0; T �, and hence,
determine uniqueness of weak solutions.

6.1.1. Proof of Lemma 6.2.

Proof. We begin by showing (6.5). Testing (6.2) with � NuT , as defined in Appendix B, and
rewriting terms in a suitable way, we find that

m�.@ı NuT ; � NuT /C Oa.�.'1/ � �.'2/;u1T ; � NuT /C Oa.�.'
2/; NuT ; � NuT /

C c1. NuT ;u1T ; � NuT /C c1.u2T ; NuT ; � NuT /C l. NuT ; � NuT /C d1. NuT ; � NuT /
C d2.�.'1/ � �.'2/; � NuT / D "c3. N'; '1; � NuT /C "c3.'2; N'; � NuT /: (6.7)

Firstly, we claim that

m�.@ı NuT ; � NuT /D
1

2

d

dt
k NuT k2�C

1

2
m.� NuT ; � NuT /C

1

2
b.� NuT ; � NuT /�m. NuTHVN ; � NuT /;

(6.8)
where we are using the notation from Appendix B. To see this, we write

m�.@ı NuT ; � NuT / D
d

dt
m. NuT ; � NuT / �m. NuT ; @ı� NuT / �m. NuTHVN ; � NuT /:

By the definition of � , we have

d

dt
m. NuT ; � NuT / D

d

dt
k NuT k2� ;

and it remains to rewrite m. NuT ; @ı� NuT /. For this, we see that

m. NuT ; @ı� NuT / D m.� NuT ; @ı� NuT /C a.� NuT ; @ı� NuT /

D
1

2

d

dt
k NuT k2� �

1

2
m.� NuT ; � NuTHVN / �

1

2
b.� NuT ; � NuT /;

from which we see the claim holds.
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Next, we rewrite the second Oa term in (6.7) by using integration by parts. To do this,
we note that � NuT 2 L2H2 and we have the bound (B.1). Integration by parts yields

Oa.�.'2/; NuT ; � NuT / D
Z
�.t/

�.'2/E. NuT / W E.� NuT /D�
Z
�.t/

NuT � Pr� � .�.'2/E.� NuT //

D �

Z
�.t/

�0.'2/ NuT � E.� NuT /r�'2 C
Z
�.t/

�.'2/ NuT � . NuT � � NuT /;

where we have used the fact that � NuT � Pr� � E.� NuT / D NuT a.e. on �.t/. Hence, one
obtains

Oa.�.'2/; NuT ; � NuT / D �
Z
�.t/

�0.'2/ NuT � E.� NuT /r�'2 C
Z
�.t/

�.'2/ NuT � NuT

�

Z
�.t/

�.'2/ NuT � � NuT : (6.9)

Next, we bound the other Oa term. To do this, we recall that �.�/ is Lipschitz continuous,
and so, we obtain the bound

Oa.�.'1/ � �.'2/;u1T ; � NuT / � Ck N'kL1.�.t//kE.u
1
T /kL2.�.t//k NuT k� :

Now, we use Lemma 3.10 and Poincaré’s inequality to see that

k N'kL1.�.t// � Ckr� N'kL2.�.t//

�
1C log

�
1C

Ck N'kH2.�.t//

kr� N'kL2.�.t//

� 1
2
�
;

where we note from (6.1) that N' has sufficient regularity. Now, from the L1
H1 bounds for

'1; '2, we see that there is a constant, C1, such that kr� N'kL2.�.t// � C1 for almost all
t 2 Œ0; T �. Hence, one can find a sufficiently large constant C2 so that

log
�
1C

Ck N'kH2.�.t//

kr� N'kL2.�.t//

�
� log

�
C2.kr� N'kL2.�/ C k N'kH2.�.t///

kr� N'k
2
L2.�.t//

�
such that this logarithmic term is positive, and we ultimately be able to apply Lemma 3.9.
All in all, this gives us the bound

jOa.�.'1/ � �.'2/;u1T ; � NuT /j

�
"

12
kr� N'k

2
L2.�.t//

C CkE.u1T /k
2
L2.�.t//k NuT k

2
�

C C log
�
C2.kr� N'kL2.�.t// C k N'kH2.�.t///

kr� N'k
2
L2.�.t//

� 1
2

kr� N'kL2.�.t//kE.u1T /kL2.�.t//k NuT k� ;

(6.10)

where we have used Young’s inequality where appropriate.
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Now, we bound the c1 terms. Firstly, we note that

jc1. NuT ;u1T ; � NuT /j D jc1.� NuT ;u
1
T ; NuT /j � k� NuT kH1;4.�.t//ku1T kL4.�.t//k NuT kL2.�.t//:

We recall the interpolation inequality7,

k� NuT kH1;4.�.t// � Ck� NuT k
1
2

H1.�.t//k� NuT k
1
2

H2.�.t//;

and use (3.9), (B.1) to see that

k� NuT kH1;4.�.t// � Ck NuT k
1
2

�
k NuT k

1
2

L2.�.t//: (6.11)

Hence, we observe that

jc1. NuT ;u1T ; � NuT /j � Cku
1
T kL4.�.t//k NuT k

1
2

�
k NuT k

3
2

L2.�.t//;

and hence, Young’s inequality yields

jc1. NuT ;u1T ; � NuT /j � Cku
1
T k

4
L4.�.t//k NuT k

2
� C

��

12
k NuT k2L2.�.t//: (6.12)

An identical argument yields

jc1.u2T ; NuT ; � NuT /j � Cku
2
T k

4
L4.�.t//k NuT k

2
� C

��

12
k NuT k2L2.�.t//: (6.13)

We now turn to the contributions from the evolution of the surface, that is the terms
involving l; d1; d2, which would vanish for a stationary surface. The simplest of these
terms is

l. NuT ; � NuT / � Ck NuT kL2.�.t//k� NuT kL2.�.t// �
��

12
k NuT k2L2.�.t// C Ck NuT k

2
� ; (6.14)

which follows from Young’s inequality. Next, we look at

d2.�.'1/ � �.'2/; � NuT / � Ck N'kL2.�.t//k NuT k�

�
"

12
kr� N'k

2
L2.�.t//

C Ck NuT k2� ; (6.15)

which follows similarly to the above inequality, but we have also used the Lipschitz con-
tinuity of �.�/, Poincaré’s inequality, and the uniform bounds on fuT . Finally, to bound the
d1 term, we see

d1. NuT ; � NuT / D c1. NuT ;fuT ; � NuT /C c1.fuT ; NuT ; � NuT /
D �c1.� NuT ;fuT ; NuT / � c1.� NuT ; NuT ;fuT /C 2m. NuTHVN ; � NuT /;

7See [11], and note that a C 3 surface is sufficiently smooth for this to hold. This can be extended to
evolving surfaces with a time independent constant as in [46, Lemma 3.4].
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where we have used the antisymmetry of c1 (for solenoidal functions), and the extra term
comes from the fact that r� �fuT D �HVN . From this, one readily sees that

jd1. NuT ; � NuT /j � Ck NuT k�k NuT kL2.�.t//kfuT kL1.�.t// C Ck NuT kL2.�.t//k NuT k� :

This clearly yields

jd1. NuT ; � NuT /j � C.1C kfuT k2L1.�.t///k NuT k2� C ��

12
k NuT k2L2.�.t//: (6.16)

The last terms for us to bound are the c3 contributions, from which one readily sees
that Young’s inequality gives us

"jc3. N'; '1; � NuT /j C "jc3.'2; N'; � NuT /j

�
"

12
kr� N'k

2
L2.�.t//

C C.k'1k2
H1;4.�.t//

C k'2k2
H1;4.�.t//

/k� NuT k2H1;4.�.t//:

We then recall (6.11) to see that the above yields

"jc3. N'; '1; � NuT /j C "jc3.'2; N'; � NuT /j

�
"

12
kr� N'k

2
L2.�.t//

C
��

12
k NuT k2L2.�.t// C C.k'

1
k
4
H1;4.�.t//

C k'2k4
H1;4.�.t//

/k NuT k2� ;

(6.17)

where we note that 'i 2 L4
H1;4 as shown above.

Now, we use (6.8)–(6.17) in (6.7) to see that

1

2

d

dt
k NuT k2� C ��k NuT k

2
L2.�.t//

�
"

4
kr� N'k

2
L2.�.t//

C
5��

12
k NuT k2L2.�.t// C

1

2
m.� NuT ; � NuT /

C
1

2
jb.� NuT ; � NuT /j C jm. NuTHVN ; � NuT /j C

ˇ̌̌̌ Z
�.t/

�0.'2/ NuT � E.� NuT /r�'2
ˇ̌̌̌

C

ˇ̌̌̌ Z
�.t/

�.'2/ NuT � � NuT
ˇ̌̌̌
CK1.t/k NuT k2� C Clog. N';u1T /k NuT k� :

Equation (6.5) then follows by noting the bound

1

2
jm.� NuT ; � NuTHVN /j C

1

2
jb.� NuT ; � NuT /j C jm. NuTHVN ; � NuT /j

C

ˇ̌̌̌ Z
�.t/

�0.'2/ NuT � E.� NuT /r�'2
ˇ̌̌̌
C

ˇ̌̌̌ Z
�.t/

�.'2/ NuT � � NuT
ˇ̌̌̌

�
��

12
k NuT k2L2.�.t// C C.1C k'

2
k
4
H1;4.�.t//

/k NuT k2� ;

where we have used (6.11) so thatˇ̌̌̌ Z
�.t/

�0.'2/ NuT � E.� NuT /r�'2
ˇ̌̌̌
� Ck'2kH1;4.�.t//k NuT k

3
2

L2.�.t//k NuT k
1
2

�
:
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It remains to establish (6.6). To do this, we test (6.3) with G N', which we note is well
defined as �

R
�.t/
N' D 0 for almost all t 2 Œ0; T �, which yields

m�.@
ı
N';G N'/C a. N�;G N'/C c2.G N'; N';u1T /C c2.G N'; '2; NuT /C c2.G N'; N';fuT / D 0:

(6.18)
The first term can be expressed as

m�.@
ı
N';G N'/ D

1

2

d

dt
k N'k2�1 �m. N'HVN ;G N'/C

1

2
b.G N';G N'/: (6.19)

To see this, we express this term as

m�.@
ı
N';G N'/ D

d

dt
m. N';G N'/ �m. N'; @ıG N'/ �m. N'HVN ;G N'/;

and note m. N';G N'/ D k N'k2�1, and that

m. N'; @ıG N'/ D a.G N'; @ıG N'/ D
1

2

d

dt
k N'k2�1 �

1

2
b.G N';G N'/:

To bound the second term, we see from the definition of the inverse Laplacian that
a. N�;G N'/ D m. N�; N'/, and hence testing (6.3) with N', we see that

a. N�;G N'/ D "a. N'; N'/C
1

"
m.F 0.'1/ � F 0.'2/; N'/:

We recall that F D F1 C F2, where F1 is convex so that

m.F 0.'1/ � F 0.'2/; N'/ � m.F 02.'
1/ � F 02.'

2/; N'/:

By using the Lipschitz continuity of F 02, and the definition of the inverse Laplacian, one
readily sees that

jm.F 02.'
1/ � F 02.'

2/; N'/j�Ck N'k2
L2.�.t//

D Ca. N';G N'/�
"

16
kr� N'kL2.�.t//CCk N'k

2
�1:

(6.20)
It remains to bound the various c2 terms. Firstly, we find that

jc2.G N'; N';u1T /j � kG N'kL4.�.t//kr� N'kL2.�.t//ku
1
T kL4.�.t//;

and by using the embedding H 1.�.t// ,! L4.�.t//, Poincaré’s inequality and Young’s
inequality, we find that

jc2.G N'; N';u1T /j �
"

16
kr� N'k

2
L2.�.t//

C Cku1T k
2
L4.�.t//k N'k

2
�1: (6.21)

The other c2 term is similar, but now we use the antisymmetry of c2 in the first two
arguments so that

jc2.G N'; '2; NuT /j D jc2.'2;G N'; NuT /j � k'2kL1.�.t//k N'k�1k NuT kL2.�.t//:
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It is then clear from Young’s inequality that

jc2.G N'; '2; NuT /j �
��

4
k NuT k2L2.�.t// C Ck'

2
k
2
L1.�.t//k N'k

2
�1: (6.22)

Finally, we bound the term involving fuT . To do this, we observe that

jc2.G N'; N';fuT /j � jc2. N';G N';fuT /j C jm. N'HVN ;G N'/j
so that by similar arguments to the above, we have

jc2.G N'; N';fuT /j � "

16
kr� N'k

2
L2.�.t//

C C.1C kfuT k2L1.�.t///k N'k2�1: (6.23)

Hence, using (6.19)–(6.23) in (6.18), one obtains

1

2

d

dt
k N'k2�1 � jm. N'HVN ;G N'/jC

1

2
jb.G N';G N'/jC

3"

16
kr� N'kL2.�.t//C

��

4
k NuT k2L2.�.t//

C C.1C ku1T k
2
L4.�.t// C k'

2
k
2
L1.�.t// C kfuT k2L1.�.t///k N'k2�1:

Equation (6.6) then follows from the bound

jm. N'HVN ;G N'/j C jb.G N';G N'/j �
"

16
kr� N'k

2
L2.�.t//

C Ck N'k2�1:

Next, we show a stability result for the case of constant viscosity. This also provides a
simpler proof for uniqueness in this special case, where we no longer require Lemma 3.10.

Proposition 6.3. Let .'i ;�i ;uiT / denote the solution triple corresponding to some choice
of initial data 'i0 2 H

1.�0/;uiT;0 2 H� for i D 1; 2, where �
R
�0
'10 D �

R
�0
'12 . Then, under

the same assumptions as the preceding theorem, we have

ku1T .t/ � u2T .t/k
2
� C k'

1.t/ � '2.t/k2�1 � C.ku
1
T;0 � u2T;0k

2
� C k'

1
0 � '

2
0k
2
�1/ (6.24)

for a constant C which depends on t; � , and the initial data.

Proof. This proof is largely the same as that of the previous theorem, but now there are
simpler terms regarding the viscosity. We use the same notation as before, except now
we denote .'i ; �i ; uiT / as the solution corresponding to some choice of initial data 'i0 2
H 1.�/; uiT;0 2 H� . We define . N'; N�; NuT / as before, and note that instead of (6.2) we find
that . N'; N�; NuT / solves

m�.@ı NuT ;�/C �a. NuT ;�/C c1.u1T ;u
1
T ;�/ � c1.u2T ;u

2
T ;�/C l. NuT ;�/C d1. NuT ;�/

D "c3.'1; '1;�/ � "c3.'2; '2;�/; (6.25)

but (6.3) and (6.4) are still satisfied. As before, we test (6.25) with � NuT to see that

1

2

d

dt
k NuT k2� C �k NuT k

2
L2.�.t// C c1. NuT ;u1T ; � NuT /C c1.u2T ; NuT ; � NuT /C l. NuT ; � NuT /

C d1. NuT ; � NuT / D "c3. N'; '1; � NuT /C "c3.'2; N'; � NuT / �
1

2
m.� NuT ; � NuT /

�
1

2
b.� NuT ; � NuT /Cm. NuTHVN ; � NuT /C �m. NuT ; � NuT /;
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where we have used (6.8) and the definition of � . Now, by arguing as we did for equations
(6.12)–(6.17), it is straightforward to see that

1

2

d

dt
k NuT k2� C �k NuT k

2
L2.�.t// �

�

2
k NuT k2L2.�.t// C

"

4
kr� N'k

2
L2.�.t//

CK1.t/k NuT k2� ;
(6.26)

where K1 is as before. Notice that the requirement �
R
�
'10 D �

R
�
'20 allows us to define G N',

and so, related calculations from the preceding theorem still hold. By summing (6.6) and
(6.26), one finds that

1

2

d

dt
.k NuT k2� C k N'k

2
�1/ � K.t/.k NuT k

2
� C k N'k

2
�1/;

where K 2 L1.Œ0; T �/. An application of Grönwall’s inequality then yields (6.24).

Remark 6.4. One can improve this result on a stationary surface as follows. Firstly, we
note that depending on the surface, � , there may be a nontrivial, finite-dimensional kernel

K WD
®
� 2 V� j E.�/ D 0

¯
;

consisting of the Killing vectors of � . We then define the subspace K? such that H� D

K ˚K?, and for � 2K? we define �?� 2K? \ V� to be the unique solution of

a.�?�; / D m.�; /

for all  2 V� . It is shown in [34] that this is well defined.
One can then decompose NuT D PK NuT CPK? NuT , where PK NuT 2K;PK? NuT 2K?,

for which one can now show stability for PK NuT in L2.�/, and PK? NuT in V0�—we omit
the calculations here. An important note is that the dimension of K is not a topological
invariant, and so, under arbitrary (but area conserving) normal evolution the dimension
of K can vary. In particular, this means there is not necessarily an isomorphism K.t/!

K.s/ for t; s 2 Œ0; T �. Hence, this argument does not hold for evolving surfaces without
some extra assumptions based on the dimension of K.t/, which can be understood as
geometric constraint based on the symmetries of �.t/.

6.2. Uniqueness for the logarithmic potential

It is clear that (6.1) still holds, that is, ' 2 L2
H2 , since we know �; f .'/ 2 L2

L2
; and so,

we may use the c3 bilinear form as before. With this at hand, the proofs of Theorem 6.1
and Proposition 6.3 follow. That is, for �.t/ a C 3 evolving surface, and initial data '0 2
	0; uT;0 2 H� .0/, the solution triple .'; �; uT / solving (4.4)–(4.6) is unique. Moreover,
for a constant viscosity, and 'i0 2 	0 such that �

R
�0
'10 D �

R
�0
'20 , then we have stability

bound similar to (6.24). We note that our proof does not requirer�' 2L2L1 , as is assumed
in [28].
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Remark 6.5. The results for the logarithmic potential extend to more general singular
potentials of the form F.r/ D F1.r/ �

�
2
r2, with F1 2 C 2..a; b// \ C 0.Œa; b�/ for some

a; b 2 R under some necessary assumptions we do not expand upon. Potentials of this
form are treated on a Euclidean domain in [1, 28], but here we have only covered the
thermodynamically relevant logarithmic potential, which is still illustrative of the general
case.

7. Reintroducing the surface pressure

We end our discussion by reintroducing the surface pressure and the correct divergence
condition. We now consider the mixed formulation, with a regular potential, where one
finds a solution .'; �; uT ; p/, with ' 2 H 1

H�1
\ L2

H1 ; � 2 L
2
H1 ; uT 2 H 1

H�1 \ L
2
H1 ; p 2

L2
L2

, solving

h@ıuT ;�iH�1.�.t//;H1.�.t// C Oa.�.'/;uT ;�/
C c1.uT ;uT ;�/C l.uT ;�/C d1.uT ;�/C d2.�.'/;�/
D m.p;r� � �/Cm.B;�/C c2.�; ';�/; (7.1)

m.q;r� � uT / D 0; (7.2)

m�.@
ı'; �/C a.�; �/C c2.�; ';uT /C c2.�; ';fuT / D 0; (7.3)

m.�; �/ D "a.'; �/C
1

"
m.F 0.'/; �/ (7.4)

for all q 2 L2.�.t//; � 2 H 1.�.t//; � 2 H1.�.t// for almost all t 2 Œ0; T �. Here, the
initial data is '0 2 H 1.�0/; uT;0 2 H� .0/, so one has '.0/ D '0; uT .0/ D uT;0 almost
everywhere on �0.

Before proving the existence and uniqueness of this system, we recall the uniform
inf-sup condition of [46].

Lemma 7.1 ([46, Lemma 3.3]). There exists a constant, C , independent of time such that
for all q 2 L20.�.t// WD ¹� 2 L

2.�.t// j �
R
�.t/

� D 0º,

kr�qkH�1.�.t// WD sup
�2H1.�.t//n¹0º

R
�.t/

qr� � �

k�kH1.�.t//
� CkqkL2.�.t//: (7.5)

Theorem 7.2. There exists a unique solution, .'; �; uT ; p/, with ' 2 H 1
H�1
\ L2

H1 ; � 2

L2
H1 ;uT 2 H 1

H�1 \ L
2
H1 ; p 2 L

2
L2

, of (7.1)–(7.4).

Proof. To begin, let .'; �;uT / be the unique solution of (4.1)–(4.3), and define F .t/ by

hF .t/;�iH�1.�.t//;H1.�.t//

WD h@ıuT ;�iH�1.�.t//;H1.�.t// C Oa.�.'/;uT ;�/C c1.uT ;uT ;�/
C l.uT ;�/C d1.uT ;�/C d2.�.'/;�/ �m.B;�/ � c2.�; ';�/
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for � 2 H1.�.t//. We claim that F 2 L2H�1 . To see this, we recall the equivalence

@ı� 2 L2V0�
, @ı� 2 L2H�1 ; � 2 L2V�

from [46] and repeat various estimates we have used throughout. We elaborate on the
estimates for c1.uT ; uT ;�/; c2.�; ';�/, but skip further calculations. As � 2 H1.�.t//,
and not necessarily V� .t/, we cannot use the properties, c1.uT ;uT ;�/D �c1.�;uT ;uT /
and c2.�; ';�/ D �c2.'; �;�/. However, by using the divergence theorem and the fact
that @�.t/ D ;, one finds that

c1.uT ;uT ;�/ D �c1.�;uT ;uT / �
Z
�.t/

.uT � uT /r� � �;

c2.�; ';�/ D �c2.'; �;�/ �

Z
�.t/

'�r� � �;

and hence,Z T

0

jc1.uT ;uT ;�/j�C sup
t2Œ0;T �

kuT kL2.�.t//

�Z T

0

kuT kH1.�.t//

� 1
2
�Z T

0

k�kH1.�.t//

� 1
2

;

Z T

0

jc2.�; ';�/j � C sup
t2Œ0;T �

k'kH1.�.t//

�Z T

0

k�k2
H1.�.t//

� 1
2
�Z T

0

k�k2H1.�.t//

� 1
2

;

where we have used Sobolev embeddings and (3.8) as appropriate. The other terms follow
similar, but simpler, arguments.

We now observe that from the inf-sup condition (7.5) that the distributional divergence,
r� W L

2
0.�.t//!H�1.�.t//; has a closed range R.r�/�H�1.�.t//. This follows from

(7.5) and continuity of r� as an operator. Now, by the closed range theorem, see, for
example, [51, VII.5], we find that

R.r�/ D ker.r��/
?; where ker.r��/ D V� .t/;

where r�� is the adjoint of r� .
Since .'; �;uT / solves (4.1)–(4.3) for almost all t 2 Œ0; T �, we see that

hF .t/;�iH�1.�.t//;H1.�.t// D 0

for all � 2 V� .t/. Hence, from the above we see that F .t/ 2 R.r�/ for almost all t 2
Œ0; T �. Thus, there exists some p 2 L20.�.t// such that r�p D F .t/ in the distributional
sense. The map t 7! kpkL2.�.t// is measurable by the same logic as in the proof of [46,
Theorem 4.2]. Moreover, by using (7.5) we see that p is unique and one hasZ T

0

kpk2
L2.�.t//

� C

Z T

0

kF k2H�1.�.t//;

where the latter term can be expressed in terms of '; �;uT .
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Lastly, we want to return to the setting of non-solenoidal vectors. Letting .';�; OuT ; p/
be the solution from the previous theorem, then by our construction of fuT and the bilinear
forms d1;d2, it is clear that uT WD OuT �fuT is such that

h@ıuT ;�iH�1.�.t//;H1.�.t// C Oa.�.'/;uT ;�/C c1.uT ;uT ;�/C l.uT ;�/
D m.FT ;�/Cm.p;r� � �/C c2.�; ';�/;

m.q;r� � uT / D �m.q;HVN /;
m�.@

ı'; �/C a.�; �/C c2.�; ';uT / D 0;

m.�; �/ D "a.'; �/C
1

"
m.F 0.'/; �/

for all q 2 L2.�.t//; � 2H 1.�.t//;� 2H1.�.t// for almost all t 2 Œ0; T �. Moreover, we
find that ' 2 H 1

H�1
\ L2

H1 ; � 2 L
2
H1 ;uT 2 H 1

H�1 \ L
2
H1 ; p 2 L

2
L2

.
The initial condition for ' is unchanged, but the initial condition for uT is required

to be such that uT .0/ D uT;0 2 fuT C H� .0/. One deduces the appropriate regularity for
uT from the regularity of OuT ;fuT . The above arguments also work for the logarithmic
potential, but we omit further details.

Remark 7.3. In this section, we have not discriminated between the pressure, p, and
the modified pressure, Qp, as it is largely beside the point—that is the existence of some
Lagrange multiplier enforcing the divergence condition. The distinction between these
two pressures is discussed in Section 2. Moreover, it is straightforward to establish that
p 2 L2

L2
, Qp 2 L2

L2
.

8. Concluding remarks

We have derived a system coupling the Navier–Stokes equations with the Cahn–Hilliard
equations on an evolving surface, and shown the well-posedness for a prescribed, suffi-
ciently smooth normal evolution. There is still much work to be done on this topic, which
we expound upon here.

Firstly, for the (evolving surface) Cahn–Hilliard equations with a logarithmic potential
one observes a “separation from the pure phases” where after some small time the solu-
tion, ', is such that j'j < 1 � � for some small �—as was shown in [20]. This has been
established for a Navier–Stokes–Cahn–Hilliard system on a stationary domain in [28], and
so, it seems reasonable it would extend to our setting.

If one does not prescribe the normal component of the velocity, then the system (1.1)–
(1.4) also contains a geometric evolution equation, (2.8), which one must solve. Unlike
more standard geometric evolution equations, for example mean curvature flow, this flow
is essentially second order in time as one considers the material derivative of the normal
velocity. Indeed, even if one ignores the Cahn–Hilliard component of (1.1)–(1.4) there
are, to the authors’ knowledge, no results on the well-posedness of the evolving surface
Navier–Stokes equations (with unknown normal component) as discussed in [17, 46].
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Moreover, the model we have considered is a diffuse interface model—and depends
strongly on the choice of the interface width, ". It is known that, in the sharp interface limit,
"! 0, the zero-level set of the solution of the Cahn–Hilliard equation (with a constant
mobility) converges in a suitably weak sense to the Mullins–Sekerka system, see [5].
Likewise, it is known that the analogous zero-level set from the Navier–Stokes–Cahn–
Hilliard system converges to a coupled Navier–Stokes–Mullins–Sekerka system—see, for
instance, [3,4]. However, such results, or even formal asymptotics, have not been obtained
for the corresponding systems on an evolving surface—or even on a stationary surface, to
our knowledge. In particular, it would be interesting to study the sharp interface limit of
(1.1)–(1.4), as the limiting system should consist of a coupling been a Navier–Stokes type
equation for the surface velocity coupled with the Mullins–Sekerka problem.

Lastly, there is interest in the numerical simulation of the system we have considered
(with or without a prescribed normal velocity). There has recently (see [45]) been some
numerical analysis of the tangential Navier–Stokes equations, where the authors discretise
by using the TraceFEM method—but this has not yet been considered for the system (1.5)–
(1.8). It therefore would be interesting to see how existing results for a stationary domain,
for instance, [37], adapt to an evolving surface.

A. Laplace’s equation on an evolving surface

In this appendix, we consider the regularity of the solution of Laplace’s equation on an
evolving domain. For t 2 Œ0; T �, we define ‰.t/ to be the unique weak solution of

���‰.t/ D H.t/VN .t/;

on �.t/, subject to the constraint

�

Z
�.t/

‰ D 0:

We note that this is well defined sinceZ
�.t/

H.t/VN .t/ D
d

dt
j�.t/j D 0;

by assumption.
We recall the normal pushforward map as ˆnt W �0 ! �.t/; and ˆn�t denoting its

inverse. As these areC 2 diffeomorphisms, the differentialsDˆnt .p/ W Tp�0! Tˆnt .p/�.t/

are invertible. We recall the notationJ.p; t/Ddet.Dˆnt .p//, J
�1.x; t/Ddet.Dˆn�t .x//D

J.t; ˆn�tx/
�1, D.p; t/ D Dˆnt .p/P .p; 0/, and D�1.x; t/ D Dˆn�t .x/P .x; t/. These

matrices are such that
DD�1 D D�1D D P :

Lemma A.1. Let ‰ be as above, and �.t/ be a C 3 evolving surface with j�.t/j D j�0j
for all t 2 Œ0; T �. Then, ‰ 2 C 0

H3;p \ C
1
H1;p ; for all p 2 Œ1;1/.
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Proof. Let � 2 H 1.�0/; then, by the weak formulation of the above PDE and the com-
patibility of .H 1.�.t//; ˆnt /, we find thatZ

�.t/

r�‰.t/ � r�ˆ
n
t � D

Z
�t

H.t/VN .t/ˆ
n
t �:

Hence, by pulling back the integrals onto �0 we see thatZ
�.t/

J.t/Dr�ˆ
n
�t‰.t/ �Dr�� D

Z
�0

J.t/ˆn�t .HVN /�;

where the operators now are r�0 . Similarly, the mean value condition transforms as

0 D

Z
�.t/

‰.t/ D

Z
�0

J.t/ˆn�t‰.t/;

and as such we focus on the function .t/ WD J.t/ˆn�t‰.t/, where we see .t/ 2H 1.�0/

for all t 2 Œ0; T �. We similarly write f .t/ WD J.t/ˆn�t .HVn/ 2 H
1.�0/. It is then clear

that  .t/ solves the PDEZ
�0

zD.t/r� .t/ � r��C  .t/!.t/ � r�� D

Z
�0

f .t/� (A.1)

for all � 2 H 1.�0/, where

zD D DTD; ! D J.t/zDr�.J.t/
�1/:

We note that clearly zD is positive definite, and the uniqueness of ‰ implies uniqueness of
 .

Then, our assumptions on ˆnt imply we have sufficient smoothness so that we may
apply elliptic regularity theory to see that

k .t/kH3;p.�0/ � Ckf .t/kH1;p.�0/

for p 2 Œ1;1/ and C depends on p; �0; zD.t/;!.t/. It is straightforward to see that by
considering (A.1) at two times t; s 2 Œ0; T �, and noting that zD;! are C 2 in t and f is C 1

in t , that the map t 7! k .t/kH3;p.�0/ is continuous on Œ0; T �. We omit further details on
this calculation.

Next, we show that  has a strong derivative. By considering (A.1) at times t 2 Œ0; T /
and t C h for some small h > 0 so that t C h 2 .0; T /, we find that

1

h

Z
�0

.zD.t C h/r� .t C h/ � zD.t/r� .t// � r��

C . .t C h/!.t C h/ �  .t/!.t// � r��

D
1

h

Z
�0

.f .t C h/ � f .t//�
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for all � 2 H 1.�0/. We write this in terms of difference quotients asZ
�0

.�h zD.t/r� .t C h/C zD.t/r��h .t// � r��

C . .t C h/�h!.t/C�h .t/!.t// � r��

D

Z
�0

�hf .t/�;

where �hX.t/ D
X.tCh/�X.t/

h
for some quantity X . Now, by letting h; h0 > 0 be suffi-

ciently small, one readily finds that

hL.t/.�h .t/ ��h0 .t//;�h .t/ ��h0 .t/i

� Ck�h0 zD.t/r� .t C h
0/ ��h zD.t/r� .t C h/k

2
L2.�0/

C Ck .t C h0/�h0!.t/ �  .t C h/�h!.t/k
2
L2.�0/

C Ck�hf .t/ ��h0f .t/k
2
L2.�0/

C kr�.�h .t/ ��h0 .t//k
2
L2.�0/

for some small  to be determined. HereL.t/2L.H 1.�0/\L
2
0.�0/; .H

1.�0/\L
2
0.�0//

0/

is the operator defined so that

hL.t/�; �i D

Z
�0

zD.t/r�� � r��C �!.t/ � r��;

where L20.�0/ is the subspace of L2.�0/ containing elements such that �
R
�0
� D 0. By

pushing the integral forward onto �.t/, in the reverse to the beginning of the proof, we
can observe L.t/ is elliptic by the ellipticity of ���.t/ on H 1.�.t// \ L20.�.t//; and
moreover the ellipticity constant is independent of t . Thus, there exists some constant �
such that

hL.t/.�h .t/ ��h0 .t//;�h .t/ ��h0 .t/i � �kr�.�h .t/ ��h0 .t//k
2
L2.�0/

;

and hence choosing  D �
2

, and using Poincaré’s inequality on �0, we see that

k�h .t/ ��h0 .t/k
2
H1.�0/

� Ck�h0 zD.t/r� .t C h
0/ ��h zD.t/r� .t C h/k

2
L2.�0/

C Ck .t C h0/�h0!.t/ �  .t C h/�h!.t/k
2
L2.�0/

C Ck�hf .t/ ��h0f .t/k
2
L2.�0/

;

for some constants C.t/ depending on �0, and the ellipticity of L.t/. Now, by the differ-
entiability of zD;!; f , and the continuity of  it is clear that by taking h; h0 sufficiently
small that we can make k�h .t/ ��h0 .t/kH1.�0/ arbitrarily small. Thus, �h .t/ is a
Cauchy sequence inH 1.�0/ and a right time derivative of  exists at t 2 Œ0; T /. A similar
calculation verifies that a left time derivative exists too.
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Differentiating (A.1) in time, we find thatZ
�0

@zD

@t
.t/r� .t/ � r��

C zD.t/r�
@ 

@t
.t/ � r��C

@ 

@t
.t/!.t/ � r��C  .t/

@!

@t
.t/ � r��

D

Z
�0

@f

@t
.t/�

for all � 2 H 1.�0/, t 2 Œ0; T �. As above, by noting that zD;! are C 2 in t and f is
C 1 in t , one can now readily observe that the map t 7! k @ 

@t
.t/kH1.�0/ is continuous

on Œ0; T �. Applying elliptic regularity theory, we find that  2 C 0.Œ0; T �IH 3;p.�0// \

C 1.Œ0; T �IH 1;p.�0//, and hence using the compatibility of .H 3;p.�.t//; ˆnt / (and uni-
form bounds on J.t/ where needed), it follows that ‰ 2 C 0

H3;p \ C
1
H1;p .

B. An inverse Stokes-type operator

In this appendix, we discuss a solution operator related to the surface Stokes equation. We
refer the reader to [16,34] for further details. For t 2 Œ0; T �, and a given � 2 H� .t/ we are
interested in finding a solution �� 2 V� .t/ solving

�� � Pr� � .2E.��// D �; on �.t/;

in a weak sense.
For � 2 H� .t/ we define �� 2 V� .t/ to be the unique solution to

m.��; /C a.��; / D m.�; /

for all  2 V� .t/. This is clearly well defined by (3.9), and the Lax–Milgram theorem.
With this norm, we define a norm on H� .t/ by

k�k� WD .m.��; ��/C a.��; ��//
1
2 D m.�; ��/

1
2 ;

where it is straightforward to see that

k�k� � Ck�kL2.�.t//;

for a constant independent of t . We now prove a result on the time-differentiability of this
operator, analogous to [24, Lemma 4.3].

Lemma B.1. If � 2 L2H� \H
1
V0�

, then �� 2 H 1
H1 such thatZ T

0

k@ı��k2H1.�.t// � C

�Z T

0

k@ı�k2V� .t/0 C k�k
2
L2.�.t// C k��k

2
H1.�.t//

�
:
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Proof. To begin, we formally differentiate the equation defining � , with a test function
 2 H 1

V� , to obtain

m.@ı��; /Cm.��; @ı /C g.��; /C a.@ı��; /C a.��; @ı /C b.��; /
D m�.@ı�; /Cm.�; @ı /C g.�; /:

This then simplifies to

m.@ı��; /C a.@ı��; / D m�.@ı�; /C g.�; / � g.��; / � b.��; /;

or equivalently

m.@���; /C a.@���; / D m�.@ı�; /C g.�; / � g.��; / � b.��; /
�m. NA��; / � a. NA��; /;

which we see extends to  2 L2V� . We use the formulation involving @�, as it is not clear
that one would have P@ı�� 2 V� .t/, but this is the case for @��� by construction. From
(3.9) and the Lax–Milgram theorem, one finds that there exists a unique @��� 2 L2V� , and
hence, P@ı�� 2 L2H1 such thatZ T

0

k@ı��k2H1.�.t// � C

�Z T

0

k@ı�k2V� .t/0 C k�k
2
L2.�.t// C k��k

2
H1.�.t//

�
:

Moreover, it is straightforward to see @ı�� is indeed the weak time derivative of ��.

As in [16], we have a sufficiently smooth surface, �.t/, so that one has improved
regularity

k��kH2.�.t// � Ck�kL2.�.t//; (B.1)

and the constant C is independent of t by the usual arguments.
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