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On the density hypothesis for L-functions
associated with holomorphic cusp forms

Bin Chen, Gregory Debruyne and Jasson Vindas

Abstract. We study the range of validity of the density hypothesis for the zeros of
L-functions associated with cusp Hecke eigenforms f of even integral weight, and
prove that Nf .�; T /� T 2.1��/C" holds for � � 1407=1601. This improves upon
a result of Ivić, who had previously shown the zero-density estimate in the narrower
range � � 53=60. Our result relies on an improvement of the large value estimates
for Dirichlet polynomials based on mixed moment estimates for the Riemann zeta
function. The main ingredients in our proof are the Halász–Montgomery inequality,
Ivić’s mixed moment bounds for the zeta function, Huxley’s subdivision argument,
Bourgain’s dichotomy approach, and Heath-Brown’s bound for double zeta sums.

1. Introduction

Zero-density estimates for the Riemann zeta function and L-functions play a central role
in analytic number theory. They have important arithmetic consequences; see for instance
Chapter 12 of [22] and Chapter 15 of [27] for an overview of applications in prime number
theory.

LetN.�;T / denote the number of zeros �D ˇC i t of the Riemann zeta function �.s/
in the rectangle � � ˇ � 1, jt j � T . In 1937, Ingham [19] connected estimates of the form

(1.1) N.�; T /� T c.1��/ logD T; uniformly for
1

2
� � � 1

(with c; D > 0), with the behavior of primes in short intervals. In fact, one can prove
that (1.1) implies the prime number theorem in the form  .xC h/� .x/D h.1C o.1//

for h� x1C"�1=c as x!1. Note that the estimate (1.1) with c D 2 essentially provides
the same result as the Riemann hypothesis. As this turns out to be the case for many other
arithmetic results that are also obtainable from the Lindelöf or the Riemann hypothesis,
an inequality of the sort

(1.2) N.�; T /� T 2.1��/C";
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has become known as the density hypothesis. While a proof that the density hypothesis
holds uniformly for 1=2 � � � 1 seems to be out of reach by present methods, there has
been substantial progress towards maximizing its range of validity. Montgomery showed
in [26] that the density hypothesis (1.2) holds in the range � � 9=10. The range of valid-
ity was subsequently improved (cf. [8, 15, 17, 24, 29]), and the current record is due to
Bourgain [3], who showed that (1.2) is valid for � � 25=32 D 0:78125:

It is also natural to consider zero-density estimates for Dirichlet L-functions [2,11,13,
16, 18, 23, 24] and for L-functions associated with modular forms [14, 21, 25, 30, 34]. We
are interested in studying the density hypothesis for the latter case. So, let

f .z/ D

1X
nD1

af .n/ e
2�iz

be a holomorphic cusp form of even integral weight � for the full modular group SL.2;Z/.
We assume that f is a Hecke eigenform [1,7], and that it is normalized, i.e., af .1/D 1. We
set �f .n/D af .n/n�.��1/=2 and notice that this multiplicative function satisfies j�f .n/j �
d.n/, where d.n/ is the divisor function, an inequality that was shown by Deligne, see
Theorem 8.2 on p. 302 of [6], as a consequence of his proof of Weil’s conjectures. The
L-function L.s; f / associated with f is defined as

L.s; f / D

1X
nD1

�f .n/

ns
D

Y
p

�
1 � �f .p/p

�s
C p�2s

��1
; Re.s/ > 1:

A classical result of Hecke establishes that L.s; f / extends to the whole complex plane
as an entire function of s.

Denote by Nf .�; T / the number of zeros � D ˇ C i t of L.f; s/ in the rectangle � �
ˇ� 1, jt j �T . In 1989, Ivić [21] showed thatNf .�;T /�T 2.1��/C" holds for � � 53=60.
The establishment of the density hypothesis in the range � � 1=2 should be one of the key
ingredients for obtaining estimates for the asymptotic distribution of �f .p/ for primes in
short intervals that are as good as if one were to assume the grand Riemann hypothesis.

The main goal of this paper is to improve Ivić’s result by showing1 the following.

Theorem 1.1. We have the bound

Nf .�; T /�f;" T
2.1��/C"

for � � 1407=1601.

Here 1407=1601 � 0:8788, while 53=60 D 0:8833 : : : We now describe the general
strategy for our proof of Theorem 1.1. The first step, which is standard, is to apply the
zero-detection method to divide the zeros of L.s; f / into two categories, the so-called
class-I zeros and class-II zeros. The number of class-II zeros is directly estimated by
using Good’s second moment estimate for L-functions associated with holomorphic cusp
forms [10]. The innovation of our work is to achieve sharper estimates for the class-I zeros
than those obtained by Ivić in [21].

1The argument presented here also allows one to provide a range of validity for the density hypothesis for
other types of L-functions, provided the L-function admits an Euler product-type identity, satisfies the Ramanu-
jan conjecture for its coefficients, has an analogue for Good’s second moment estimate and admits polynomial
bounds in the desired half-plane.
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We seek to obtain an upper bound for the class-I zeros by applying the Halász–
Montgomery inequality. Ivić’s argument is then to combine Huxley’s subdivision tech-
nique with the direct insertion of mixed moment bounds for the zeta function into this
inequality (cf. Remark 3.2). Our improvement is based on two aspects. The first one is an
optimization of the parameters in the mixed moment estimates. Here we rely on the newly
established exponent pair .13=84C "; 55=84C "/ due to Bourgain [5]. The second aspect
that leads to an additional improvement is the incorporation of a dichotomy technique
developed by Bourgain in [3] to achieve the current record of the range of validity of the
density hypothesis for the Riemann zeta function. The crucial point of the dichotomy is
that it allows one to apply Heath-Brown’s estimate on double zeta sums [12], which is
more efficient than the mixed moment bounds in certain ranges. In Bourgain’s original
paper, the dichotomy approach is a bit difficult to follow; one of the goals of this paper is
to explain the underlying ideas and its advantages more clearly.

In addition to improving the range of validity of the density hypothesis for the zeros
of the L-functions associated with holomorphic cusp forms, our argument can also be
applied, with only mild adjustments, to obtain a zero-density estimate for the Riemann
zeta function. In order to further demonstrate the strength of the dichotomy method, we
prove the following.

Theorem 1.2. There holds
N.�; T /�" T

24.1��/
30��11C"

for 279=314 � � � 17=18.

This improves on the condition 155=174 � � � 17=18 obtained by Ivić (see [20] and
Theorem 11.2 in [22]) in 1980. Observe that 155=174 � 0:8908 and 279=314 � 0:8885.

The paper is organized as follows. In Section 2, we recall the classical zero-detection
method to divide the zeros into class-I zeros and class-II zeros and explain how to handle
the class-II zeros. In Section 3 we revisit Ivić’s original argument involving mixed moment
estimates. In Section 4, we study Bourgain’s dichotomy technique in this context; we
derive a large value estimate for Dirichlet polynomials from which Theorem 1.1 follows.
Finally, the proof of Theorem 1.2 will be completed in Appendix A.

We adopt the convention that " stands for a small positive quantity. Throughout the
paper, we allow " to change by at most a constant factor on places that we do not always
specify. We let �E denote the indicator function of a set E. We use� and� to denote
Vinogradov’s notation, while implied constants depend at most on " and the cusp form f .

2. The zero-detection method

Our starting point is a zero-detection method, which has become standard by now. As
our further analysis heavily uses the concepts that are introduced by this method, we opt,
for the convenience of the reader, to briefly recall here the main ideas involved in this
technique.

Let X; Y; T > 1. We consider an approximate inverse for L.s; f / given by

MX .s; f / D
X
n�X

�f .n/

ns
;
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where �f .n/ is the multiplicative function for which

�f .p
k/ WD

8<: 1; if k D 0; 2;
��f .p/; if k D 1;
0; if k � 3:

This gives

L.s; f /MX .s; f / D

1X
nD1

cn n
�s; Re s > 1;

where
cn D

X
d jn;d�X

�f .d/ �f .n=d/:

Observe that c1 D 1, cn D 0 for 1 < n � X , and jcnj � n".
Introducing the weight e�n=Y and exploiting the Mellin inversion formula for e�x ,

one finds, for 1=2 < Re s < 1,

e�1=Y C
X
n>X

cn n
�s e�n=Y D

1

2�i

Z 2Ci1

2�i1

�.z/ Y z L.s C z; f /MX .s C z; f / dz

D
1

2�i

Z 1=2�Re sCi1

1=2�Re s�i1
�.z/Y zL.s C z; f /MX .s C z; f / dz C L.s; f /MX .s; f /;

where we picked up the residue at z D 0 while shifting the line of integration2. The tail of
the sum X

n>Y log2 Y

cn n
�s e�n=Y

is o.1/ as Y !1. If j Im sj � T , then also the tails j Im zj � log2 T of the final integral
become o.1/ as T !1 ifX is polynomially bounded in T , say, in view of the exponential
decay on vertical lines of the � function and the trivial estimateMX .1=2C iu/�X1=2C".
Therefore, for Y and T sufficiently large, we have

L.s; f /MX .s; f / D 1C
X

X<n�Y log2 Y

cn n
�se�n=Y C o.1/

C

Z log2 T

� log2 T
�
�1
2
� Re sC iu

�
Y 1=2�Re sCiuL

�1
2
C i tC iu; f

�
MX

�1
2
C i tC iu; f

�
du:

Thus, if � D ˇ C i t is a zero of L.s; f / with 1=2 < ˇ < 1 and jt j � T , then either

(2.1)
ˇ̌̌̌ X
X<n�Y log2 Y

cn n
�� e�n=Y

ˇ̌̌̌
� 1;

2The function L.s; f / is polynomially bounded on vertical strips (see Corollary 3 on p. 334 of [9]), which
justifies the switching of contour.



On the density hypothesis for L-functions associated with holomorphic cusp forms 2183

or
(2.2)ˇ̌̌ Z log2 T

� log2 T
L
�1
2
C i.tCu/; f

�
MX

�1
2
C i.tCu/; f

�
Y 1=2�ˇCiu �

�1
2
� ˇC iu

�
du
ˇ̌̌
� 1:

The zeros � with ˇ � � and jt j � T for which (2.1) holds are referred to as class-I zeros,
while those for which (2.2) holds are called class-II zeros. As a zero must inevitably
belong to one (or both) of these classes we obtain, for 1=2 < � < 1,

(2.3) Nf .�; T /� .jR1j C jR2j/ T
";

where R1 D R1.X;Y; T /, respectively R2, is the set of class-I, respectively class-II zeros,
and jRj j denotes their cardinality.

For both of these classes, we now consider a (saturated) subset QRj of well-spaced
zeros; those are subsets of Rj for which the imaginary parts of the zeros are well-spaced
in the sense that

(2.4) jt1 � t2j � T
";

for different �1 D ˇ1 C i t1 and �2 D ˇ2 C i t2 belonging to QRj . Since Nf .�; T C 1/ �
Nf .�; T /� logT , as follows from, e.g., Theorem 3.5 on p. 156 of [28], one can always
select a set of well-spaced zeros QRj such that j QRj j � jRj j=.T " log T /. Therefore, the
estimate (2.3) remains valid if we replace Rj by QRj .

2.1. The contribution of the class-II zeros

We begin by analyzing the contribution of the well-spaced class-II zeros QR2. If we setˇ̌̌
L
�1
2
C i
r ; f

�ˇ̌̌
D max
� log2 T�u�log2 T

ˇ̌̌
L
�1
2
C i tr C iu; f

�ˇ̌̌
;

where tr are the imaginary parts of the class-II zeros, then we find

1� T " Y 1=2��
ˇ̌̌
L
�1
2
C i
r ; f

�ˇ̌̌
; r D 1; 2; : : : ; j QR2j;

where we have setX D T ". We square the above inequality and, as the 
r are well-spaced
because the class-II zeros are, we may apply3 Good’s second moment estimate [10] to
obtain

j QR2j � T "Y 1�2�
X
r�j QR2j

ˇ̌̌
L
�1
2
C i
r ; f

�ˇ̌̌2
� T 1C" Y 1�2� :

Therefore, upon choosing Y D T , we obtain j QR2j � T 2.1��/C", and this already con-
cludes the analysis of the class-II zeros.

3Good’s mean value theorem yields
R T
0 jL.1=2C i t; f /j

2dt � T logT . The sum version that we use here
can be derived from the integral form along the same lines as it is done for the Riemann zeta function, cf. the
argument in p. 200 of [22]. Alternatively, one may derive a second moment estimate on L0.s; f / and apply
Gallagher’s lemma, as is, e.g., done in [33].
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2.2. Representative class-I zeros

The rest of the argument is then to bound the contribution of the class-I zeros. First, we
shall restrict the well-spaced class-I zeros even further. By a dyadic subdivision of the
interval .X; Y log2 Y �, one can find X �M < Y log2 Y such that

(2.5)
ˇ̌̌ X
M<n�2M

cn n
�� e�n=Y

ˇ̌̌
�

1

logY

for at least j QR1j log 2= log.Y log2 Y / zeros � of QR1. The elements of QR1 that additionally
satisfy (2.5) are called representative well-spaced zeros and this subset will be denoted
as R. We remark that (2.3) remains valid upon replacing jR1j by jRj.

Next, we are going to find some very useful estimates allowing us to bound the size
of a set of representative well-spaced zeros in terms of the moduli of certain Dirichlet
polynomials. It also turns out that the most problematic range is when M is small; the
following argument shall allow us to take care of the rangeM <T 1=2 such that the critical
range for M becomes M � T 1=2.

Let � be a fixed integer, and let A be a multiset consisting of elements of R. We shall
actually set � D 1 in the proof of Theorem 1.1, and � D 2 for Theorem 1.2. We consider
an integer power k such that M k � Y �C" < M kC1. Hence, as we have set X D T " and
Y D T , we deduce 1 � � � k �" 1 and Y �

2=.�C1/ < M k � Y �C". Raising (2.5) to the
power k, we find ˇ̌̌ X

Mk<n�2kMk

c0n n
��
ˇ̌̌
� .1= logY /k ;

where
c0n D

X
n1n2:::nkDn

cn1cn2 � � � cnk e
�.n1C���Cnk/=Y :

Again, c0n� n". A dyadic subdivision of the interval .M k ; 2kM k � allows us to findM k �

N D N.A/ � 2kM k for which

jAj � .logY /k
X
�2A

ˇ̌̌ X
N<n�2N

c0n n
��
ˇ̌̌
D .logY /k

X
�2A

ˇ̌̌ Z 2N

N

u�ˇd
� X
N<n�u

c0n n
�it
�ˇ̌̌

D .logY /k
X
�2A

ˇ̌̌
.2N /�ˇ

X
N<n�2N

c0n n
�it
C

Z 2N

N

ˇu�ˇ�1
X

N<n�u

c0n n
�it du

ˇ̌̌
� .logY /kN�� max

N<u�2N

X
�2A

ˇ̌̌ X
N<n�u

c0n n
�it
ˇ̌̌
:

If we let c00n D 0 after the point where the above maximum is reached, but c00n D c
0
n other-

wise, we obtain

jAj � N��C"
X
�2A

ˇ̌̌ X
N<n�2N

c00n n
�it
ˇ̌̌

and jAj � N�2�C"
X
�2A

ˇ̌̌ X
N<n�2N

c00n n
�it
ˇ̌̌2
;

the last inequality being derived from Cauchy–Schwarz.
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Setting b.n/ D b.n;A/ D �c00n for a sufficiently small � such that jb.n/j � 1, we have

(2.6) jAj �N��C"
X
�2A

ˇ̌̌ X
N<n�2N

b.n/n�it
ˇ̌̌
; jAj �N�2�C"

X
�2A

ˇ̌̌ X
N<n�2N

b.n/n�it
ˇ̌̌2
:

In particular, if one selects A D R, we get

(2.7) jRj � N��C"
X
�2R

ˇ̌̌ X
N<n�2N

b.n/ n�it
ˇ̌̌
:

If one were to trivially estimate the right-hand side, one would obtain the bound
N 1��C"jRj, and this delivers no information at all, as it is way worse than the trivial
bound jRj. Our goal in the next section is therefore to realize there is indeed sufficient
cancellation in (2.7) to extract some non-trivial information.

We do emphasize here again that N and b.n/ do depend on the set A. Throughout
the rest of the paper, we shall write b.n/ and N when we refer to the set R. If any other
set of representative well-spaced zeros A is considered, we shall explicitly mention the
dependence of b.n/ and N on A. On the other hand, we note that M k � N.A/ < 2kM k ,
and therefore N � N.A/� N for any A. Furthermore, as we take � D 1, one has

(2.8) T 1=2 � N < T 1C":

3. Ivić’s estimate

In this section, we deduce a first non-trivial estimate on the number of class-I zeros.
The first step is to apply the Halász–Montgomery inequality to realize there is cancel-
lation in (2.7). The following lemma is a reformulation of the estimate in equation (11.40)
of [22]. We closely follow here the proof of Theorem 11.2 in [22].

Lemma 3.1. Let A � R be a set of representative well-spaced class-I zeros (where we do
not allow repetition). For ` 2 Z, define

�A.`/ D #¹.ˇ C i t; ˇ0 C i t 0/ 2 A � A W jt � t 0 � `j < 1º:

Then

(3.1) jAj �
°
N 2�2�

CN 3=4��
hX
`2Z

�A.`/

Z 2 log2 T

�2 log2 T

ˇ̌̌
�
�1
2
C iv C i`

�ˇ̌̌
dv
i1=2±

T ":

Proof. As N � N.A/, the estimate (3.1) is equivalent upon replacing N with N.A/.
Throughout the rest of the proof, however, we shall simply write N for N.A/ in order
not to overload the notation unnecessarily.

By applying the Halász–Montgomery inequality (Lemma 1.7 on p. 6 of [27]) to (2.6),
we get

(3.2) jAj2N 2��2"
� jAjN 2

CN
X
r¤s

jH.itr � i ts/j;
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where tr ; ts denote the imaginary parts of elements of A, and

H.it/D

1X
nD1

.e�n=2N � e�n=N /n�it D
1

2�i

Z 2Ci1

2�i1

�.wC i t/�.w/..2N /w �Nw/ dw:

We switch the contour to the line RewD 1=2, which is allowed since � is polynomially
bounded and � decays exponentially on vertical strips. We pass over a simple pole at
w D 1 � i t with residue O.Ne�jt j/, and our equation becomes

H.it/ D
1

2�i

Z 1=2Ci1

1=2�i1

�.w C i t/�.w/..2N /w �Nw/ dw CO.Ne�jt j/:

When j Imwj � log2 T , the tails of the integral contribute O.N 1=2 exp.� log2 T // D
o.1/ as N � T 1C". Therefore,

X
r¤s

jH.itr � i ts/j � N
X
r¤s

e�jtr�ts j C o.jAj2/

CN 1=2

Z log2 T

� log2 T

X
r¤s

ˇ̌̌
�
�1
2
C i tr � i ts C iv

�ˇ̌̌
dv:

The first term on the right-hand side is o.jAj2/, as the members of A are well-spaced.
Moreover, by the definition of �A.`/, we haveZ log2 T

� log2 T

X
r¤s

ˇ̌̌
�
�1
2
C i tr � i tsC iv

�ˇ̌̌
dv �

X
`2Z

�A.`/

Z 1Clog2 T

�1�log2 T

ˇ̌̌
�
�1
2
C i`C iv

�ˇ̌̌
dv:

As � > 1=2, we arrive at (3.1) after inserting all these estimates in (3.2).

As usual, we do not mention the subscript A for �A when we are referring to A D R.
It thus remains to find adequate estimates for the integral in (3.1). For this, we shall

appeal to moment estimates on the zeta function. Let B0, B1, q0 and q1 be positive num-
bers for which q0; q1 � 2, and let H W Œ0;1/! Œ1;1/. We let

�0 D �0;T D ��¹sWj�.s/j�H.T /º and �1 D �1;T D ��¹sWj�.s/j<H.T /º;

where � denotes the characteristic function of a set. In what follows, we rely on an assump-
tion of the form

(3.3)
Z T

0

ˇ̌̌
�0

�1
2
C i t

�ˇ̌̌q0
dt � T B0 and

Z T

0

ˇ̌̌
�1

�1
2
C i t

�ˇ̌̌q1
dt � T B1 :

involving mixed moment estimates for the zeta function.
Recall that

�.`/ D #¹.ˇ C i t; ˇ0 C i t 0/ 2 R �R W jt � t 0 � `j < 1º:
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We have �.`/ � jRj because the elements of R are well-spaced and
P
`2Z�.`/ � 2jRj

2

as each couple .ˇ C i t; ˇ C i t 0/ can at most contribute to two �.`/. It follows that for
q > 1, X

`2Z

�.`/
q
q�1 �

X
`2Z

�.`/�.`/
1
q�1 � 2jRj

2q�1
q�1 :

With this estimate the integral in (3.1) becomes through some applications of Hölder’s
inequalityX
`2Z

�.`/

Z 2 log2 T

�2 log2 T

ˇ̌̌
�
�1
2
C i`C iv

�ˇ̌̌
dv

�

1X
jD0

�X
`2Z

�.`/qj =.qj�1/
�.qj�1/=qj °X

`2Z

h Z 2 log2 T

�2 log2 T

ˇ̌̌
�j

�1
2
C i`C iv

�ˇ̌̌qj
dv
i±1=qj

T "

� jRj2�1=q0 T B0=q0C" C jRj2�1=q1 T B1=q1C";

and thus

jRj � T "
�
N 2�2�

C T B0N .3�4�/q0=2 C T B1N .3�4�/q1=2
�
:

We now refine this estimate through Huxley’s subdivision argument. Set

(3.4) T0 D ı2T; for T �1 � ı2 � 1;

and let R˛ D ¹� 2 R W Im � 2 I˛º, with I˛ � Œ�T; T � a certain subinterval of length T0.
Repeating the above argument with R˛ instead of R then gives4

jR˛j � T "
�
N 2�2�

C ı
B0
2 T B0N .3�4�/q0=2 C ı

B1
2 T B1N .3�4�/q1=2

�
:

Subdividing R into about as many as d2=ı2e sets of the form R˛ and summing these
contributions gives

jRj � T "
�
ı�12 N 2�2�

C ı
B0�1
2 T B0N .3�4�/q0=2 C ı

B1�1
2 T B1N .3�4�/q1=2

�
:

Now, selecting ı2 D N 2�2�T 2��2 if N � T and ı2 D 1 if T < N < T 1C" delivers5

jRj � T 2�2�C" C

1X
jD0

T .2Bj�2/�C.2�Bj /C"N .2Bj�2C3qj =2/�2�.BjCqj�1/:

We thus obtain jRj � T 2.1��/C" provided � � 1� qj =.4Bj C 4qj � 4/ for j D 0; 1, and
provided N satisfies

(3.5) N � T
4B���2B�

.4q�C4B��4/��.3q�C4B��4/ ;

4The subdivision of � into �0 and �1 is now with respect to H.T0/ instead of H.T /.
5One can optimize the choice for ı2 even further here. However, we are in this work only interested into

which range the density hypothesis is valid. If one only considers this question, there is no advantage in further
optimizing ı2.
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where .q�;B�/ is the couple .qj ;Bj /, j D 0; 1, for which the exponent above is maximal,
which in principle may depend on � . If � lies in the range where this exponent is less
than 1=2, that is, if � � .3q� � 4/=.4q� � 4B� � 4/, we are done, as we always have that
N � T 1=2. In the remaining range � < .3q� � 4/=.4q� � 4B� � 4/, we may therefore
assume in the sequel that

(3.6) T 1=2 � N < T
4B���2B�

.4q�C4B��4/��.3q�C4B��4/ :

Remark 3.2. We briefly mention how Ivić arrived at the validity of the density hypothesis
in the range � � 53=60. He selected q0 D 6; q1 D 19; B0 D 1C " and B1 D 3C " with
H.T /DT 2=13. The validity of (3.3) under these parameters is guaranteed by Corollary 8.1
and equation (8.31) in [22]. With this choice, the condition (3.5) becomes

N � max¹T 6.2��1/=.84��65/; T .2��1/=.12��9/º;

and this is always satisfied if � � 53=60 as the exponents of T are then always smaller
than 1=2.

4. Bourgain’s dichotomy

In this section, inspired by the work of Bourgain [3,4], we will use the dichotomy method
to improve the estimates for the integral terms appearing in (3.1). This allows us to obtain
a new estimate for the class-I zeros.

4.1. Lemmas on Dirichlet polynomials

In applying Bourgain’s method, we shall require some preliminary lemmas on estimations
for Dirichlet polynomials. The first lemma gives an upper estimate for pointwise values
of a Dirichlet polynomial in terms of an average of the values near the point. It is a slight
modification of Lemma 4.48 in [3].

Lemma 4.1. Consider the Dirichlet polynomial

F.t/ D
X

N<n�2N

bn n
�it ; t 2 R;

where the coefficients bn satisfy jbnj � 1. Then,

jF.t/j � 1C logN
Z
jvj<logN

jF.t C v/j dv; as N !1:

Proof. Let  be a smooth function on R such that O , the Fourier transform of  , is
identically 1 on the interval Œ1; 2� and satisfies

j .x/j � e�jxj
2=3

:

The existence of such a function  is guaranteed by the Denjoy–Carleman theorem.
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Let  �.x/ D .1=�/ .x=�/. We have, for N � 2,

jF.t/j D
ˇ̌̌ X
N<n�2N

bn O 
� logn

logN

�
n�it

ˇ̌̌
D

ˇ̌̌ X
N<n�2N

bn O .logN/�1.logn/ n�it
ˇ̌̌

D

ˇ̌̌ Z
R
F.t C v/ .logN/�1.v/ dv

ˇ̌̌
:

The result now follows upon realizing that j .logN/�1.v/j � logN if jvj < logN , andZ
jvj�logN

jF.t C v/ .logN/�1.v/j dv � N logN
Z
jvj�logN

e�.jvj logN/2=3 dv � 1;

as N !1 because jbnj � 1.

The next one is a simple estimate due to Bourgain (Lemma 3.4 in [3]) for Dirichlet
polynomials over difference sets where the index sets are different.

Lemma 4.2. Let an and bn .1 � n � N/ be complex numbers such that janj � bn. Let
R; S � R be two finite sets. Then

X
t2R
s2S

ˇ̌̌ NX
nD1

an n
i.t�s/

ˇ̌̌2
�

� X
t;t 02R

ˇ̌̌ NX
nD1

bn n
i.t�t 0/

ˇ̌̌2�1=2� X
s;s02S

ˇ̌̌ NX
nD1

bn n
i.s�s0/

ˇ̌̌2�1=2
:

The final lemma is Heath-Brown’s estimate on double zeta sums, see Theorem 1
in [12] (cf. Lemma 3.7 in [3]). It is much deeper, and is a crucial ingredient for our argu-
ment.

Lemma 4.3. Let R be a finite set of well-spaced, cf. (2.4), points such that jt j � T for
each t 2 R. ThenX

t;t 02R

ˇ̌̌ X
N<n�2N

ni.t�t
0/
ˇ̌̌2
� T ".jRjN 2

C jRj2N CN jRj5=4T 1=2/:

4.2. The dichotomy

Let T0 and R˛ be as in Section 3, see (3.4). We recall that we have set

�˛.`/ D �R˛ .`/ D #¹.ˇ C i t; ˇ0 C i t 0/ 2 R˛ �R˛ W jt � t 0 � `j < 1º:

Let 0 < ı1 < 1 be a parameter to be optimized later. We set

�0 D �0;T0;H D ��¹sWj�.s/j�H.T /º and �1 D �1;T0;H D ��¹sW1�j�.s/j<H.T /º;

and let B0, B1, q0 and q1 be the parameters that were introduced in the mixed moment
estimates (3.3). Note that the definition for �1 is slightly different than in the previous
section because of the lower bound j�j � 1. For each fixed ˛, we distinguish between the
following alternatives.
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Case 1. We have

(4.1)
X
`2Z

�˛.`/

Z
jvj<T "

ˇ̌̌
�0

�1
2
C i`C iv

�ˇ̌̌
dv � ı2=q01 T

B0=q0
0 jR˛j

2�1=q0

and

(4.2)
X
`2Z

�˛.`/

Z
jvj<T "

ˇ̌̌
�1

�1
2
C i`C iv

�ˇ̌̌
dv � ı2=q11 T

B1=q1
0 jR˛j

2�1=q1 :

Case 2. Either (4.1) or (4.2) fails.
We consider a collection of d2=ı2e sets R˛ that cover R. We let I0 be the index set

of ˛ for which (4.1) fails, I1 be the index set for which (4.2) fails, and I2 be the index set
for which both inequalities hold. Clearly jRj �

P
˛2I0

R˛ C
P
˛2I1

R˛ C
P
˛2I2

R˛ .
An additional constraint on the parameter ı1 will arise below in the analysis of Case 2.

4.3. The Case 1 contribution

We suppose here that jRj �
P
˛2I2

R˛ . Let ˛ 2 I2. Since

j�j D j�0j C j�1j C j��¹sWj�.s/j<1ºj;

it follows thatX
`2Z

�˛.`/

Z
jvj<T "

ˇ̌̌
�
�1
2
C i`C iv

�ˇ̌̌
dv � ı2=q01 T

B0=q0
0 jR˛j

2�1=q0

C ı
2=q1
1 T

B1=q1
0 jR˛j

2�1=q1 C jR˛j
2 T ";

where the last term is coming from the contribution of j�j < 1. Inserting this estimate
in (3.1) and rearranging jR˛j gives6, for � > 3=4,

jR˛j � T "
�
N 2�2�

C ı21 T
B0
0 N .3�4�/q0=2 C ı21 T

B1
0 N .3�4�/q1=2

�
:

Replacing T0 by ı2T and summing over the index set I2 then yields

jRj � T "
�
ı�12 N 2�2�

Cı21 ı
B0�1
2 T B0 N .3�4�/q0=2Cı21 ı

B1�1
2 T B1 N .3�4�/q1=2

�
:(4.3)

4.4. Analysis of Case 2

In this section, we consider the case when

(4.4) jRj � T "
X
˛2I0

jR˛j:

6Note that the term jR˛ j2 can never be dominant if � > 3=4, as (3.1) would then entail jR˛ j �
N 3=4�� jR˛ jT

", which is impossible in view of N � T 1=2.
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The analysis of the case when jRj �
P
˛2I1
jR˛j is analogous. We have incorporated the

extra factor T " in (4.4) as in some places of the analysis we shall add extra restrictions
on the set I0, and the extra factor T " shall guarantee that (4.4) remains valid under these
restrictions. We write for simplicity q and B instead of q0 and B0.

First, we translate the failure of (4.1) and the dominance of the index set I0 into a
lower bound for the size of a specific multiset of representative well-spaced class-I zeros.
In this part, we shall perform numerous dyadic decompositions and exploit the mixed
moment estimate (3.3). Afterwards, we apply the analysis of Section 2 to find an upper
estimate for this multiset in terms of a Dirichlet polynomial which will subsequently be
estimated with the technology provided by Lemma 4.3. The compatibility of this upper
and lower estimate shall then result in an improved estimate on jRj.

For 0 < ı0 < 1, we define the set

D˛.ı
0/ D ¹` W ı0jR˛j < �˛.`/ � 2ı

0
jR˛jº:

As
P
` �˛.`/ � 2jR˛j

2, we immediately obtain jD˛.ı0/j � 2jR˛j=ı0. Furthermore, as
�˛.`/ is an integer and jR˛j � T0 because the points of R˛ are well-spaced and I˛ has
length at most T0, we may through a dyadic argument find ı0 2 ¹2�kj1 � k � log T0º
such that X

`2Z

�˛.`/

Z
jvj<T "

ˇ̌̌
�0

�1
2
C i`C iv

�ˇ̌̌
dv

� T "0 ı
0
jR˛j

X
`2D˛.ı 0/

Z
jvj<T "

ˇ̌̌
�0

�1
2
C i`C iv

�ˇ̌̌
dv:

A priori, ı0 does depend on ˛, but as there are only O.log T / possibilities for ı0, the
pigeonhole principle asserts that one may select a subset of I0, which we shall continue to
write as I0, for which the above expression holds for a single ı0 and where (4.4) remains
valid, possibly with a different value for ". In conclusion, the parameter ı0 can be chosen
independent of ˛.

Exploiting now that (4.1) fails, we obtainX
`2D˛.ı 0/

Z
jvj<T "

ˇ̌̌
�0

�1
2
C i`C iv

�ˇ̌̌
dv � ı2=q1 .2ı0/�1 T

B=q�"
0 jR˛j

1�1=q :

Next, we proceed to narrow the range for the modulus of �0. For H > 0, we consider
level sets

SH;T0 D SH;T0;" D
°
jt j � T0 C T

"
C 1 W H <

ˇ̌̌
�0

�1
2
C i t

�ˇ̌̌
� 2H

±
:

As one can cover the support of �0.1=2 C i t/�Œ�T0�T "�1;T0CT "C1�.t/ by as many as
O.log T0/ level sets of the form SH;T0 in view7 of 1 � j�0.1=2 C i t/j � T

1=4
0 (on the

7The last inequality j�0.1=2C i t/j � T
1=4
0 follows from the trivial convexity bound for �. Of course there

are better estimates available. Here is also why we invoked the additional bound j�1j � 1 in the definition of �1.
This additional restriction guarantees that also the support of �1 can be covered by O.log T0/ level sets of the
form SH;T0 , which is unclear otherwise.
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support of �0), one can find through another dyadic argument a number H such thatX
`2D˛.ı 0/

Z
jvj<T "

ˇ̌̌
�0

�1
2
C i`C iv

�ˇ̌̌
dv

D

X
`2D˛.ı 0/

Z T0CT
"C1

�T0�T "�1

ˇ̌̌
�0

�1
2
C i t

�ˇ̌̌
�Œ`�T ";`CT "�.t/ dt

�

X
`2D˛.ı 0/

H logT0

Z T0CT
"C1

�T0�T "�1

�Œ`�T ";`CT "�\SH;T0 .t/ dt

� T "H

Z
juj�T "

X
`2D˛.ı 0/

�SH;T0 .`Cu/ du D T "H
Z
juj�T "

j.D˛.ı
0/Cu/ \ SH;T0 j du:

We emphasize here that j.D˛.ı0/C u/\ SH;T0 j denotes the cardinality of the set (depend-
ing on the variable u). Again, H a priori depends on ˛, but as there are only O.log T0/
valid choices for H , one may select as before a subset of I0, which we keep denoting
as I0, for which (4.4) remains true. Therefore, we may assume without loss of generality
that H is independent of ˛.

Consider

W˛ WD

Z
juj�T "

j.D˛.ı
0/C u/ \ SH;T0 j du

D

� Z
juj�T "

j.D˛.ı
0/Cu/\SH;T0 j du

�1�1=q� Z
SH;T0

X
`2D˛.ı 0/

�.`�T ";`CT "/.t/ dt
�1=q

� T " jD˛.ı
0/j1�1=q .m.SH;T0//

1=q;

where m stands for the Lebesgue measure and where we have used the trivial estimateX
`2D˛.ı 0/

�.`�T ";`CT "/.t/� T ":

Hence, via a dyadic argument we can specify 0 < ı00 � T " such that

(4.5) ı00jD˛.ı
0/j1�1=q .m.SH;T0//

1=q < W˛ � 2ı
00
jD˛.ı

0/j1�1=q .m.SH;T0//
1=q :

Again ı00 can be taken independent of ˛ by an appropriate restriction of the index set I0
and a constraint on the parameter ı1; in fact, we shall require8 from now on that ı1� T �c

for some c > 0.
Combining all the above inequalities gives

T " ı00H jD˛.ı
0/j1�1=q .m.SH;T0//

1=q
�

ı
2=q
1

ı0
T
B=q
0 jR˛j

1�1=q;

8We have just derived that W˛ � T " jD˛.ı
0/j1�1=q .m.SH;T0 //

1=q � T c2 for some c2 > 0. Going back

through the inequalities, we also have the lower bound W˛ � T �"H�1 ı
2=q
1 � T �c1 for some c1 > 0, as

logH � logT0 and because ı1 shall later be picked in such a way that ı1 � T �c . Therefore, a dyadic covering
for W˛ only requires O.logT / intervals, and this enables one to pick a restriction of I0 such that (4.4) remains
intact.
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whence

jD˛.ı
0/j � T �"

�ı2=q1
ı0 ı00

�q=.q�1/
jR˛j

follows because the mixed moment estimate (3.3) implies m.SH;T0/�H�qT B0 T
". Thus,

using jD˛.ı0/j � jR˛j=ı0, we obtain

ı0 � T �"
ı21
.ı00/q

�(4.6)

We can derive another lower bound on jD˛.ı0/j. Namely, the trivial bound W˛ �
T "jD˛.ı

0/j and
W˛ � ı

00
jD˛.ı

0/j1�1=q .m.SH;T0//
1=q

yield

jD˛.ı
0/j � T �" .ı00/q m.SH;T0/C T

�"
�ı2=q1
ı0 ı00

�q=.q�1/
jR˛j:

Together with (4.5) and (4.4), this impliesX
˛2I0

jR˛jW˛ �
X
˛2I0

jR˛j ı
00
jD˛.ı

0/j1�1=q .m.SH;T0//
1=q

� T �" .ı00/qm.SH;T0/
X
˛2I0

jR˛j C T
�" ı

2=q
1

ı0
.m.SH;T0//

1=q
X
˛2I0

jR˛j
.2q�1/=q

� T �" .ı00/q jRj

Z
juj<T "

j.SH;T0 � u/ \ Zj du

C T �"
ı
2=q
1 ı

1�1=q
2

ı0
jRj.2q�1/=q

Z
juj<T "

j.SH;T0 � u/ \ Zj1=q du

as Hölder’s inequality implies jRj.2q�1/=q � ı
�.q�1/=q
2

P
˛2I0
jR˛j

.2q�1/=q andZ
juj<T "

j.SH;T0 � u/ \ Zj1=q du�
� Z
juj<T "

j.SH;T0 � u/ \ Zj du
�1=q

T "

� T " .m.SH;T0//
1=q :

Recalling the definition of W˛ , we may therefore find juj < T " such that the set of
integers

S D .SH;T0 � u/ \ Z

satisfiesX
˛2I0

jR˛j jD˛.ı
0/ \ S j � T �" .ı00/q jRj jS j C T �"

ı
2=q
1 ı

1�1=q
2

ı0
jRj.2q�1/=q jS j1=q :(4.7)

We keep in mind that we have to multiply by ı0 � �˛.`/=jR˛j with ` 2 D˛.ı0/ to
eliminate ı0 and ı00 from the right-hand side, by virtue of (4.6). Now that we have estab-
lished a lower bound for a multiset of class-I zeros, we shift our attention to an upper
bound.
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We now select A to be the multiset

A D
[
˛2I0

[
`2S

[
t2¹Im�j�2R˛º

¹� D ˇ C i t 0 2 R˛; jt
0
� .t � `/j < 1º;

where the multiplicity of a zero � is according to how many triples .˛; `; t/ produce �.
Therefore,

jAj D
X
˛2I0

X
`2S

�˛.`/:

We now apply the machinery from Section 2, in particular (2.6), to find a Dirichlet poly-
nomial

FA.t/ D
X

N.A/<n�2N.A/

bn n
�it

with bounded coefficients bn such that

N 2�ı0
X
˛2I0

jR˛jjS \D˛.ı
0/j � N.A/2�

X
˛2I0

X
`2S

�˛.`/

� T "
X
˛2I0

X
`2S

X
t2¹Im�W�2R˛º

X
t 02¹Im�W�2R˛º
jt 0�.t�`/j<1

jFA.t
0/j2

� T "
X
˛2I0

X
`2S

X
t2¹Im�W�2R˛º

X
t 02¹Im�W�2R˛º
jt 0�.t�`/j<1

�
1C

Z
jvj<logN.A/

jFA.t
0
C v/j2 dv

�

� T "
X
˛2I0

X
t2¹Im�W�2R˛º

X
`2S

Z
jvj<T "

jFA.t � `C v/j
2 dv:

In the penultimate transition, we applied a Cauchy–Schwarz estimate on Lemma 4.1, and
in the last step we used that there can only be one t 0 with a given t as the zeros in R˛ are
well-spaced and that the term with 1 may be dropped as it only delivers a contribution of
at most T "

P
˛2I0

P
`2S �˛.`/, which can never be dominant in view of the estimate on

the first line.
The remaining sums and integral are estimated via Lemmas 4.2 and 4.3. This gives

N 2� ı0
X
˛2I0

jR˛j jS \D˛.ı
0/j � T "

Z
jvj<T "

X
�DˇCit2R

`2S

jFA.t � `C v/j
2 dv

� T "
� X
�DˇCit2R
�0Dˇ 0Cit 02R

ˇ̌̌ X
N.A/<n�2N.A/

ni.t�t
0/
ˇ̌̌2�1=2� X

`;`02S

ˇ̌̌ X
N.A/<n�2N.A/

ni.`�`
0/
ˇ̌̌2�1=2

� T "N
�
jRjN C jRj2 C jRj5=4T 1=2

�1=2 �
jS jN C jS j2 C jS j5=4 T

1=2
0

�1=2
:

If we now assume that
jRj � N;



On the density hypothesis for L-functions associated with holomorphic cusp forms 2195

and use the condition N � T 1=2, then we find

N 2� ı0
X
˛2I0

jR˛j jS \D˛.ı
0/j � T "N 3=2

jRj5=8
�
jS jN C jS j2 C jS j5=4 T

1=2
0

�1=2
:

Combining this with the lower bound (4.7) and eliminating ı0 and ı00 through (4.6), we
arrive at

N 2� ı21 jRj jS j CN
2� ı

2=q
1 ı

1�1=q
2 jRj.2q�1/=q jS j1=q

� .N 2
jRj5=8 jS j1=2 CN 3=2

jRj5=8 jS j C ı
1=4
2 N 3=2 T 1=4 jRj5=8 jS j5=8/ T ":

One of the three terms on the right is dominant. We now wish to eliminate jS j. This can be
done as the exponent of jS j for each term on the right-hand side lies between 1=q and 1;
note that q � 2. Therefore, for each term on the right-hand side, jS j can be eliminated
by an appropriate interpolation of the two left side terms. After a few calculations, one
obtains

(4.8)
jRj � T "

�
ı
�8=7
1 ı

�4=7
2 N 16.1��/=7

C ı
�16=3
1 N 4.3�4�/=3

C ı
�5=3
1 ı

�1=6
2 N 2.3�4�/=3 T 1=3

�
:

4.5. A large value estimate

Collecting the contributions (4.3) and (4.8) from Cases 1 and 2, we get the following
bound for jRj.

Lemma 4.4. Let N � T 1=2 and let R be a set of representative well-spaced class-I zeros.
If B0; B1 > 0 and q0; q1 � 2 are parameters for which (3.3) holds, and

jRj � N;

then for any T �c � ı1 < 1 ( for some c > 0/ and T �1 � ı2 � 1, we have

jRj �
�
ı�12 N 2�2�

C ı21 ı
B0�1
2 T B0 N .3�4�/q0=2 C ı21 ı

B1�1
2 T B1 N .3�4�/q1=2

Cı
�8=7
1 ı

�4=7
2 N 16.1��/=7

Cı
�16=3
1 N 4.3�4�/=3

Cı
�5=3
1 ı

�1=6
2 N 2.3�4�/=3T 1=3

�
T ":

4.6. Proof of Theorem 1.1

From the analysis of Section 2, it only remains to find an estimate for the representative
well-spaced class-I zeros, and from Section 3 we may suppose that (3.6) holds and that � <
.3q� � 4/=.4q� � 4B� � 4/. We also recall the restriction � � 1 � qj =.4Bj C 4qj � 4/,
j D 0; 1, we encountered in Section 3. We consider first the case that jRj � N . Applying
Lemma 4.4 with admissible parameters q0; q1; B0; B1 gives

jRj � .ı�12 N 2�2�
C ı21 ı

B0�1
2 T B0N .3�4�/q0=2 C ı21 ı

B1
2 T B1�1N .3�4�/q1=2

Cı
�8=7
1 ı

�4=7
2 N 16.1��/=7

Cı
�16=3
1 N 4.3�4�/=3

C ı
�5=3
1 ı

�1=6
2 N 2.3�4�/=3T 1=3/T ":
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Let us choose, for T 1=2 < N � T , the parameters9 ı1 and ı2 in such a way that

ı�12 N 2�2�
D ı21 ı

B�1
2 T BN .3�4�/q=2

D T 2.1��/;

where .q; B/ is the couple .qj ; Bj /, j D 0; 1, for which ıB�12 T BN .3�4�/q=2 is maximal.
This is equivalent to

ı2 D N
2�2� T 2��2 and ı1 D N

Œ.4B�4C4q/��.4B�4C3q/�=4 T .B�2B�/=2;

whence T �c < ı1 < 1 (with, e.g., c DmaxjD0;1¹7qj =4C 3Bj =2º C 2) and T �1 � ı2 � 1
in view10 of (3.6). Inserting this choice in the estimate for jRj gives, as N � T 1=2, and
further imposing the restriction � � 1 � q=.4B C 4q/,

jRj �
�
T 2.1��/ CN

.8BC6q/�.8BC8q/�
7 T

.8B�8/��.4B�8/
7 CN

.16B�4C12q/�.16BC16q/�
3 T

16B��8B
3

CN
.20BC15q/�.20BC20qC8/�

12 T
.10B�2/��.5B�4/

6

�
T "

�

�
T 2.1��/ C T

.3qC8/�.4q�4BC8/�
7 C T

.6q�2/�.8q�8B/�
3 C T

.15qC16/�.20q�20BC16/�
24

�
T "

� T 2.1��/C";

where the second, third and fourth summand give new restrictions on � . Summarizing, for
j D 0; 1, we obtain the set of constraints

� �
3qj � 6

4qj � 4Bj � 6
; � �

3qj � 4

4qj � 4Bj � 3
; � �

15qj �32

20qj �20Bj �32
; � �

3qj C4Bj

4qj C4Bj
;

provided that also qj > Bj C 8=5 which ensures that the denominators in the above frac-
tions are all positive, as otherwise we would not obtain any range for � . The density
hypothesis holds under these restrictions11 for � and if jRj � N .

Now, suppose that jRj > N . As N � T 1=2, this implies that jRj > T 1=2. Select
now a subset of representative well-spaced class-I zeros R0 such that jR0j D bT 1=2c.
Now jR0j � N , and the entire analysis above can be performed for R0 to give jR0j �
T 2.1��/C" � T 1=2�", if � > 3=4 say, which is impossible (for large enough T ). There-
fore, jRj must have been smaller than N to begin with.

It only remains to pick the best possible q0, q1, B0 and B1. In order to find admissible
values, we are going to appeal to Theorem 8.2 on p. 206 of [22]. Given an exponent
pair .a; b/, this result guarantees that q0 D 6, B0 D 1C ", q1 D 2.1C 2aC 2b/=a and
B1 D .a C b/=a C " are admissible values for (3.3). The couple .q0; B0/ D .6; 1 C "/

subsequently gives the restriction � � 6=7.
For the other couple .q1; B1/, it turns out that the restriction � � .3q1 � 6/=.4q1 �

4B1 � 6/ is the critical one. Rewriting this range in terms of the exponential pair .a; b/

9If T < N < T 1C", we select the same parameters as were N D T , that is ı1 D T ..4q�4/��.3qC2B�4//=4

and ı2 D 1. The verification of the density hypothesis then becomes the same calculation as for N D T except
for some extra factors that can be absorbed in T ".

10One may verify through a monotonicity argument that also ı1 � 1 even if .q; B/ ¤ .q�; B�/.
11The restriction � � .3qj C 4Bj /=.4qj C 4Bj / is implied by � � .3qj � 6/=.4qj � 4Bj � 6/ if, say,

Bj � 3=4.
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gives � � 1 � 1=.3aC 6b C 4/. Our task is therefore to minimize aC 2b. To the best of
our knowledge, the exponent pair .55=194C ";110=194C "/ is the best available choice12

at the moment. This exponent pair is derived from first applying Process A and then Pro-
cess B on the exponent pair .13=84C "; 55=84C "/ that Bourgain established in [5]. The
parameters then become q1D 1048=55,B1D 3C " andH.T /D T 55=359. One ultimately
finds that the density hypothesis is valid in the range � � 1407=1601. This concludes the
proof of Theorem 1.1.

A. A zero-density estimate for the Riemann zeta function

In this appendix, we establish the zero-density estimate N.�; T / � T
24.1��/
30��11C" for the

Riemann zeta function for a broader range for � than what Ivić initially obtained in
Theorem 11.2 and equation (11.31) of [22]. The precise exponent in T comes from an
optimization with respect to the specific technology that Ivić employed in his proof; the
crucial factors are the exponent pair .2=7; 4=7/, from which Theorem 8.2 in [22] delivers
a bound that was used for the estimation of the class-II zeros, and the specific moments
q0 D 6 and q1 D 19 chosen for the mixed moment argument (3.3). For specific � in the
interval under consideration here, it should be possible to optimize the exponent pair and
the mixed moment exponents to obtain a better exponent for T in the final zero-density
estimate. This is, however, not the main focus of the appendix, and we decided not to
pursue this here. Obtaining the best zero-density estimates for the Riemann zeta function
by selecting the optimal exponent pairs is one of the objectives of the preprint [32]. Our
main goal here is to illustrate how Bourgain’s method allows one to use Heath-Brown’s
double zeta sum estimate Lemma 4.3 to increase the range of validity of the zero-density
estimate

N.�; T /� T
24.1��/
30��11C";

from 0:8908 � 155=174 � � � 17=18 to 0:8885 � 279=314 � � � 17=18. As this is the
only place where we modify Ivić’s argument, we do not achieve a lower exponent for T
in the zero-density estimate.

A.1. Some modifications

As the proof method is very similar to the proof of the density hypothesis in the range � �
1407=1601 for L.s; f / discussed in detail in the paper, we only point out the differences.
Moreover, since Ivić had already shown Theorem 1.2 when 155=174 � � � 17=18, we
shall only work under the hypothesis 279=314 � � < 155=174.

We employ the same zero-detection method as in Section 2, with the obvious changes
thatL.s;f / is replaced by �.s/ and�f by the classical Möbius function. Now in the calcu-
lation of �.s/MX .s/, when shifting the line of integration, we encounter an additional pole

12The preprint [32] claims that .1=4C "; 7=12C "/ is also an exponent pair, which would deliver a lower
value for a C 2b. This exponent pair is derived from applying process B on .1=12C "; 3=4C "/ and this was,
according to the preprint, supposed to have been shown in [31]. However, it is unclear how the exponent pair
.1=12C ";3=4C "/ follows from Theorem 1 in [31]. Robert also does not claim his result implies that .1=12C ";
3=4C "/ would be an exponent pair.
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at z D 1 � s which delivers the extra term MX .1/Y
1�s�.1 � s/. When j Im sj � log2 T ,

this term is however still o.1/ as T !1. So, if a �-zero �D ˇC i t satisfies jt j � log2 T ,
it must still be either a class-I zero or a class-II zero. Instead of (2.3), we thus obtain

N.�; T /� .jR1j C jR2j C 1/T
";

as N.1=2; log2 T /� log3 T , say.
When Ivić handles the class-II zeros R2, he takes Y D T 6=.30��11/ and � D 2. There-

fore (2.8) is replaced by

(A.1) T
8

30��11 � N � T
12

30��11C":

As explained above, the estimation of the class-II zeros is slightly different than in the
paper, but following the argument of Ivić (Section 11.2 in [22]), one obtains that jR2j is
bounded by (see equation (11.41) in [22])

jR2j � .T Y 3�6� C T 3Y 19.1=2��//T " � T 24.1��/=.30��11/C":

With the same technology as in Section 3 with the mixed moment parameters q0 D 6,
A0 D 1C ", q1 D 19 and A1 D 3C ", one finds an estimate for the representative well-
spaced class-I zeros (see equation (11.42) in [22])

jRj � .N 2�2�
C T N .65�84�/=6/T ";

which also gives the desired T 24.1��/=.30��11/C" estimate, provided N satisfies

N � T
6

65�84� �
35�54�
30��11 :

In view of (A.1), the above estimate is always valid if � � 155=174, and this concludes
Ivić’s argument. For the remaining range, we may thus assume

(A.2) T
8

30��11 � N � T
6

65�84� �
35�54�
30��11 :

The analysis of Section 4 is mostly analogous, except at the end in the treatment of
Case 2, where instead of the boundN � T 1=2, we shall useN � T 8=.30��11/, and instead
of jRj � N , we use the modified

T 24.1��/=.30��11/�" � jRj � N:(A.3)

This results in the bound

N 2�ı0
X
˛2I0

jR˛j jS \D˛.ı
0/j

� T "N 3=2
jRj1=2

�
1CR1=4N�1T 1=2

�1=2 �
jS jN C jS j2 C jS j5=4T

1=2
0

�1=2
� T "N 3=2

jRj1=2
�
1CR1=4T �8=.30��11/T 1=2

�1=2 �
jS jN C jS j2 C jS j5=4T

1=2
0

�1=2
� T "N 3=2

jRj5=8T
30��27
4.30��11/

�
jS jN C jS j2 C jS j5=4T

1=2
0

�1=2
:
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The lower inequality for jRj in (A.3) was only imposed to guarantee

1� R1=4 T
�8

30��11 T 1=2:

Combining this with the lower inequality (4.7), we find

N 2� ı21 jRj jS j CN
2� ı

2=q
1 ı

1�1=q
2 jRj.2q�1/=q jS j1=q

�

�
N 2
jRj5=8 jS j1=2T

30��27
4.30��11/ CN 3=2

jRj5=8 jS jT
30��27
4.30��11/

C ı
1=4
2 N 3=2T 1=4 jRj5=8 jS j5=8T

30��27
4.30��11/

�
T ":

With a suitable interpolation to eliminate jS j, one then finds, after a few calculations,

jRj � T "
�
ı
�8=7
1 ı

�4=7
2 N 16.1��/=7 T

6.10��9/
7.30��11/

C ı
�16=3
1 N 4.3�4�/=3 T

2.10��9/
30��11 C ı

�5=3
1 ı

�1=6
2 N 2.3�4�/=3 T

1
3C

10��9
30��11

�
:

A.2. The large value estimate

The corresponding large value estimate then becomes as follows.

Lemma A.1. Let N � T 8=.30��11/, and let R be a set of representative well-spaced
class-I zeros. If .q0; A0/ and .q1; A1/ satisfy (3.3) and

T 24.1��/=.30��11/�" � jRj � N;

then for any T �c � ı1 < 1 ( for some c > 0/ and T �1 � ı2 � 1,

jRj �
�
ı�12 N 2�2�

C ı21 ı
A0�1
2 T A0N .3�4�/q0=2 C ı21 ı

A1�1
2 T A1N .3�4�/q1=2

C ı
�8=7
1 ı

�4=7
2 N 16.1��/=7 T

6.10��9/
7.30��11/ C ı

�16=3
1 N 4.3�4�/=3 T

2.10��9/
30��11

C ı
�5=3
1 ı

�1=6
2 N 2.3�4�/=3 T

1
3C

10��9
30��11

�
T ":

A.3. Proof of Theorem 1.2

As we already have a bound for the class-II zeros, we are only required to estimate jRj.
Suppose first that T 24.1��/=.30��11/�" � jRj � N . We apply the large value estimate of
Lemma A.1 with .q0; A0/ D .6; 1C "/ and .q1; A1/ D .19; 3C "/. This gives

jRj �
�
ı�12 N 2�2�

C ı21 T N
9�12�

C ı21 ı
2
2 T

3N 19.3�4�/=2

C ı
�8=7
1 ı

�4=7
2 N 16.1��/=7 T

6.10��9/
7.30��11/ C ı

�16=3
1 N 4.3�4�/=3 T

2.10��9/
30��11

C ı
�5=3
1 ı

�1=6
2 N 2.3�4�/=3 T

1
3C

10��9
30��11

�
T ":

We choose the parameters ı1 and ı2 in such a way that

ı�12 N 2�2�
D ı21 ı

2
2 T

3N 19.3�4�/=2
D T

24.1��/
30��11 :
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This is equivalent to

ı2 D N
2�2�T

24.��1/
30��11 and ı1 D ı

�1
2 N

19.4��3/
4 T

57.1�2�/
2.30��11/ D N

84��65
4 T

105�162�
2.30��11/ ;

whence T �c < ı1 < 1, for c D 13, say, and T �1 � ı2 � 1 in view of (A.2). We find, using
N � T 8=.30��11/,

jRj �
�
T

24.1��/
30��11 C T N 9�12�

CN 138�176�=7 T
612��378
7.30��11/ CN 272�352�=3 T

452��298
30��11

CN
345�448�

12 T
282��185
2.30��11/

C 1
3

�
T "

�

�
T

24.1��/
30��11 C T T

8.9�12�/
30��11 C T

8.138�176�/
7.30��11/ T

612��378
7.30��11/ C T

8.272�352�/
3.30��11/ T

452��298
30��11

C T
2.345�448�/
3.30��11/ T

282��185
2.30��11/

C 1
3

�
T "

� T
24.1��/
30��11C":

The second, third, fourth and fifth summand give respectively the conditions � � 37=42�
0:8809, � � 279=314 � 0:8885, � � 605=694 � 0:8717 and � � 659=742 � 0:8881 on
the range of validity of this estimate. Therefore, the desired zero-density is valid under the
condition T 24.1��/=.30��11/�" � jRj � N .

If jRj � T 24.1��/=.30��11/�", there is nothing left to prove, and if jRj � N , one may
take as before a sufficiently large subset of representative well-spaced class-I zeros to
obtain a contradiction as N � T

8
30��11 � T

24.1��/
30��11C" in the range under question for � .

This completes the proof of Theorem 1.2.
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