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Abstract

The paper contains a systematic proof for the embedded resolution of two-dimensional
hypersurface singularities over a field of arbitrary characteristic. It relies on the con-
struction of a local upper semicontinuous invariant whose top locus defines at each stage
of the resolution process the center of a permissible blowup under which the invariant
improves. As the invariant belongs to a well-ordered set, resolution is achieved in finitely
many steps. To define the invariant we analyze in detail the obstructions which occur
when transcribing the inductive characteristic zero proof à la Hironaka. These difficulties
are then overcome by introducing finer invariants than in zero characteristic: They reflect
and control typical characteristic p phenomena. This may give new ideas for approaching
the characteristic p resolution in higher dimensions.
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§1. Introduction

In resolution of singularities, one distinguishes between non-embedded and embed-

ded resolution. The first aims at finding, for a given singular variety X, a regular

variety X̃ together with a proper birational morphism π : X̃ → X. The second

starts with a singular subvariety X embedded in some regular ambient variety

W and searches for a proper birational morphism π : W̃ → W leaving W̃ regu-

lar so that the total transform π−1(X) of X is a normal crossings divisor in W̃ .

This is a substantially stronger assertion. Additional properties and variants of

the statements can be formulated in both settings.
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While in characteristic zero the embedded resolution is ensured in any dimen-

sion by Hironaka’s theorem [Hir64], the situation is much more delicate in positive

characteristic. For surfaces, the existence of both non-embedded and embedded

resolution is well known [Abh56, Abh66, Hir84, Lip78]. More recent approaches

with often stronger results were provided by the work of [CJS09, BV10, BV12,

KM16]. The case of embedded resolution nevertheless remains “work in progress”

since the existing proofs are either very complicated (Abhyankar) or not suffi-

ciently conceptual (Hironaka) so as to extend directly to higher dimensions (see

also [CS20]). For threefolds, non-embedded resolution has been achieved by

Cossart–Piltant [CP08, CP09, CP19], and embedded resolution is still an open

problem.

We will present in this paper a new and systematic proof for the embed-

ded resolution of surface singularities inside three-dimensional ambient varieties

in arbitrary characteristic. It is commonplace that the case of surfaces has still

to be understood better in order to be able to pass on to threefolds and to prove

embedded resolution there. We expect that our techniques present a good starting

point and give new ideas for attacking this case.

Let us briefly review the situation for surfaces: The first results for sur-

faces in positive characteristic are due to Abhyankar [Abh56]. He establishes

local uniformization (i.e., local non-embedded resolution along a valuation) mak-

ing extensive use of Galois theory for local rings and of field extensions. This is

extended to embedded resolution of surfaces over perfect fields and non-embedded

resolution of threefolds over algebraically closed fields of characteristic ̸= 2, 3, 5

in 1966 [Abh66], as well as to the case of arithmetic surfaces [Abh65]. For a suc-

cinct presentation of the long proof (more than 500 pages), see [Cut11] as well as

[Cut09].

Hironaka proposes in [Hir84] a resolution invariant drawn from the Newton

polyhedron of the singularity in order to prove local resolution for surfaces. The

argument has been completed by Cossart [Cos81]; see also [Hau00] and [CS20].

The invariant is rather ad hoc. It requires choosing maximal centers inside the

equimultiple locus, otherwise it may increase.

Lipman establishes non-embedded resolution of arbitrary excellent surfaces,

using cohomology and duality to first reduce the singularities to rational ones

[Lip78, Lip69, Art86].

Cossart, Jannsen, and Saito treat surfaces of higher embedding dimension

(actually, arbitrary excellent two-dimensional schemes) building on Hironaka’s

invariant for two-dimensional hypersurfaces [CJS09]. Benito and Villamayor,

respectively Bravo and Villamayor, replace the restriction to hypersurfaces by

generic projections and achieve embedded resolution for surfaces by a careful
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analysis of the exceptional components in their so-called monomial case [BV10,

BV12]. Kawanoue and Matsuki rely on their concept of idealistic filtrations and

prove the embedded resolution of surfaces by somewhat similar arguments to those

the authors previously mentioned [KM16].

All these proofs proceed by a (local) descent in dimension, thus formulating

a resolution problem in one variable fewer (say, in two variables). Two different

strategies can be observed:

(1) Resolve the smaller-dimensional problem by a sequence of blowups in regu-

lar centers, by induction on the dimension. Apply the same blowups to the

original singularity X. Then try to draw, from the resolution in lower dimen-

sion, conclusions on the transform of X itself under the induced blowups. This

works perfectly well in characteristic zero by the descent via hypersurfaces of

maximal contact and the introduction of coefficient ideals. In positive charac-

teristic, substitutes for hypersurfaces of maximal contact and for the descent

have been proposed in [Vil07, BV10, BV12, Kaw07, KM10, KM16]. The prob-

lem here is that the resolution in lower dimension does not directly imply an

improvement of the original variety X.

(2) The second strategy consists in applying the descent in dimension after each

blowup (in characteristic zero, the descent commutes with blowup so that

both strategies coincide). At each stage of the resolution process, the descent

requires choosing local hypersurfaces and measuring the improvement via an

invariant defined by a string of ideals in decreasing dimensions. Due to the

failure of maximal contact, the strict transform of the previously chosen hyper-

surface may not be usable anymore after blowup and a new hypersurface has

to be chosen each time. Hence, the definition of a prospective invariant and

its control become much more delicate in positive characteristic.

The second approach is the one we pursue in the present paper: We will present

– for surfaces X embedded in a regular three-dimensional ambient variety W

defined over an algebraically closed field and equipped with a boundary divisor E

– a local invariant inva X which mimics the characteristic zero resolution invariant,

and which shares important properties with it:

(1) it belongs to a well-ordered set;

(2) it is defined at all points of the strict transforms of X;

(3) it is upper semicontinuous;

(4) the locus of points where inva X is maximal defines a permissible center Z in

W (i.e., Z is closed, regular, and transversal to E);
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(5) the maximum value of inva X on X decreases under the blowup W ′ → W of

W along Z until embedded resolution of singularities is achieved.

The following theorem has been proved in its entirety in [Per17]. In this article,

we will outline all of the main ideas and techniques which appear in its proof.

Theorem. Let a singular hypersurface X in a three-dimensional regular ambient

variety W , equipped with a normal crossings divisor E be given. There exists, for

each point a of X, a local upper semicontinuous invariant inva X depending on E,

inva X = (o, c, d, n, s, k, ℓ) ∈ (N7, <lex),

such that

(1) The top locus Z = {a ∈ X, inva X is maximal} is a closed regular subvariety

of W , transversal to E, and contained in the singular locus SingX of X.

(2) Assume that X is not resolved. Let π : W ′ → W be the blowup of W along

Z, denote by X ′ the strict transform of X in W ′, and let a′ be a point in W ′

above a ∈ Z. Then, for E′ = π−1(E ∪ Z), strict inequality holds:

inva′ X ′ <lex inva X.

As the invariant takes only finitely many values on X and can only drop

finitely many times under blowup, this proves embedded resolution of surfaces in

a three-dimensional ambient space.

The entries o, d, s are orders of successive ideals in decreasing dimensions (the

letters o, d, s stand for order, residual order, and slope), the difference c−o counts

the “old” exceptional components, n measures to what extent certain curves are

not yet transversal to E, and k and ℓ are combinatorial entries only needed for

two easy “terminal” cases.

The difference from the (classical) characteristic zero invariant occurs in the

entries d and n, after the first descent in dimension. Due to the lack of hypersurfaces

of maximal contact we will choose regular hypersurfaces maximizing the order of

the coefficient ideal of the defining polynomial f of X at a (it is well known that,

in characteristic zero, hypersurfaces of maximal contact maximize this order).

The resulting coefficient ideal is factored into a monomial exceptional part and a

residual part. The order of the residual part is a canonical candidate for the next

entry of the invariant. As it does not behave well in positive characteristic, we

replace it by a refinement, called d, of which we show that it does not increase

under blowup (whenever the first two components (o, c) have remained constant).

This is the clue to make the whole procedure work. The definition of d takes

into account also orders of ideals along curves, not just at points. Before the next
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descent in dimension, a second transversality measure, denoted by n, is considered.

It quantifies the tangency with respect to the exceptional components of the curve

along which the order was taken. After this intermediate step one passes to the

following coefficient ideal and takes for s its order.

A key ingredient to define the string (d, n, s) is the introduction of local flags

F . One associates to each of them a triple of integers (dF , nF , sF ) ∈ N3. The triple

(d, n, s) is then defined as the maximum of (dF , nF , sF ), taken over all flags which

maximize an auxiliary invariant mF . As such it does not depend on any choices.

It turns out that the strict transform of a maximizing flag does not have to be

maximizing again after blowup. Hence, a new maximizing flag has to be chosen to

realize the invariant. This makes it quite subtle to compare the invariant before

and after blowup, and represents the heart of the proof (see Proposition 4).

To improve readability, we will restrict our considerations mostly to singular

hypersurfaces which are, at least locally, defined by a purely inseparable equation

of the form

zp
e

+ F (x, y) = 0,

where e is a positive integer. These hypersurfaces are exemplary in the sense that

they already exhibit the relevant pathologies which prohibit generalizing the proof

for resolution of singularities over fields of characteristic zero to the setting of

positive characteristic. Restricting to the case of purely inseparable equations has

the advantage that it allows us to outline the main arguments of the proof [Per17]

in concise form without the need to introduce all of the technical machinery which

is necessary to treat general singular surfaces in arbitrary characteristic. The main

arguments for the general case are then treated separately in the last two sections.

The structure of the article is as follows: After fixing the setting, we introduce

in Section 3 two terminal cases which can be resolved easily and have to be treated

apart. This will allow us to restrict our attention in the sequel to point blowups.

In Section 4 we will introduce the residual order, an invariant which is the nat-

ural transcription of a resolution invariant from characteristic zero to the setting

of positive characteristic. The residual order in positive characteristic has several

shortcomings: It is not upper semicontinuous and it may increase under blowup.

We will show how both of these problems can be overcome by defining an appropri-

ate modification. This modification makes use of the fact that the ambient space

W is three-dimensional. So far, it has not been possible to extend its definition to

higher-dimensional varieties.

We will then investigate the behavior of the residual order under point blowups

and analyze in detail the problematic cases in which it increases. We then also

indicate in which way the residual order has to be refined so as to prevent this
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increase from happening. The definition of the resolution invariant which arises

from this modification of the residual order will be given in Section 5. This invariant

strictly decreases under point blowup (even in the cases in which the residual order

increases) until a terminal case is reached.

The proofs for all the results in this article are gathered in Section 6. In

Section 7 we will discuss which new problems appear in higher dimensions. In

particular, we will see that the residual order shows much worse behavior under

sequences of blowups. This makes it impossible to use the refined residual order

to higher dimensions in a straightforward way. In Section 8 we will indicate how

the resolution invariant of [Per17] is defined in the general case, when X is not

necessarily given by a purely inseparable equation. In the final Section 9, the

decrease of the invariant under blowup is stated, with reference to [Per17] for the

rather technical proof which, however, goes along the same lines as the proof in

the purely inseparable case. This then implies by induction that the sequence of

blowups eventually terminates also in the not purely inseparable case and yields

the required resolution of the surface.

§2. Preliminaries

The most basic invariant for the resolution of hypersurfaces X in a regular ambient

variety W is the local order of X at a point a. Generally, for an ideal J of a ring

R and a prime ideal P , the order of J at P is defined as

ordP J = max
{
i ∈ N : RPJ ⊆ RPP

i
}
.

If R is a local ring, we will just write ordJ to denote the order of J at the maximal

ideal of R. The local order of X at a point a is defined as orda X = ord IX,a,

where IX,a is the stalk of the ideal sheaf IX of X at a. The order has several good

properties which make it well suited for the embedded resolution of singularities.

Firstly, it is upper semicontinuous. In other words, the sets X≥i = {a ∈ X :

orda X ≥ i} are closed for all i ∈ N. In particular, the top locus top(X) of points

on X of maximal order is closed. Secondly, the order does not increase when

passing to the strict transform of X under blowups in regular centers which are

contained in the top locus. The local order of X constitutes the first entry of our

resolution invariant inva(X) and will be denoted by o.

The locus of exceptional components which have accumulated so far will be

denoted by E. By construction, E is a simple normal crossings divisor on W . As

in many other proofs for the embedded resolution of singularities, we make use of

a local subdivision of E into old and new components. Let a ∈ X be a point. We
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say that a component of E which passes through a is old (at a) if it was created

while the maximal value of the order of X was still strictly bigger than orda X.

The remaining components of E which pass through a are called new. They will

be denoted by Ea.

We say that a regular system of parameters x, y, z of OW,a (or ÔW,a) is

subordinate to Ea if Ea ⊆ V (xy) holds. A regular subvariety C of W has normal

crossings with E if the union C ∪ E defines a normal crossings variety. A regular

center Z in W is called permissible if it is contained in the top locus of X and has

normal crossings with E.

The second entry c of the resolution invariant inva(X) is defined as the sum of

the local order at a of the defining ideal of X and of the ideal which defines the old

exceptional components at a, taking into account multiplicities. Since our centers

are chosen as the locus of points where the invariant inva(X) is maximal, it can

be shown that they automatically have normal crossings with all old components.

The fact that they also have normal crossings with the new components is harder

to verify and will be established through computations in local parameters.

A formal flag F in W at a consists of a regular surface F2 and a regular curve

F1 ⊂ F2, both considered as subschemes of Spec(ÔW,a), where ÔW,a denotes the

completion of OW,a. Regular parameters x, y, z of ÔW,a are called subordinate

to F if F2 = V (z), and F1 = V (z, y). We then view ÔF2,a := ÔW,a/(z) as the

“completed local ring” of F2 at a.

Throughout the article (with the exception of Sections 8, 9) we restrict to

hypersurfaces X in a regular three-dimensional ambient variety W over an alge-

braically closed field K of characteristic p > 0 which is defined at a closed point

a ∈ top(X) by an element f ∈ ÔW,a of the form

f = zp
e

+ F (x, y)

where x, y, z are a regular system of parameters for the completed local ring ÔW,a

and F ∈ K[[x, y]] is a power series of order ordF ≥ pe at 0 (allowing power series

instead of polynomials is for technical reasons). Then the order of X at a equals pe.

We will further always assume that there are no old exceptional components a and

hence, the first two entries of the invariant inva(X) are of the form (o, c) = (pe, pe)

(this is no substantial restriction). Consequently, our goal is to find a sequence of

blowups in permissible centers so that the order of the strict transform of X

eventually drops below pe at all points.

A change of parameters z1 = z − g(x, y) transforms the expansion of f into

f = zp
e

1 + g(x, y)p
e

+ F (x, y).
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Hence, we may assume that, after applying such a change of parameters, no peth

powers appear in the expansion of F . In this case, we say that the expansion of

F (x, y) is clean. This notion depends on the choice of the parameters.

The fact that X is locally defined by a purely inseparable equation is stable

under blowups in the following sense: Consider the blowup π : W ′ → W along a

regular center Z contained in the top locus of X. Assume in the following that the

expansion of F (x, y) is clean. We may assume that either Z = V (x, z) or Z = {a}.

Let X ′ be the strict transform of X. It is easy to see that at all points a′ ∈
π−1(a) which are not contained in the strict transform of V (z), the strict inequality

orda′ X ′ < orda X holds. Since our goal of lowering the order is already achieved

at these points, we may ignore them. Let a′ ∈ π−1(a) be a closed point which is

contained in the strict transform of V (z). Then there exists an induced regular

system of parameters x, y, z for ÔW ′,a′ so that the local ring map ρ : ÔW,a →
ÔW ′,a′ is of a particular form: If Z = V (x, z), then the map is given by ρ(x) = x,

ρ(y) = y, ρ(z) = xz. If Z = {a}, the map is, after possibly swapping x and y,

given by ρ(x) = x, ρ(y) = x(y + t), ρ(z) = xz for some constant t ∈ K∗. We call

the transition from the local situation at a to the local situation at a′ ∈ π−1(a)

a localized blowup, denoted by π : (W ′, a′) → (W,a). The strict transform X ′ is

given at a′ by

f ′ = zp
e

+ F ′(x, y),

where F ′ = x−pe ·ρ(F ). Clearly, orda′ X ′ = orda X holds if and only if ordF ′ ≥ pe.

Notice that the expansion of F ′(x, y) is again clean if either Z = V (x, z)

or Z = {a} and t = 0 holds. We say in this case that the localized blowup is

monomial in the parameters x, y, z. If t ̸= 0, new peth powers may appear in the

expansion of F ′(x, y). As we will see in Section 4, it is precisely the appearance of

these new peth powers which makes it difficult to measure the improvement of F

under blowup.

Iterating such localized blowups, we can define induced parameters x, y, z at

all points a′ lying over a at which the order of the consecutive strict transform of

X has not decreased. Notice that the locus Enew of new exceptional components

is always locally defined by a monomial in x and/or y. On the other hand, z never

defines a new exceptional component.

§3. The terminal cases

To lower the order of X at all points, we have to find a sequence of blowups which

drops the order of F below pe. Following the strategy that is successfully used

in characteristic zero, such a sequence would be comprised of two distinct parts:

First, blowups are applied with the goal of transforming F (up to multiplication by
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a unit) into a monomial supported by new exceptional components. It may have

large degree. This intermediate goal will be called the classical monomial case.

Once it is reached, further, combinatorially given blowups are applied to decrease

the degree of the monomial until it is strictly smaller than pe. Then the order of

f will have dropped.

We will introduce a notion of terminal cases which is slightly more general

than the classical monomial case, but offers more flexibility. These terminal cases

will replace the classical monomial case.

In [Per17, Sect. 7.3], the terminal cases are defined in the general setting where

X is a singular hypersurface in a three-dimensional ambient variety W over a field

of arbitrary characteristic. Here, we will only define them for hypersurfaces given

by purely inseparable equations. We say that X is in a terminal case at a closed

point a if there exists a regular system of parameters x, y, z for ÔW,a which is

subordinate to Ea and for which X is locally defined by an element f ∈ ÔW,a of

the form f = zp
e

+ F (x, y) such that one of the following two conditions hold:

� Either X is in the monomial case at a, say, F is of the form F = xrxyry · u
where (rx, ry) /∈ pe ·N2 and u is a unit. We do not require that the monomial

xrxyry is supported on Ea, but if Ea = ∅ we require that either rx = 0 or

ry = 0.

� Or X is in the small residual case at a, say, F is of the form (after possibly

swapping x and y) F = ykp
e · g where k is a positive integer and g ∈ K[[x, y]]

a power series of order 0 < ord g < pe.

Similar, but more general cases than the small residual case have been considered

in the literature as final cases for the embedded resolution of singularities (cf. the

notion of good points in [Abh88] and the notion of exceptional and good in [EV98]).

The terminal cases have several good properties:

(1) There are only finitely many points in the top locus of X at which X is not

in a terminal case ([Per17, Cor. 8.2.2]). We will sketch the proof for this fact

for varieties defined by a purely inseparable equation in Proposition 1 below.

(2) If X is in a terminal case at all closed points a ∈ top(X), then the pair (o, c)

can be lowered by a combinatorially given resolution process. During this

process, the consecutive strict transforms of X remain in terminal cases at all

points of their top loci. For varieties defined by purely inseparable equations,

the argument is sketched in Proposition 2.

The strategy of first reducing to terminal cases and then applying combina-

torial resolution is reflected in the definition of our resolution invariant inv. If X
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is not in a terminal case at a, then inva X is of the form

inva X = (o, c, d, n, s, 0, 0)

where (d, n, s) > (0, 0, 0). The definition of (d, n, s) will be indicated in Section 5

for the purely inseparable case and in Section 8 for the general case.

If X is already in a terminal case at a, then

inva X = (o, c, 0, 0, 0, k, ℓ)

where (k, ℓ) is a combinatorial tuple (cf. [Per17, Sect. 7.3]). This invariant governs

the combinatorial resolution process in the sense that the locus where it attains

its maximal value defines a permissible center ([Per17, Prop. 8.2.1]) and it strictly

decreases when this center is blown up ([Per17, Props. 9.2.1, 9.2.2]). Hence, the

combinatorial resolution process terminates in finitely many steps, leading to a

decrease of the pair (o, c).

Notice that upper semicontinuity is not an issue before reaching a terminal

case since the invariant (d, n, s) only has to be considered at finitely many points

of top(X). To show that we reach a situation where the final strict transform of X

is in a terminal case at all points of its top locus, we need to show that the tuple

(d, n, s) strictly decreases under localized point blowups until a terminal case is

reached.

§4. The residual order

Following the ideas from characteristic zero, we want to measure how far X is from

the classical monomial case. To this end, factorize F into an exceptional monomial

part and a residual part. Choose parameters so that Ea is defined by x, y, or xy.

Assume that the expansion of F is clean and consider the factorization

F (x, y) = M(x, y) ·G(x, y),

where M is the unique monomial of maximal degree supported on Ea that divides

F . The order of G is called the residual order of X at a and denoted by the

symbol dres. Although its definition seems to be dependent on the choice of local

parameters, it is an invariant of X, provided that the parameters are subordinate

to Ea, and X is locally at a defined by f = zp
e

+ F (x, y). Then, after applying

the coordinate change z 7→ z1 which eliminates all peth powers from the expansion

of F (x, y), the order of G(x, y) in the above factorization does not depend on the

choice of x, y, z. (This fact follows from [Per17, Props. 4.1.4, 5.1.3].) So we have

dres = ordG = ordF − ordEa
F,
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where the second term on the right-hand side denotes the sum of the orders of F

along the components of Ea. Clearly, X is in the classical monomial case at a if

and only if dres = 0 holds. In this sense, dres measures the distance from this case.

On the other hand, the residual order is not well suited as an invariant for

the reduction to the classical monomial case. Since it is not upper semicontinuous,

it cannot be used to define the center of blowup. And since it may increase under

blowup in cases where the order of X remains constant, it cannot be used to

measure an improvement. This increase cannot be prevented by the choice of the

center. Indeed, the residual order may even increase in the case when X has an

isolated singularity at a.

As pointed out earlier, there are only finitely many points in top(X) at which

X is not yet in a terminal case. At these points, a local invariant (d, n, s) will be

employed to substitute dres and to measure how far X is from a terminal case. The

entry d is a refinement of the residual order; n measures the transversality of a

certain curve with the exceptional divisor; and s, the order of a certain coefficient

ideal, can be seen as the slope of a segment of a Newton polygon. We show in

Proposition 4 that the triple (d, n, s) strictly decreases lexicographically under

point blowups until either the maximal order of X decreases or a terminal case is

reached.

The definition of (d, n, s) requires a good understanding of the long term

behavior of the residual order under sequences of blowups. It will be described in

detail in the remainder of this section.

It is well known ([Moh87, Hau10, HP19a]) that the increase of the residual

order can only happen in a very specific situation: Assume that X is defined at

a point a ∈ X by f = zp
e

+ F (x, y) where the expansion of F (x, y) is clean and

Ea ⊆ V (xy). Let π : W ′ → W be the blowup with center the point a and let

a′ ∈ π−1(a) be a point at which the order of the strict transform X ′ of X has

remained constant,

orda′ X ′ = orda X.

We say that an exceptional component C of Ea is preserved under the localized

point blowup if a′ lies on its strict transform C ′. Otherwise, we say that the

component is lost.

Denote by dres the residual order of X at a and by d′res the residual order of

X ′ at a′. It turns out that the increase d′res > dres can only happen if Ea has two

components and both are lost under the localized point blowup. Due to a result

by Moh [Moh87], the increase is bounded by

d′res ≤ dres + pe−1.
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In the case e = 1, say f = zp + F (x, y), the increase is at most 1 and can be

remedied without too much effort [HW14].

However, calculations show, aside from certain special cases of small order,

that the residual order decreases by more than pe−1 in the sequence of point

blowups preceding the blowup where the increase happens. This sequence com-

prises the blowups along which the two exceptional components are created which

are then lost in the blowup with the increase. So, in total, the residual order

decreases when considered for appropriately defined packages of blowups.1 Our

refinement of the residual order outweighs the momentaneous ups and downs and

is able to capture this long-term decrease. It thus produces an invariant which

decreases under each single blowup until a terminal case is reached. In many cir-

cumstances, the invariant coincides with the residual order, but at critical steps

of the resolution process it differs so as to avoid increases. The clue here is also

to consider the order of ideals along curves, not just at points. The motivation for

doing so is given below.

We have already mentioned that in certain special cases the residual order does

not decrease sufficiently beforehand. We show that, whenever it then increases, a

terminal case is already reached. Hence, its value is not significant anymore in this

case and the increase can be ignored in these special cases.

Since the increase of the residual order is linked to the loss of exceptional

components, our refinement has to involve the configuration of the components

of Ea. The idea is to consider for each component D of Ea all finite sequences of

localized point blowups which are of the following type:

� Under all but the last blowup in the sequence, the component D is preserved.

� Under the last blowup, both the component D and a second exceptional com-

ponent are lost. Hence, the residual order may increase under this last blowup

(and only this one).

For each such sequence, we will devise an upper bound for the value of the residual

order of the strict transform of X at the end of the sequence. This can be para-

phrased by saying that we predict the future values of the residual order, but we

only look so far into the future until all components of Ea are lost. It is easy to see

that these particular sequences of localized blowups can be entirely monomialized

by a suitable choice of parameters in the local ring ÔW,a of the beginning. This in

turn makes it possible to control the future values of the residual order along such

sequences.

1This good behavior seems to fail for higher dimensions; see Section 7.
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Let us analyze more closely the situation of a single localized point blowup.

As indicated in Section 2, we may assume that the map ÔW,a → ÔW ′,a′ is of the

form x 7→ x, y 7→ x(y + t), z 7→ xz and X ′ is defined at a′ by the element

f ′ = zp
e

+ F ′(x, y),

where F ′(x, y) = x−pe

F (x, x(y + t)). The induced parameters x, y, z are again

subordinate to E′
a′ . We have

E′
a′ =

{
V (xy) if t = 0 and V (y) ⊆ Ea,

V (x) if t ̸= 0 or V (y) ̸⊆ Ea.

If t = 0, the expansion of F ′(x, y) is again clean. It is immediate to see that

d′res ≤ dres holds in this case. If t ̸= 0 and V (y) ̸⊆ Ea, we may replace y by

the parameter y + tx since the residual order does not depend on our choice

of subordinate parameters. Since this change of parameters makes the localized

blowup monomial, d′res ≤ dres also holds in this case. The same holds true if t ̸= 0

and V (x) ̸⊆ Ea.

Hence, we only have to consider the case t ̸= 0 and Ea = V (xy). Let z 7→ z′t
be the change of parameters in ÔW ′,a′ which eliminates all peth powers from the

expansion of F ′(x, y). Then

f ′ = z′p
e

t + F ′
t (x, y)

and the expansion of F ′
t (x, y) is clean. The residual order d′res is given by

d′res = orda′ F ′
t − ordV (x) F

′
t .

Now consider the change of parameters yt = y + tx in ÔW,a. The expansion of F

with respect to the parameters x, yt is in general not clean. Let

f = zp
e

t + Ft(x, yt)

be the cleaned expansion, for some zt. Notice that the parameters x, yt, zt are

no longer subordinate to Ea. It is straightforward to calculate that the local ring

map ÔW,a → ÔW ′,a′ is of the form x 7→ x, yt 7→ xy, zt 7→ xz′t. Hence, F ′
t (x, y) =

x−pe

Ft(x, xy) and Ft(x, y) are related to each other by a monomial substitution

of the parameters. Let us consider their associated Newton polygons. For a power

series g ∈ K[[x, y]] of expansion g =
∑

i,j≥0 ci,jx
iyj with ci,j ∈ K, the associated

Newton polygon is defined as

NP(g) = conv

( ⋃
i,j≥0
ci,j ̸=0

(i, j) + R2
≥0

)
⊆ R2

≥0,

where conv(·) denotes the convex hull.
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nG · d1dF(1)

dF(2) −→
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b

b

b

d1

1

Figure 1. Newton polygons of Ft (left) and F ′
t (right).

Let in(Ft) denote the initial form of Ft and let dt be the order of in(Ft) along

the curve V (z, y). Figure 1 shows how the Newton polygons of Ft and F ′
t as well

as dt and d′res are related. We see that the inequality d′res ≤ dt holds. On the other

hand, the number dt is still bounded: For all t ∈ K∗, the inequality dt ≤ dres+pe−1

holds, as will be seen in Lemma 2 below. Together we get

d′res ≤ dres + pe−1,

as predicted by Moh’s bound.

Notice that the curve Ct = V (zt, y+tx) meets both components of V (zt)∩Ea =

V (zt, xy) transversally in a, but it does not have normal crossings with V (zt)∩Ea

since three regular curves meet in a (see Figure 2).

The strict transform C′
t of Ct under π contains a′, and both components E1

and E2 are lost (see Figure 3).

Now consider sequences of localized point blowups. Let f ∈ ÔW,a be as above

and assume that V (y) ⊆ Ea is an exceptional component. Consider a sequence of

E1

E2

a

Ct

Figure 2. The curve Ct before blowup.
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E'1

E'2

a'
Enew

C't

Figure 3. Transform C′
t of curve Ct.

n localized point blowups during which the component V (y) is preserved in the

first n− 1 blowups and lost in the nth blowup. Hence, the first n− 1 blowups are

given by local ring maps of the form x 7→ x, y 7→ xy, z 7→ xz and the last blowup is

given by x 7→ x, y 7→ x(y + t), z 7→ xz for a non-zero constant t ∈ K∗. To estimate

the residual order at the end of this sequence, consider the parameter ỹ = y + txn

in ÔW,a. This change of parameters monomializes the entire sequence of localized

blowups. Let z 7→ z̃ be the change of parameters which eliminates all peth powers

from the expansion of F (x, ỹ). Hence,

f = z̃p
e

+ F̃ (x, ỹ),

where the expansion of F̃ (x, ỹ) is clean. Introduce weights ω(x) = 1 and ω(ỹ) = n.

For a non-zero power series g ∈ K[[x, y]] of expansion g =
∑

i,j≥0 ci,jx
iyj , its

weighted order is given as

ω(g) = min
{
i + jn : ci,j ̸= 0

}
,

while we set ω(0) = ∞. Further, the weighted initial form of g with respect to ω

is defined as

inω(g) =
∑

ω(xiyj)=ω(g)

ci,jx
iyj .

Let inω(F̃ ) be the weighted initial form of F̃ with respect to ω and let d̃ be the

order of inω(F̃ ) along the curve V (z̃, ỹ). It can be shown in the same way as above

that d̃ bounds the residual order of the final strict transform of X at the end of

the sequence of localized point blowups.

Again, the curve C̃ = V (z̃, ỹ) has a particular geometric configuration with

respect to V (z̃) ∩ Ea: It meets one component of V (z̃) ∩ Ea tangentially (see

Figure 4). Their intersection multiplicity equals n. This is the same as the number

of point blowups which are necessary to separate the two curves.
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E1

E2

a

C̃ 

Figure 4. Tangential curve C̃.

The invariant d we will define may remain constant along a sequence of

blowups as defined before (it will never increase). However, in this case the num-

ber n measuring the tangency of C with the exceptional components drops in each

step. So the pair (d, n) drops lexicographically. This works well along the previ-

ously defined sequences of blowups. We then show that for other blowups also,

(d, n) does not increase. This, actually, is the main body of work. It may occasion-

ally remain constant, in which case the next entry s of the invariant comes into

play: It is not hard to show that it decreases in these special situations and thus

does the job. This reduces the singularity eventually to a terminal case.

§5. The resolution invariant

The analysis of the behavior of the residual order under sequences of blowups in

the previous section will now enable us to define a refinement of it which does not

decrease under blowup whenever the maximum of the local orders of X remains

constant. It thus serves for the induction. The refined invariant replacing the resid-

ual order consists of a triple (d, n, s) of three non-negative integers which are

considered with respect to the lexicographical ordering. In this section, we intro-

duce it for hypersurfaces defined by purely inseparable equations. The general case

is treated in Section 8.

We saw in Section 3 that there are only finitely many points in top(X) at

which X is not yet in a terminal case. It therefore suffices to define the invariant

at these points.

Let F : F2 ⊇ F1 be a formal flag at a. The flag F is said to be adapted to X

and E if the following two conditions hold:

(1) F2 has normal crossings with Ea.
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(2) There exists a regular system of parameters x, y, z for ÔW,a which is subor-

dinate to F such that X is locally at a defined by an element f ∈ ÔW,a which

is of the form

f = zp
e

+ F (x, y)

with F ∈ ÔF2,a
∼= K[[x, y]] of clean expansion F (x, y) with respect to x and y,

we say that F is adapted to X and E. Denote the set of these flags by F .

To X and each flag F ∈ F at a we associate a triple

invF
a (X) = (dF , nF , sF ),

called the flag invariant of X at a. The actual invariant (d, n, s) will then be the

maximum of these triples, taken over all flags in F . The definition of invF
a (X)

distinguishes two cases according to the position of the curve F1 with respect to

the normal crossings divisor F2 ∩ Ea of F2.

(i) Case nF = 0: First consider the case that F1 has normal crossings with

F2 ∩Ea. This happens either if Ea = ∅, if F2 ∩Ea has just one component and F1

meets this component transversally, or if F1 equals a component of F2 ∩ Ea. We

encode this situation by setting nF = 0.

Define

dF = dres,

the residual order of X at a, as defined in Section 4. To define sF , we proceed as

in characteristic zero. First notice that there exists a regular system of parameters

x, y, z which is subordinate to both F and Ea. Let f = zp
e

+ F with F ∈ ÔF2,a

be as above. By the definition of the residual order, F has a factorization

F = M ·G,

where M is an exceptional monomial and ordG = dF = dres. Then sF is defined

as

sF =

{
ord coeffdF

(G) if dF ≥ pe or dF = 0,

ord coeff(pe−dF )dF
(MdF

+ Gpe−dF
) if 0 < dF < pe.

Here, coeffc(·) denotes the coefficient ideal with respect to y and c ∈ N; it is defined

for a power series H =
∑

Hi(x)yi ∈ K[[x, y]] as

coeffc(H) =
(
H

c!
c−i

i , i < c
)
⊆ ÔF1,a

∼= K[[x]].

The distinction of two cases in the definition of sF is for the same technical reasons

as in characteristic zero, where a companion ideal has to be defined to perform

the next descent in dimension via passage to a coefficient ideal [EH02, W lo05].
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The value of sF does not depend on the choice of x, y, z as long as these are

subordinate to F and Ea; see [Per17, Prop. 4.2.7]. Altogether, in the first case we

get

invF
a (X) = (dF , nF , sF ) = (dres, 0, s

F ).

(ii) Case nF ≥ 1: Secondly, consider the case that F1 does not have normal

crossings with F2 ∩ Ea. This happens if either F1 is tangent in a to a component

of F2 ∩Ea (and transversal to the other component if it exists), or if F2 ∩Ea has

two components and both meet F1 in a transversally (see Figures 2 and 4). We

encode this situation by setting nF ≥ 1, where, in the first case, nF denotes the

intersection multiplicity of F1 with the exceptional component it is tangent to,

and where nF is set equal to 1 in the second case.

Let f = zp
e

+ F (x, y) be as above, and denote by inω(F ) the weighted initial

form of F with respect to the weighted order function (valuation) ω : K[[x, y]] → N∞
given by ω(x) = 1 and ω(y) = nF . We denote by ordω(F ) = ω(F ) the weighted

order of F . Set

dFcurv = ordF1 inω(F ),

the order of inω(F ) along the curve F1, and

dF =

{
0 if 0 < dFcurv < pe and pe divides ordω(F ),

dFcurv otherwise.

Both numbers ordω(F ) and dF are independent of the choice of a regular system

of parameters x, y, z which is subordinate to F ; see [Per17, Prop. 4.1.5].

We set nF equal to the intersection multiplicity of F1 with the component of

Ea to which it is tangent and set nF = 1 in the case that both components of Ea

are transversal to F1. Finally, assign to sF the trivial value sF = 0. Altogether, in

the second case we get

invF
a (X) = (dF , nF , 0).

This concludes the definition of the flag invariant. Now, if X is not in a terminal

case at a, we show in Proposition 3 below that there exists a maximizing flag

F ∈ F , i.e., a flag F such that (dF , nF , sF ) is maximal. We set

(d, n, s) = max
F∈F

(dF , nF , sF ).

We will show that this invariant does the job: If π : (W ′, a′) → (W,a) is a localized

blowup and orda′(X ′) = orda(X) has remained constant, then either X ′ is in

a terminal case at a′ or the triple (d, n, s) strictly decreases. Note here that the

maximizing flag G at a′ which has to be chosen to realize inva′(X ′) need not be the
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transform of a maximizing flag F at a. This non-persistence of flags under blowup

is the difficulty of the whole argument in positive characteristic: We will show that

even though a new maximizing flag may have to be chosen at a′, the associated

invariant of X ′ at a′ can still be controlled and is lexicographically smaller than

the invariant of X at a below. Therefore, after finitely many localized blowups, we

must reach a terminal case. As at each stage there are at most finitely many points

in top(X) where X is not yet terminal, the whole process terminates globally.

§6. Technical results and proofs

In this section we are going to prove the various statements claimed throughout the

article. As before, we will restrict our considerations to the case that X is defined

by a purely inseparable equation and refer for the general case to Sections 8 and 9

below, respectively [Per17, Chaps. 8 and 9].

Differential operators are an important tool which we will use in the following

proofs. We refer to [Kaw07, Chap. 1] for a very accessible account on this topic.

The differential operators that we will use are of the following form: Let K be an

algebraically closed field and let R denote either the polynomial ring K[x1, . . . , xn]

or the power series ring K[[x1, . . . , xn]]. Let α = (α1, . . . , αn) ∈ Nn be a multi-

index. We denote by ∂xα : R → R the K-linear map which acts on the monomials

xβ =
∏n

i=1 x
βi

i in R via ∂xα(xβ) =
(
β
α

)
xβ−α, where

(
β
α

)
=

∏n
i=1

(
βi

αi

)
. Notice here

that binomial coefficients have a very peculiar behavior in positive characteristic.

If p is a prime number and n, k are integers with p-adic expansions n =
∑

i≥0 nip
i,

k =
∑

i≥0 kip
i, where 0 ≤ ni, ki < p, then the equality

(
n
k

)
≡ ∏

i≥0

(
ni

ki

)
(mod p),

known as Lucas’ theorem, holds.

We will mainly use the following four properties of the maps ∂xα , all of which

are straightforward to verify:

(1) For all f ∈ R and α ∈ Nn, orda ∂xα(f) ≥ ord f − |α| and ord(xi) ∂xα(f) ≥
ord(xi) f − αi. Here, a denotes a closed point in Spec(R).

(2) Fix an index 1 ≤ i ≤ n and let g ∈ R be an element which does not involve

the variable xi. Define the parameters y1, . . . , yn via yi = xi + g and yj = xj

for j ̸= i. Then ∂xk
i

= ∂yk
i

for all k ∈ N.

(3) Let char(K) = p > 0, e ∈ N, and f, g ∈ R. Then ∂xk
i
(fpe · g) = fpe · ∂xk

i
(g) for

all integers k in the range 0 < k < pe. In particular, ∂xk
i
(fpe

) = 0.

(4) Let char(K) = p > 0 and n = 1. Let f ∈ R be an element which is not a

peth power for some e ∈ N. Then there exists a number 0 < k < pe such that

∂xk
1
(f) ̸= 0.
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In the following proposition, we will sketch the proof that there are only

finitely many points at which X is not in a terminal case. We restrict to the case

that X is globally defined by a purely inseparable polynomial f = zp
e

+ F (x, y)

and only consider points lying on the curve C = V (y, z).

Proposition 1. Let W = Spec(K[x, y, z]), where K is an algebraically closed field

of characteristic p > 0 and let X ⊆ W be a hypersurface which is defined by a

polynomial f ∈ K[x, y, z] of the form

f = zp
e

+ yry · g(x, y),

where ry ≥ pe and g ∈ K[x, y]. Denote the curve C = V (y, z) by C. Then there

are only finitely many closed points a ∈ C at which X is not in a terminal case.

Proof. By ignoring finitely many points, we may assume without loss of generality

that at all points a ∈ C the divisor Ea is either empty or of the form Ea = V (y).

Further, we may assume that ry is maximal in the sense that ord(y) g = 0.

Define for each closed point at ∈ C with affine coordinates (t, 0, 0) the regular

system of parameters xt = x− t, y, z for OW,at
.

Consider first the case that ry ̸≡ 0 (mod pe). Since ord(y) g = 0, the polyno-

mial g is a unit in the local ring OW,at for all but finitely many points at ∈ C.

Hence, X is in the monomial case at these points.

Now consider the case ry ≡ 0 (mod pe). Write g(x, y) = g0(x) + y · G(x, y),

where g0(x) = g(x, 0). If g0 is a peth power, then ry may be increased via the

change of parameters z1 = z − (yryg0(x))1/p
e

. Hence, we may assume that g0 is

not a peth power. By property (4) this implies that ∂xk(g0) ̸= 0 for some integer

0 < k < pe. Since ∂xk(g) = ∂xk(g0) + y∂xk(G), this implies ord(y) ∂xk(g) = 0.

Consequently, both g and ∂xk(g) are units in the local ring OW,at for all but

finitely many points at ∈ C. Let at be such a point. Set zt = z− (yry · g(t, 0))1/p
e

.

(Notice that g(t, 0) has a peth root since K is algebraically closed.) Then f has

the expansion f = zp
e

t + yry · gt(xt, y), where gt = g − g(t, 0) fulfills ordat
gt > 0.

Further, notice that

∂xk
t
(gt) = ∂xk

t
(g − g(t, 0)) = ∂xk

t
(g) = ∂xk(g)

by properties (2) and (3). Hence, ∂xk
t
(gt) is a unit in the local ring OW,at

. Conse-

quently, ordat
gt ≤ k < pe by property (1). Hence, X is in the small residual case

at at.

In the next proposition, we sketch the proof that once X is in a terminal case

at all points where (o, c) is maximal, there exists a combinatorial process which

lowers the pair (o, c) globally. Again, we restrict to the purely inseparable case.
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The main difficulty here is to show that the centers which have to be blown up to

improve X are actually permissible.

Proposition 2. Let W = Spec(K[x, y, z]), where K is an algebraically closed field

of characteristic p > 0 and let X ⊆ W be a hypersurface which is defined by a

polynomial f ∈ K[x, y, z] of the form f = zp
e

+ F (x, y). Assume that X is in a

terminal case at all closed points a ∈ top(X). Then there exists a finite sequence

of blowups in permissible centers which lowers the order of the consecutive strict

transform of X below pe at all points.

Proof. Let a ∈ top(X) be a closed point. Let Ja ⊆ ÔW,a be the completion of the

ideal which defines the top locus top(X) locally at a. By [Kaw07, Lem. 1.2.3.1], Ja
is the radical of the ideal generated by the elements ∂xiyjzk(f) with i+ j + k < pe

where x, y, z now denote any regular parameters for ÔW,a.

Consider first the case that X is in the monomial case. Hence, there exists a

regular system of parameters x, y, z for ÔW,a such that f = zp
e

+ xrxyry · u(x, y),

Ea ⊆ V (xy), (rx, ry) /∈ pe · N2, and u ∈ K[[x, y]]∗ is a unit. Assume without loss

of generality that rx ̸≡ 0 (mod pe). Let 0 < i < pe be the residue of rx (mod pe).

Then, by [Kaw07, Lem. 1.2.1.2(3)], we have that

∂xi(f) =

(
rx
i

)
︸ ︷︷ ︸

̸=0

xrx−iyry · u +

i∑
j=1

(
rx

i− j

)
xrx−i+jyry · ∂xj (u) = xrx−iyry · ũ ∈ J

for some unit ũ ∈ K[[x, y]]∗. Consequently, z ∈ Ja. By this, it is easy to see that Ja
is of the form

Ja =


(xy, z) if rx, ry ≥ pe,

(x, z) if rx ≥ pe, ry < pe,

(y, z) if rx < pe, ry ≥ pe,

(x, y, z) if rx, ry < pe.

Hence, the centers which would be blown up in the corresponding combinatorial

process for the classical monomial case in characteristic zero, are also permissible

in this case. If rx ≥ pe holds, the curve center Z = V (x, z) is blown up. Similarly,

if ry ≥ pe, then Z = V (y, z) is blown up. (If either of them can be blown up,

it is necessary to have a tiebreak to decide which curve to blow up first. We will

not specify the details here.) If both rx and ry are strictly smaller than pe, only

a point center can be blown up. With this choice of centers, it is straightforward

to prove that the strict transform X ′ of X is again in the monomial case at all

points a′ lying over a at which orda′ X ′ = orda X holds and that the degree of



788 H. Hauser and S. Perlega

the monomial has decreased. Hence, after finitely many blowups, the degree of the

monomial has been lowered below pe.

Now consider the case that X is in the small residual case at a. Hence, f =

zp
e

+ ykp
e · g(x, y), where Ea ⊆ V (xy), k is a positive integer, and g ∈ K[[x, y]] is

an element with 0 < ord g < pe. It is easy to see that there exist numbers i, j with

0 < i + j < pe such that ∂xiyj (g) is a unit. Notice that

∂xiyj (f) = ykp
e · ∂xiyj (g)

by property (3). Hence, y ∈ Ja and from this it follows that Ja = (y, z). Conse-

quently, the curve center Z = V (y, z) is permissible locally at a. It is straightfor-

ward to verify that the strict transform X ′ is again in the small residual case at

the single point a′ lying over a at which the order has not decreased. Further, the

order decreases at all points after repeating this process k times.

For all of the remaining statements in this section, we will use the following

local setting: Let X be a hypersurface in a three-dimensional regular ambient

variety W which is given locally at a closed point a ∈ top(X) by the element

f ∈ OW,a of expansion

f = zp
e

+ F (x, y),

where ordF > pe and the expansion of F (x, y) is clean. (In the case ordF = pe, it

is easy to see that a is an isolated point of top(X) and blowing up this point lowers

the order. Hence, this case can be dismissed.) Further, let the normal crossings

divisor Ea be given with Ea ⊆ V (xy). We will denote by dres the residual order of

X at a. We always assume in the following that X is not in a terminal case at a.

Hence, dres > 0.

By the next lemma, it always suffices to consider the flags F ∈ F which arise

from (after possibly exchanging x and y) a change of parameters y1 = y + h(x)

and cleaning the expansion of F with respect to x, y1.

Lemma 1. Let F ∈ F be a flag. Then there is a flag G ∈ F with invF
a (X) =

invG
a (X) and a regular system of parameters x1, y1, z1 for ÔW,a such that G is

of the form G2 = V (z1), G1 = V (z1, y1) and (after possibly swapping x and y)

the parameters x1, y1, z1 are of the following form: x1 = x, y1 = y + h(x) for

some power series h ∈ K[[x]] and z1 = z + g(x, y) with g ∈ k[[x, y]] is the change of

parameters which eliminates all peth powers from the power series expansion of F

with respect to x, y1. If n
F > 0 holds, then nF = nG = ordh.

Proof. By definition of F , there exists a regular system of parameters x0, y0, z0
for ÔW,a such that F2 = V (z0), F1 = V (y0, z0), Ea ⊆ V (x0y0), and X is locally

given at a by f0 = zp
e

0 + F0(x0, y0) with F0 ∈ K[[x0, y0]]. Since f0 = u · f for a
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unit u ∈ Ô∗
W,a and ordF > pe, it is clear that z0 is z-regular. By the Weierstrass

preparation theorem, we may assume (after multiplying z0 by a unit) that z0 is

of the form z0 = z + g(x, y) for some g ∈ K[[x, y]]. Consequently, we may write

F1 = V (z0, y0) for some y0 ∈ K[[x, y]] with ord y0 = 1. After possibly swapping

x and y, we may assume that y0 is y-regular. After applying the Weierstrass

preparation theorem again, we may assume that y0 = y+h(x) for some h ∈ K[[x]].

Now let z1 = z + g1(x, y1) be the change of parameters which eliminates

all peth powers from the expansion of F with respect to x, y0 and set x1 = x,

y1 = y0 = y + h(x). It is straightforward to verify that the flag G given by

G2 = V (z1), G1 = V (z1, y1) fulfills invG
a (X) = invF

a (X). Further, if nF > 0,

then

nF = dimK ÔF2,a/(y, y0) = dimK K[[x, y]]/(y, h(x)) = ordh

holds as claimed.

The following lemma is crucial to the remaining proofs, as it allows us to give

an estimate of the value of dF for all flags F ∈ F which can be computed directly

from the expansion of F (x, y) without a change of parameters. It can be seen as

a modified version of Moh’s bound for the increase of the residual order under

blowup [Moh87].

Lemma 2. Let F ∈ F be a flag of the form F2 = V (z1), F1 = V (z1, y1), where

y1 = y + h(x) and z1 = z + g(x, y) is the change of parameters which eliminates

all peth powers from the expansion of F with respect to x, y1. Assume that nF =

ordh > 0 and set n = nF . Let ω : K[[x, y]] → N∞ be the weighted order that is

defined by ω(x) = 1 and ω(y) = n.

Further, consider a factorization of the weighted initial form inω(F ) of the

form inω(F ) = xayb ·H(x, y). Then the following inequality holds:

dFcurv ≤
{

ordH + pe−1 if pe divides ordω(F ),

ordH otherwise.

In particular, if ordH = 0, then dF = 0.

Further, in the special case ordH = pe−pe−1, the inequality dFcurv < pe holds.

Proof. Write f as f = zp
e

1 + F1(x, y1), where the expansion of F1(x, y1) is clean.

We may write y1 = y +h(x) = y + txn +h1(x) for a non-zero constant t ∈ K∗ and

a power series h1 ∈ K[[x]] with ordh1 > n. The associated weighted order ω1 on

ÔF2,a = K[[x, y1]] is of the form ω1(x) = 1, ω1(y1) = n. Hence, we may write

F = inω(F )(x, y1 − txn) + K(x, y1),
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where inω(F )(x, y1 − txn) is weighted homogeneous with respect to ω1 and K is

some power series with ω1(K) > ω1(F ). Since F is clean, we know that

inω(F )(x, y1 − txn) is not a peth power. Since F1 = F + gp
e

, this proves that

ordω1(F1) = ordω(F ).

Further, dFcurv = ord(y1) inω1
(F1) and inω1

(F1) = inω(F ) + Gpe

for some G ∈
K[[x, y]].

If ω(F ) is not divisible by pe, then G = 0 and inω1
(F1) = inω(F ). Hence, it is

clear that dFcurv = ord(y1) inω(F ) ≤ ordH holds in this case.

Now assume that pe divides ω(F ). Let k < e be maximal with the property

that inω(F ) is a pkth power. It is straightforward to verify that the derivative

∂
ypk (inω(F )) does not vanish. It has a factorization of the form ∂

ypk (inω(F )) =

xayb−pk · H1 for some element H1 ∈ K[[x, y]] with ordH1 = ordH. Hence, using

properties (1) and (2), we can compute that

dFcurv = ord(y1) inω1
(F1) ≤ ord(y1) ∂ypk

1

(inω1
(F1)) + pk

= ord(y1) ∂ypk (inω(F )) + pk ≤ ord(y1) H1 + pk ≤ ordH + pe−1.

If ordH = 0, then dF = 0 follows from the case distinction in the definition

of dF .

Now consider the special case ordH = pe − pe−1 and assume that dFcurv = pe.

From what we have already shown, it follows that inω(F ) is a pe−1th power and

∂ype−1 (inω(F )) = λxayb−pe−1

(y − txn)p
e−pe−1

for some λ ∈ K∗. Let F ′ be the pe−1th root of inω(F ). Set a′ = a
pe−1 and b′ = b

pe−1 .

Notice that ∂ype−1 (inω(F )) = (∂y(F ′))p
e−1

. Hence,

∂y(F ′) = xa′
yb

′−1(y− txn)p−1 = xa′
yb

′−1

p−1∑
i=0

(
p− 1

i

)
λ

1
pe−1 (−t)p−1−ixn(p−1−i)yi.

On the other hand, since F ′ is of the form F ′ = xa′
yb

′
λ

1
pe−1

∑p−1
i=0 cix

n(p−1−i)yi

for certain constants ci ∈ K, we also have the equality

∂y(F ′) = xa′
yb

′−1λ
1

pe−1

p−1∑
i=0

(b′ + i)cix
n(p−1−i)yi.

Notice that there exists an index 0 ≤ i < p with (b+i) ≡ 0 (mod p), but
(
p−1
i

)
̸≡ 0

(mod p). Hence, both equalities for ∂y(F ′) cannot be fulfilled at the same time.

This proves that the strict inequality dFcurv < pe holds.

The next lemma is the essential result which will allow us to prove that sF is

bounded.
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Lemma 3. Assume that dres ≥ pe. Consider flags F ,G ∈ F with nF = nG = 0

of the form F2 = V (z), F1 = V (y, z) and G2 = V (z + g(x, y)) and G1 = V (z +

g(x, y), y + h(x)). Set s = sF and d = dres. If s
G > s holds, then ordh = s

d! .

Proof. Assume that sG > s holds. Hence, h ̸= 0. Since nG = 0, we know that

either Ea = ∅ or Ea = V (x). Hence, we may write F = xrx ·G, where ordG = d,

and we set rx = 0 if Ea = ∅.

Let f have the expansion f = zp
e

1 + F1(x, y1), where z1 = z + g, y1 = y + h,

and the expansion of F1 is clean. Then F1 = F + gp
e

also has a factorization

F1 = xrx ·G1 for some G1 with ordG1 = dres.

Let G have the expansion G =
∑

i≥0 Gi(x)yi, where Gi ∈ K[[x]]. Then s =

mini<d
d!
d−i ordGi. In particular, ordGi ≥ (d − i) s

d! holds for all indices i ≥ 0.

(Notice that this inequality holds trivially for all indices i ≥ d.)

With respect to the parameters x and y1, the power series G has the expansion

G =
∑

i≥0 G̃iy
i
1 with G̃i =

∑
j≥i

(
j
i

)
hj−iGj . Recall that the expansion of F =

xry ·G with respect to x, y1 is not clean and F1 = F + gp
e

. Hence, all terms which

appear in the expansion of F with respect to x, y1 which are not peth powers also

appear in the expansion of F1.

Assume first that ordh > s
d! holds. Let the index i < d be such that ordGi =

(d− i) s
d! . Then it is clear that in(G̃i) = in(Gi). By cleanness of F , no peth powers

appear in the expansion of xrx in(Gi)y
i. Hence, xrx in(Gi)y

i
1 also appears in the

expansion of F1. This proves that sG ≤ d!
d−i ordGi = s.

Now assume that ordh < s
d! holds. Hence, s > d!. Since this implies that

ordGi > (d − i) for all i < d and we know that ordG = d, it follows that

in(G) = Gd(0)yd, where Gd(0) ∈ K∗. In other words, ordGd = 0. Let k ∈ N be

maximal with the property that pk divides d. Then
(
d
pk

)
̸≡ 0 (mod p).

Consider first the case that pk < pe. Let H(x) be the initial form of h(x). It is

clear that in(G̃pk) =
(
d
pk

)
Gd(0)Hd−pk

. Since xrx
(
d
pk

)
Gd(0)Hd−pk

yp
k

1 is not a peth

power, we know that sG ≤ d!
d−pk ordHd−pk

< s.

Now consider the case pk ≥ pe. Hence, d is divisible by pe. Since the expansion

of F (x, y) is clean and in(G) = Gd(0)yd, this implies that rx ̸≡ 0 (mod pe). As

before, we know that in(G̃0) = Gd(0)Hd. Notice that xrxGd(0)Hd is not a peth

power since Hd is a peth power. Hence, we know that sG ≤ d!
d ordHd < s.

Proposition 3. There exists a maximizing flag F ∈ F with invF
a (X) ∈ N3 and

dF > 0.

Proof. By Lemmas 1 and 2, the inequality dF ≤ dres + pe−1 holds for all flags

F ∈ F . Hence, dF is bounded.
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Now consider the weighted orders ωn : K[[x, y]] → N∞ defined by ωn(x) = 1

and ωn(y) = n for n ∈ N. It is clear that there exists a number N ∈ N such that

inωn
(F ) is, up to a constant, a monomial in x and y for all n ≥ N . By Lemma 2

(and possibly swapping x and y), dF > 0 implies nF < N . In particular, the pair

(dF , nF ) is bounded by (dres + pe−1, N).

Assume now that there exists no maximizing flag. By what we have already

shown, this implies that there exists a sequence of flags F i ∈ F for i ∈ N with

invFi

a (X) = (dres, 0, s
Fi

) and sF
i ≥ i, but no flag F ∈ F with invF

a (X) =

(dres, 0,∞). We may assume by Lemma 1 that F i
2 = V (z+gi), F i

1 = V (z+gi, y+hi)

for certain power series gi ∈ K[[x, y]], hi ∈ K[[x]]. Further, we may assume that

h0 = 0.

Assume that dres < pe holds. Since nFi

= 0 for all i ≥ 0, we know that

Ea = V (x). Hence, F has a factorization F = xr ·G with ordG = dres and for all

flags F ∈ F with nF = 0 the inequality

sF ≤ ord coeff(pe−dres)dres(xrdres)

= rdres((p
e − dres)dres − 1)!

holds. This contradicts our assumption that sF
i

is unbounded.

Hence, we may assume that dres ≥ pe. By Lemma 3 we know that ord(hi+1 −
hi) = sF

i

d! . Hence, y∞ = y +
∑

i≥0(hi+1 − hi) is a well-defined power series.

Let z∞ be the parameter which arises from cleaning the expansion of F with

respect to x, y∞. Let F ∈ F be the flag F2 = V (z∞), F1 = V (z∞, y∞). Clearly,

nF = 0. Let k ∈ N be any non-negative integer. Then y∞ = (y + hk) + Hk, where

Hk =
∑

i≥k(hi+1 − hi). We already know that ordHk = sF
k

d! . It follows from

Lemma 3 that sF ≥ sF
k ≥ k. Since this holds for all k ∈ N, this implies that

sF = ∞.

Hence, we have shown that there exists a maximizing flag F ∈ F . Assume

now that invF
a (X) ∈ N3

∞\N3. By what we have shown, this implies that invF
a (X) =

(d, 0,∞). Let x1, y1, z1 be parameters which are subordinate to F and Ea and

f1 = zp
e

1 +F1(x1, y1), where the expansion of F1(x1, y1) is clean. Since sF = ∞, it is

clear that dres ≥ pe and F has a factorization F1 = M ·G1 where coeffdres(G1) = 0.

By the definition of the coefficient ideal, this implies that G1 = ydres
1 ·u, where u is

a unit. Since F1 is clean we have (rx, ry) ̸∈ pe · N2, which implies that X is in the

monomial case at a. This contradicts our assumption that X is not in a terminal

case at a.

Now assume that dF = 0 holds for the maximizing curve. This would imply

that dres = 0 and that X is in the monomial case at a, which contradicts our

assumption.
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The proof of the next result is the key ingredient in our proof of resolution of

surfaces. It is here that the subtle definition of the invariant comes into play and

makes the argument work.

Proposition 4. Consider a localized point blowup and let a′ ∈ π−1(a) be a closed

point at which orda′ X ′ = orda X holds and such that X ′ is not in a terminal case

at a′. Let F be a maximizing flag at a and G a maximizing flag at a′. Then the

strict lexicographic inequality

invG
a′(X ′) < invF

a (X)

holds. Consequently,

inva′(X ′) < inva(X).

Proof. Notice that it suffices to find just any adapted flag F at a which fulfills

invG
a′(X ′) < invF

a (X) for a chosen maximizing flag G at a′.
As already lined out in Section 4, we can choose a regular system of parameters

x, y, z for ÔW,a with the following properties:

� The variety X is defined at a by the element

f = zp
e

+ F (x, y),

where the expansion of F (x, y) is clean.

� The parameters x, y, z are subordinate to Ea, hence Ea ⊆ V (xy).

� The map ρ : ÔW,a → ÔW ′,a′ is of the form ρ(x) = x, ρ(y) = x(y+t), ρ(z) = xz

for some t ∈ K. Here, x, y, z also denote the induced parameters for ÔW ′,a′ .

� Either t = 0 (hence, one or no component of Ea is lost under the localized

blowup) or t ̸= 0 and Ea = V (xy) (two components of Ea are lost), or t ̸= 0 and

Ea = V (x). The last case can be transformed into the first case by swapping

x and y (there is still symmetry between x and y, so the swapping is allowed)

and by replacing then y by y + tx.

The strict transform X ′ of X is then given at a′ by the element

f ′ = zp
e

+ F ′(x, y),

where F ′(x, y) = x−pe

F (x, x(y + t)). If t = 0, then the expansion of F ′(x, y) is

again clean. The divisor E′
a′ is of the form

E′
a′ =

{
V (xy) if t = 0 and V (y) ⊆ Ea,

V (x) if t ̸= 0 or V (y) ̸⊆ Ea.

Denote the residual order of X ′ at a′ by d′res.
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By Lemma 1 we may assume, after possibly swapping the parameters x and

y, that G is of the form G2 = V (z + g(x, y)), G1 = V (z + g(x, y), y + h(x)), where

z 7→ z + g(x, y) is the change of parameters which eliminates all peth powers from

the expansion of F with respect to x, y1. Set y1 = y + h(x) and z1 = z + g(x, y).

Hence,

f ′ = zp
e

1 + F ′
1(x, y1),

where F ′
1 = F ′ − gp

e

and the expansion of F ′
1(x, y1) is clean.

To show the inequality invG
a′(X ′) < invF

a (X), we will consider four different

cases (recall that nG = 0 if G1 has normal crossings with G2∩E′
a′ , and that nG > 0

equals the intersection multiplicity of G1 with the component of E′
a′ to which it is

tangent):

(i) nG = 0 and t = 0.

(ii) nG = 0, t ̸= 0, and Ea = V (xy).

(iii) nG ≥ 1 and G1 = V (z + g(x, y), y + h(x)) with ordh ≥ 1.

(iv) nG > 1 and G1 = V (z + g(x, y), x + h(y)) with ordh ≥ 2.

Cases (i) and (iii) are rather straightforward, whereas (ii) and (iv) are quite

subtle.

(i): Since nG = 0, the curve G1 has normal crossings with E′
a′ ∩G2. Hence, we

may assume that either G1 = V (z, x) or G1 = V (z + g(x, y), y + h(x)). Notice that

h ̸= 0 implies that V (y) ̸⊆ Ea. Hence, by making the change of coordinates y 7→
y + xh(x) in ÔW,a prior to the blowup, we may assume without loss of generality

that h = 0 holds. Thus, G2 = V (z) and either G1 = V (z, y) or G1 = V (z, x). Let

F be the flag F2 = V (z), F1 = V (z, y). It has normal crossings with Ea (say,

nF = 0).

Since either one or no component is lost under the localized blowup, we know

from Section 4 that dG = d′res ≤ dres = dF . Assume that equality holds.

Let F have the factorization F (x, y) = M(x, y) · G(x, y), where M is an

exceptional monomial and ordG = dres. Then F ′(x, y) = M ′(x, y) ·G′(x, y), where

M ′(x, y) = xdres−pe

M(x, xy) and G′(x, y) = x−dresG(x, xy) is of order ordG′ =

dres. Since ordG′ = ordG holds, it is easy to see that the initial forms of G and

G′ are of the form in(G) = cdresy
dres and in(G′) =

∑dres

i=0 cix
dres−iyi, where ci ∈ K

and cdres
̸= 0. If G1 = V (z, x) and dres ≥ pe, the numeral sG hence has the minimal

value sG = dres!; if 0 < dres < pe, then sG = (dres(p
e − dres))!. Consequently, we

may assume without loss of generality that G1 = V (z, y).

It is now straightforward to prove the equality of coefficient ideals

coeffdG
(G′) = x−dres · coeffdF

(G)
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and, if 0 < dres < pe, then

coeffqG (M ′dG
+ G′pe−dG

) = x−qF · coeffqF (MdF
+ Gpe−dF

),

where qG = (pe − dG)dG and qF = (pe − dF )dF . This proves that sG < sF .

(ii): Set y0 = y− tx ∈ ÔW,a. Let z0 = z+g0(x, y) be the change of parameters

which eliminates all peth powers from the expansion of F with respect to x, y0.

Let F be the flag at a given by F2 = V (z0), F1 = V (z0, y0). Since Ea = V (xy),

we know that nF = 1. As argued in Section 4, the flag F fulfills the inequality

dG = d′res ≤ dFcurv. If dF = dFcurv, this already proves that invG
a′(X ′) < invF

a (X)

since nG < nF .

Now assume that dF = 0 instead. By definition and since nF ≥ 1, this holds

if 0 < dFcurv < pe and ordω(F ) = kpe for some positive integer k. As ord(F ) =

ordω(F ), this implies that also ordF = kpe. Consequently, F ′(x, y) = x(k−1)pe ·
G′(x, y), where ordG′ = d′res ≤ dFcurv < pe. We cannot have ordG′ = 0 since then

a peth power would appear in the expansion. Thus ordG′ > 0. But this gives that

X ′ is in the small residual case at a′. Since we assumed that X ′ is not in a terminal

case at a′, both of these possibilities contradict our assumption.

(iii): Since nG > 0 and G1 = V (z+g(x, y), y+h(x)), we know that V (y) ⊆ E′
a′

holds. Hence, t = 0 and V (y) ⊆ Ea. Set y0 = y + xh(x) and let z0 = z + g0(x, y)

be the change of coordinates which eliminates all peth powers from the expansion

of F with respect to x, y0. Hence, f = zp
e

0 + F0(x, y0) and F0(x, y0) is clean. It is

straightforward to verify that the map ρ : ÔW,a → ÔW ′,a′ is of the form ρ(x) = x,

ρ(y0) = xy, ρ(z0) = xz. In particular, F ′
1(x, y) = x−pe

F0(x, xy).

Let F be the flag F2 = V (z0), F1 = V (z0, y0) at a. Notice that nF = ordh +

1 = nG + 1. Further, it is easy to verify that ordω(G) = ordω(F ) − pe and dGcurv =

dFcurv hold. Hence, dG = dF . Since nG < nF , this proves that invG
a′(X ′) < invF

a (X).

(iv): As this is the most delicate case, we will give more background infor-

mation. Let ω : K[[x, y]] → N∞ be the weighted order that is defined via ω(y) = 1

and ω(x) = ordh = nG . Denote by F ′
0(x, y) the cleaned expansion of F ′(x, y). Let

the weighted initial form inω(F ′
0) have the factorization inω(F ′

0) = xayb · H. By

Lemma 2 we know that dF ≤ ordH + ε, where

ε =

{
pe−1 if pe divides ordω(F ′

0),

0 otherwise.

Set F2 = V (z0) and F1 = V (z0, y0), where the parameters y0, z0 are defined in

the following way: If t = 0, we set y0 = y and z0 = 0. Hence, nF = 0. On the
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other hand, if t ̸= 0 and Ea = V (xy), we set y0 = y − tx and let z0 = z + g0(x, y)

be the change of parameters which eliminates all peth powers from the expansion

of F with respect to x, y − tx. Let f = zp
e

0 + F0(x, y0), where the expansion of

F0(x, y0) is clean. Then the equality F ′
0(x, y) = x−pe

F0(x, xy) holds.

We will now verify that the inequality dF ≥ nG · ordH holds in both cases

nF = 0 and nF = 1.

Define the weighted order function ω̃ : K[[x, y]] → N∞ via ω̃(x) = nG , ω̃(y) =

nG+1. Let the weighted initial form inω̃(F0) have the expansion inω̃(F0) = xeyf ·G.

It is straightforward to verify that ordG = nG · ordH. Hence, it remains to show

that dF ≥ ordG. For notational ease, in the following we will denote n = nG .

First consider the case nF = 0.

Let F0 = xrxyry · G0 with ordG0 = dF . Clearly, rx ≤ e and ry ≤ f hold.

Further, we know that there is a term xiyj which appears with non-zero coefficient

in the expansion of F0 such that

i + j = ordF0, i ≥ rx

holds. Also, since ω̃(x) < ω̃(y) holds, it is easy to see that there is a term xkyl

which fulfills

nk + (n + 1)l = ω̃(F0), l = f + ordG.

Naturally, the inequalities

ordF0 = i + j ≤ k + l

and

ω̃(F0) = nk + (n + 1)l ≤ ni + (n + 1)j

also hold. This allows us to compute

ordG = l − f = nk + (n + 1)l︸ ︷︷ ︸
≤ni+(n+1)j

−n(k + l)︸ ︷︷ ︸
≤−n(i+j)

−f

≤ j − f ≤ j − ry = rx − i + ordG0 ≤ ordG0 = dF .

Now consider the case nF = 1.

It is clear that there appears a term xiyj in the expansion of F0 such that

i + j = ordF0, j = ord(y) in(F0) = dF

holds. Further, we will again make use of a term xkyl as above, fulfilling

nk + (n + 1)l = ω̃(F0), l = f + ordG.
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π G1 ( )

V(x) V(y)

F1

Figure 5. Image curve π(G1) of G1 under the blowup π.

In the same way as before, we can compute that

ordG ≤ j − f ≤ j = ord(y) in(F0) = dF .

If ε = 0, this already implies dG ≤ ordH ≤ dF

nG < dF . So assume that

ε = pe−1. Hence,

dG ≤ dF

nG + pe−1.

Since we know that pe divides ordω(F ′
0) and dG > 0, the definition of dG implies

that dG ≥ pe. Now recall that nG > 1. Using this and p ≥ 2 we can conclude that

dG ≤ ordH + pe−1 ≤ dF

nG +
pe

p
≤ 1

2
(dF + pe).

But dG ≥ pe, hence dG ≤ dF . Assume that dG = dF holds. Then dG = pe and

ordH = pe − pe−1. But this is not possible by Lemma 2. It follows that the strict

inequality dG < dF holds, which implies invG
a′(X ′) < invF

a (X).

Notice that in case (iv), the image π(G1) ⊆ Spec(ÔW,a) of the curve G1 is a

singular curve. Hence, F necessarily has to be chosen different from the image of

G in this case. Figure 5 illustrates the forms of the curves π(G1) and F1 in the case

t ̸= 0.

Remark. Combining Propositions 1, 2, and 4 establishes the embedded resolution

of purely inseparable surfaces in positive characteristic as claimed in the theorem

of the introduction.
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§7. Behavior of the residual order in higher dimensions

The modification of the residual order which we discussed in Section 4 relies on

the fact that the residual order of a purely inseparable equation zp
e

+F (x, y) = 0

decreases in the long run under sequences of point blowups, at least until a terminal

case is reached. Indeed, if it were not for this decrease in the long run, it would be

impossible to define a modification of the residual order which strictly decreases

in each step.

In higher dimensions, that is to say for a variety defined by a purely insep-

arable equation zp
e

+ F (x1, . . . , xn) = 0 with n ≥ 3, the residual order behaves

much worse than it does in the case of a three-dimensional ambient space. Moh’s

bound d′ ≤ d+pe−1 for the increase of the residual order under a single permissible

blowup (we refer to [Moh87] for the definition of permissible in this context) is still

valid in higher dimensions. Also, an increase of the residual order can only happen

if at least two exceptional components are lost under the localized blowup. But

it is not true anymore that the increase of the residual order is always balanced

out by the decrease which happened during the earlier blowups which were neces-

sary to create these components. In fact, as a recent example [HP19b] shows (see

below), the residual order may even increase indefinitely under sequences of point

blowups.

At first sight, such an example may seem to destroy all hopes of defining

a similar modification of the residual order in higher dimensions. But actually, a

modified residual order in higher dimensions should be expected to strictly decrease

under blowup only if the center is chosen correctly. Recall that the choice of center

was trivial in the surface case since there are only finitely many points on the

top locus of X at which X is not already in a terminal case. Hence, only point

blowups are necessary to globally achieve terminal cases. In higher dimensions,

this is certainly not true. The question whether it is possible in higher dimensions

to always find a sequence of blowups which leads to a decrease of the residual

order in the long run is still unsolved. To define an appropriate modification of

the residual order in higher dimensions, it would be necessary to first understand

which centers have to be chosen in order to make the residual order decrease in

the long run.

We will describe three examples which illustrate the more erratic behavior of

the residual order in higher dimensions.

Example 1. We consider a hypersurface singularity over a field of characteristic 3

which is defined by a purely inseparable equation of the form z9 + F (x, y, w) = 0.

All blowups are point blowups at the origins of the respective charts. Exceptional

multiplicities are only indicated by their residues modulo 9:
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(1) The starting equation is

f = z9 + x6 · ((y3 + x2)3w9 + w14 + (. . .)),

where (. . .) denotes higher-order terms, and where x = 0 defines the unique

exceptional component. Therefore, in the computation of the residual order,

the factor x6 has to be neglected and we get dres = 14 from the monomial w14

presenting the initial form of F . We blow up the origin.

(2) At the origin of the y-chart, we get the strict transform

f = z9 + x6y2 · (y(y + x2)3w9 + w14 + (. . .)),

where now both x = 0 and y = 0 define exceptional components (note that

x = 0 defines the strict transform of the exceptional component at stage 1,

and y = 0 defines the new exceptional component). The residual order has

dropped to dres = 13, the new initial form of F now being y4w9. We blow up

the origin.

(3) At the origin of the x-chart, we get the strict transform

f = z9 + x3y2 · (y(y + x)3w9 + xw14 + (. . .)),

where again both x = 0 and y = 0 define exceptional components. The residual

order is again dres = 13, and the initial form of F is y(y + x)3w9. We blow up

the origin.

(4) At the point of coordinates (0, 1) of the x-chart, we get the strict transform

f = z9 + 1 · ((y6 − 1)w9 + x2w14 + (. . .)),

which, upon replacing z by z1 = z − w, gives

f = z91 + 1 · (y6w9 + x2w14 + (. . .)).

After this blowup, the residual order has increased to dres = 15. Both old

exceptional components are lost, and the new exceptional component is defined

by x = 0 (it does not show up in the polynomial since its multiplicity is 18, of

residue 0 modulo 9).

In total, the residual order of f has increased from 14 to 15 in the entire sequence

of blowups. Observe here the auxiliary role of the variable w: At the beginning, it

is used to keep the residual order smaller than 15, and it appears in the critical

term (y3 + x2)3w9 with multiplicity 9. It is mandatory to have the increase of the

residual order in the last blowup; see [HP19a] for details. Observe also that larger

centers could be chosen, for instance the surface defined by z = w = 0 lies in the
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top locus of f (provided that this is not in conflict with the higher-order terms

(. . .)). By such choices, the increase of the residual order would be prevented.

Example 2. We consider a hypersurface singularity over a field of characteristic 2

which is defined by a purely inseparable equation of the form z2 + F (x, y, w) = 0.

All blowups are point blowups at the origins of the respective charts. Exceptional

multiplicities are only indicated by their residues modulo 2:

(1) The starting equation is

f = z2 + (yw2 + (. . .)).

The residual order is dres = 3; no exceptional components occur. We blow up

the origin.

(2) At the origin of the y-chart, we get the strict transform

f = z2 + y · (w2 + (. . .)).

The new exceptional component is defined by y = 0. The residual order has

decreased to dres = 2. We blow up the origin.

(3) At the origin of the x-chart, we get the strict transform

f = z2 + xy · (w2 + (. . .)),

with the two exceptional components x = 0 and y = 0. The residual order has

remained constant equal to dres = 2. We blow up the origin.

(4) At the point with coordinates (0, 1) of the x-chart, we get the strict transform

f = z2 + 1 · ((y + 1)w2 + (. . .)),

which, upon replacing z by z1 = z + w, gives

f = z21 + 1 · (yw2 + (. . .))

of residual order dres = 3. Both exceptional components were lost under this

last blowup.

In total, the residual order has remained constant in the entire sequence of blowups.

Note that the initial form of F has the same form as at the beginning. This implies

that either the choice of the centers was too small, or that an improvement of the

singularities has to be measured within the higher-order terms. Again, the variable

w appears in the initial form with exponent 2 equal to the order of f .

Example 3. We summarize an example from [HP19b] where the residual order

increases indefinitely in the long run. The ground field is of characteristic p ≥ 3,
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and the singularity will be defined by an equation of the form f = zp
3

+F (v, w, x, y)

= 0. For d, choose a positive integer that is divisible by p−1
2 p. Set d′ = d + p−1

2 p,

m = 2d
p−1 + p− 1, and q = p+1

2 (d + p2 − 1), q′ = p+1
2 (d′ + p2 − 1).

The letter A will denote an unspecified unit A ∈ K[[x1, . . . , xn]]∗, Q an unspec-

ified power series Q ∈ K[[x1, . . . , xn]], and λ an unspecified non-zero constant

λ ∈ K∗. These objects can be chosen arbitrarily at the beginning of the sequence

and are from then on prescribed by the transformation rules dictated by the

blowups:

(1) The starting equation is

f = zp
3

+ x
p−1
2 p2

y
p3+1

2 w−d(wdy
p2−1

2 (λ + vq ·Q) + xd+ p2+1
2 vq ·A).

The residual order equals d + p2−1
2 .

(2) After a well-chosen sequence of point blowups (see [HP19b]) one obtains the

final polynomial

f = zp
3

+ x
p−1
2 p2

y
p3+1

2 w−d′
(wd′

y
p2−1

2 (λ′ + vq
′ ·Q′) + xd′+ p2+1

2 vq
′ ·A′),

with new λ′, Q′, and A′ satisfying the same properties as λ, Q, and A from

the beginning. The residual order equals d′ + p2−1
2 and has hence increased by

p−1
2 p.

In this example, the shape of the defining polynomial at the end is the same as at

the beginning; only certain exponents are shifted. Therefore, we have a cycle and

the process can be repeated. Iterating the cycle produces in the long run a sequence

of singularities for which the residual order tends towards infinity. Observe again

that the example relies on choosing just point centers for our blowups.

§8. The definition of the flag invariant in the general case

In this section we give the details on how the invariant (d, n, s), which was intro-

duced in Section 5 for the purely inseparable case, is defined in the general case.

Let X be a hypersurface in a three-dimensional ambient variety W over an

algebraically closed field K of any characteristic. Let E be a simple normal crossings

divisor on W . Let a ∈ X be a closed point. Recall the subdivision of E into old and

new components in Section 2. Denote the new components which pass through a

by Ea. Let I3 ⊆ ÔW,a be the completion of the ideal which defines the union of X

and all old components which pass through a. Set c = ord I3. If c = 1, then X is

already locally resolved at a. Hence, we assume that c > 1 holds in the following.

A (formal) flag F at a is defined as a curve F1 and a hypersurface F2 in

Spec(ÔW,a) which fulfill F1 ⊆ F2.
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A flag F at a is said to be compatible with E if F2 has normal crossings with

Ea and F2 ̸⊆ Ea. The set of flags at a which are compatible with E will be denoted

by F (a).

Let F ∈ F (a). According to the geometric configuration, we define the asso-

ciated multiplicity nF of F . If the union F1 ∪ (F2 ∩Ea) has normal crossings, we

set nF = 0. Otherwise, we set

nF = max
{

multa(F1,F2 ∩D) : D is a component of Ea

}
,

where multa(·, ·) denotes the intersection multiplicity of two curves at a. It is easy

to see that nF = 1 can only hold if Ea has exactly two components. If nF > 1, there

is a unique component DF of Ea with nF = multa(F1,F2 ∩DF ). The component

DF is called the associated component of F . Both statements are proved in [Per17,

Lem. 6.6.1].

Two flags F ,G ∈ F (a) are said to be comparable if they have the same

associated multiplicity and (if applicable) the same associated component.

We will now define subordinate parameters and the flag invariants mF , dF and

sF . The definition will use a case distinction according to whether the associated

multiplicity nF is zero or positive. We will also use the definition of the coefficient

ideal of an ideal. Generally, let R = K[[x1, . . . , xn]] be the power series ring over

K in n variables, let J ⊆ R be an ideal and k a positive integer. Let each element

f ∈ J have the expansion f =
∑

i≥0 fix
i
n with fi ∈ K[[x1, . . . , xn−1]]. Then we set

coeffk
(x1,...,xn)(J) =

(
f

k!
k−i

i : f ∈ J, i < k
)
⊆ R/(xn) ∼= K[[x1, . . . , xn−1]].

Let F ∈ F (a) be a flag at a. A regular system of parameters x = (x, y, z) for

ÔW,a is said to be subordinate to F if F2 = V (z), F1 = V (y, z), and Ea ⊆ V (xy).

For parameters x subordinate to F we will work with the coefficient ideal

J2,x = coeffc
(x,y,z)(I3)

of I3 in K[[x, y]], with c = ord I3.

(a) Case nF = 0: Let F be a flag with nF = 0. The ideal J2,x has a factor-

ization

J2,x = M2,x · I2,x,
where I2,x is an ideal of K[[x, y]] and M2,x = (xrxyry ) is a principal monomial ideal,

where rx, ry ∈ N are chosen maximal with the property V (M2,x) ⊆ Ea. We set

mF = ordM2,x,

dF = ord I2,x.
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It can be shown that the numbers mF and dF do not depend on the choice of a

parameter system x as long as it is subordinate to the flag F ([Per17, Prop. 4.1.4]).

Further, define the second coefficient ideal J1,x as

J1,x =


coeffdF

(x,y)(I2,x) if dF ≥ c!,

coeff
dF (c!−dF )
(x,y) (MdF

2,x + Ic!−dF

2,x ) if 0 < dF < c!,

0 if dF = 0,

and set

sF = ord J1,x.

The number sF is also independent of the choice of subordinate parameters ([Per17,

Prop. 4.2.7]). This defines invF
a (X) = (dF , nF , sF ) = (dF , 0, sF ) in the case

nF = 0. The number mF is not part of the invariant and only plays an auxiliary

role (it imposes restrictions on how to choose the flags; see below the definition of

valid flags).

(b) Case nF > 0: Now let F ∈ F (a) be a flag with nF > 0. Take the coefficient

ideal J2,x as above. Let ω : K[[x, y]] → N∞ be the weighted order function defined

by ω(x) = 1 and ω(y) = nF . We set

mF
x = ω(J2,x),

dFx = ord(y) wk-inω(J2,x),

where wk-inω(J2,x) is the weighted weak initial ideal of J2,x, which is defined as

wk-inω(J2,x) = (inω(F ) : F ∈ J2,x, ω(F ) = ω(J2,x)).

Further, we define the invariants mF and dF via

mF =

{
mF

x if mF
x ≥ nF · c!,

nF · c! if mF
x < nF · c!,

and

dF =


dFx if dFx ≥ c!,

dFx if 0 < dFx < c! and c! ∤ mF ,

0 if 0 < dFx < c! and c! | mF ,

0 if dFx = 0.

The case distinctions for small values of mF
x and dFx are for technical reasons.

Again, it can be shown that the numbers mF and dF are independent of the choice

of subordinate parameters ([Per17, Prop. 4.1.5]). Assigning to sF the trivial value
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sF = 0 we have defined invF
a (X) = (dF , nF , sF ) = (dF , nF , 0) in the case nF > 0

also. The number mF is again not part of the invariant.

A flag F ∈ F (a) is said to be valid if

mG ≤ mF

holds for all flags G ∈ F (a) which are comparable to F : This signifies that in the

case nF = 0 the order ordM2,x of the exceptional factor M2,x has to be maximized,

while in the case nF > 0 the weighted order ω(J2,x) of J2,x has to be maximized

(provided that mF
x ≥ nF · c!). Valid flags are the appropriate generalization of

adapted flags, which were introduced in the purely inseparable case.

A valid flag F ∈ F (a) is said to be maximizing if

invG
a (X) ≤ invF

a (X)

holds (with respect to the lexicographic order) for all valid flags G ∈ F (a). This

means that invF
a (X) is maximized only taking into account flags which maxi-

mize mF .

The existence of a maximizing flag F ∈ F (a) is proved in [Per17, Prop. 7.4.10].

As in Section 5, the triple

(d, n, s) = max
F∈F

(dF , nF , sF )

is defined as the invariant of a maximizing flag.

The main technique introduced in [Per17] to verify the existence of maximizing

flags is called ω-cleanness. It is a property which guarantees for a given ideal

J ⊆ K[[x1, . . . , xn, z]] that the weighted order ω of the coefficient ideal of J with

respect to z does not increase under any coordinate changes z 7→ z+g(x1, . . . , xn).

In the following, denote by x a set of regular parameters (x1, . . . , xn). For

α ∈ Nn denote xα =
∏n

i=1 x
αi
i .

We first introduce the concept of (multi-valued) weighted order functions.

Definition. Let R = K[[x]]. A map ω : K[[x]] → Nk
∞ is called a weighted order

function that is defined on the parameters x if the following hold:

� Let f ∈ R be a non-zero element with expansion f =
∑

α∈Nn cαx
α. Then

ω(f) = min
{∑n

i=1 αi · ω(xi) : α ∈ Nn, cα ̸= 0
}
,

where Nk
∞ is considered with lexicographic order.

� ω(0) = (∞, . . . ,∞).

For an ideal J ⊆ R we define

ω(J) = min
{
ω(f) : f ∈ J

}
.
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For an element f ̸= 0 with expansion f =
∑

α∈Nn cαx
α we define the initial

form of f with respect to ω and x as

inω(f) =
∑
α∈Nn

ω(xα)=ω(f)

cαx
α.

The definition of ω-cleanness makes use of the power series expansion of an

element f ∈ K[[x, z]] with respect to x.

Definition. Let K be an algebraically closed field of any characteristic and J ⊆
K[[x, z]] an ideal of order c ≥ 1.

Define the number q as

q =

{
1 if char(K) = 0,

pordp c if char(K) = p > 0.

Let ω : K[[x]] → Nk
∞ be a weighted order function and denote by m =

ω(coeff(x,z)(J)) the weighted order of the coefficient ideal of J .

Let f ∈ J be an element that is z-regular of order c with power series expan-

sion f =
∑

i≥0 fiz
i, where fi ∈ K[[x]]. Then f is said to be ω-clean with respect

to the coefficient ideal coeff(x,z)(J) if one of the following properties holds:

(1)ω There is an index i such that c− q < i < c and ω(fi) = c−i
c! m.

(2)ω ω(fc−q) > q
c!m.

(3)ω There is no element G ∈ K[[x]] such that inω(fc−q) = inω(fc) ·Gq.

Remark. The definition of ω-clean is a generalization of two important concepts

which appear in many other works on resolution of singularities:

(1) Consider the special case q = 1. This holds if either K has characteristic

zero or c is not divisible by the characteristic of K. In this case, neither of

the properties (1)ω or (3)ω can be fulfilled. Thus, f is ω-clean if and only if

ω(fc−1) > m
c! holds.

This holds in particular if fc−1 = 0. This can always be achieved by

Weierstrass preparation and the so-called Tschirnhaus transformation z 7→
1
cfc−1. Thus, the Tschirnhaus transformation guarantees that f is ω-clean for

all weighted order functions ω which are defined on the parameters x.

(2) Consider a purely inseparable power series

f = zp
e

+ F (x)
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over a field of characteristic p > 0. In this case, c = q = pe. Since F = f0 is

the only non-zero coefficient for i < c, neither of the properties (1)ω or (2)ω
can be fulfilled. Thus, f is ω-clean if and only if inω(F ) is not a peth power.

This holds in particular if no peth powers appear in the expansion of

F (x). In this case, f is ω-clean for all weighted order functions ω which are

defined on the parameters x.

The following result is [Per17, Prop. 5.1.3].

Proposition 5. Assume that f ∈ K[[x, z]] is ω-clean with respect to the coefficient

ideal coeff(x,z)(J). Let z1 be a regular parameter of the form z1 = z + g(x). Then

ω(coeff(x,z1)(J)) ≤ ω(coeff(x,z)(J)).

§9. The decrease of the flag invariant in the general case

We continue in the situation of the preceding section. To prove the general case

of the embedded resolution of surface singularities in a three-dimensional ambient

variety it remains to prove that the local invariant

inva(X) = (o, c, d, n, s, k, ℓ)

is again upper semicontinuous and that it decreases lexicographically at all points

a′ ∈ π−1(a) of the exceptional divisor when blowing up its top locus in X. Here, o

is the order of X at a, c− o is the number of old exceptional components Eold at

a, and the triple (d, n, s) is defined as in the preceding section as the lexicographic

maximum of the flag invariant invF
a (X) = (dF , nF , sF ) over all valid flags. Finally,

k and ℓ are again combinatorial invariants used solely in the terminal case (i.e.,

in the monomial or small residual case, defined similarly to the purely inseparable

situation).

In the terminal case only, the top locus of the invariant will not consist of

finitely many points. As the treatment of this case is mostly combinatorial, it

presents no additional difficulty in the general case (including the proof of the

upper semicontinuity of the invariant). It will therefore be omitted.

For a ∈ W , select one of the points where inva(X) attains its maximal value,

and recall the notion of valid flags from the last section. Analogously to Proposition

4 one has the following proposition.

Proposition 6. Consider a localized point blowup and let a′ ∈ π−1(a) be a closed

point at which orda′ X ′ = orda X holds and for which X ′ is not in a terminal case

at a′. Let G be a valid flag at a′. Then there exists a valid flag F at a such that
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the strict lexicographic inequality

invG
a′(X ′) < invF

a (X)

holds. Consequently,

inva′(X ′) < inva(X).

Proof. The proof goes along the lines of the proof of Proposition 4, with some

cumbersome technical complications. The interested reader is referred to [Per17,

Props. 9.1.1 and 9.1.4] for the details.

§10. Definitions and notation

Definitions

� Resolution invariant: strand of non-negative integers associated to X at a,

considered lexicographically; requirements: is upper semicontinuous, defines

the center of the next blowup, and maximal value decreases under this blowup.

� (Formal) flag at a: pair F : F2 ⊇ F1 of a regular curve F1 passing through a

and contained in a regular surface F2.

� Flag invariant: strand of non-negative integers associated to X at a with

respect to a given flag F .

� Top locus: closed subvariety of X where a local resolution invariant attains its

maximum value.

� Permissible center: closed regular subvariety contained in the top locus of the

invariant and transversal to exceptional normal crossings divisor.

� Monomial blowup: transformation of parameters is given by monomials.

� Old exceptional components: component of E through a that was created while

the maximal value of the order of X was still strictly bigger than orda X.

� New exceptional components: the remaining exceptional components at a,

denoted by Ea.

� Order: order of vanishing of a power series at a point a, or of an ideal in a local

ring with respect to the maximal ideal or weighted order function (valuation).

� Coefficient ideal: ideal in regular local hypersurface defined from the coeffi-

cients of a polynomial or series f when expanded with respect to a distin-

guished local parameter defining the hypersurface.

� Clean f = zp
e

+ F (x, y): no peth powers appear in expansion of F .

� Exceptional multiplicity: degree of monomial factor M of F produced by ear-

lier blowups.
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� Residual part: second factor G in F = M ·G.

� Residual order: order of G.

� Slope: order of coefficient ideal of G.

� Monomial case: F is of the form F = xrys · u, where (r, s) /∈ pe · N2 and u is

a unit in K[[x, y]].

� Small residual case: F is of the form (up to swapping x and y) F = ykp
e · g,

k > 0, g ∈ K[[x, y]], 0 < ord g < pe.

� Terminal case: either monomial or small residual case.

� Subordinate parameters with respect to flag F : regular system of parameters

x, y, z of ÔW,a with F2 = V (z) and F1 = V (z, y).

� Subordinate parameters with respect to new exceptional components Ea: reg-

ular system of parameters x, y, z of ÔW,a with Ea ⊆ V (xy).

� Compatible flag F : F2 has normal crossings with Ea and F2 ̸⊆ Ea.

� Associated (intersection) multiplicity: integer nF describing the position of F1

with respect to Ea.

� Associated component: component DF of Ea with nF = multa(F1,F2 ∩DF ).

� Comparable flags F , G: both have the same associated multiplicity and (if

applicable) the same associated component.

� Adapted flag F with respect to X and E (in the purely inseparable case): F2

has normal crossings with Ea and there exists a regular system of parameters x,

y, z for ÔW,a subordinate to F such that X is locally at a defined by an element

f ∈ ÔW,a of the form f = zp
e

+ F (x, y) with clean F ∈ ÔF2,a
∼= K[[x, y]].

� Valid flag F (in the general case): F maximizes auxiliary invariant mF , i.e.,

mG ≤ mF holds for all flags G which are comparable to F .

� Maximizing flag: a valid flag F which maximizes the value of the associated

flag invariant over all valid flags.

Notation (purely inseparable case)

� X ⊂ W singular two-dimensional hypersurface in ambient three-dimensional

regular variety W .

� E normal crossings divisor in W .

� Ea new exceptional components passing through a ∈ W .

� Eold old exceptional components passing through a ∈ W .
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� F : F2 ⊇ F1, flag in W ; F2 regular surface, F1 regular curve.

� F ′: F ′
2 ⊇ F ′

1 its transform in W ′.

� G flag in W ′.

� F collection of adapted flags F .

� F (a) collection of flags at a compatible with Ea.

� f = zp
e

+ F (x, y) purely inseparable polynomial defining X in W .

� F = M ·G factorization into exceptional part and residual part.

� coeffc(H) = (H
c!

c−i

i , i < c) ⊆ K[[x]] coefficient ideal of series H(x, y) =∑
Hi(x)yi with respect to parameters (x, y) and integer c.

� inva X = (o, c, d, n, s, k, ℓ) local resolution invariant.

� ord order of power series or ideal in K[[x, y]] with respect to the maximal ideal

(x, y).

� ord(x), ord(y) order with respect to the ideals (x), (y).

� ordF1 order along curve F1.

� o order of IX,a.

� c order of I3, the local ideal of X and Eold.

� c− o order of the ideal of the old exceptional components at a.

� nF associated multiplicity of flag F ; codifies the position of the curve F1 with

respect to the new exceptional components Ea:

• nF = 0 if F1 has normal crossings with F2 ∩ Ea;

• nF ≥ 1 the intersection multiplicity of F1 with the component of Ea to

which it is tangent;

• nF = 1 if both components of Ea are transversal to F1.

� ω : K[[x, y]] → N∞ weighted order function given by ω(x) = 1 and ω(y) = nF .

� ordω(F ) = ω(F ) weighted order of F ∈ K[[x, y]].

� dres = ord I2,x = ordG residual order.

� dFcurv = ordF1 inω(F ) order along curve F1 of weighted initial form inω(F ).

� dF most refined component of invariant;

• dF =


dres if nF = 0,

0 if nF ≥ 1, and 0 < dFcurv < pe and pe divides ordω(F ),

dFcurv if nF ≥ 1, and dFcurv ≥ pe or pe does not divide ordω(F ).

� sF slope;
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• sF =


ord coeffdF

(G) if nF=0, and dF≥pe or dF=0,

ord coeff(pe−dF )dF
(MdF

+Gpe−dF
) if nF = 0, and 0 < dF < pe,

0 if nF ≥ 1.

� invF
a (X) = (dF , nF , sF ) flag invariant.

� (d, n, s) = max(dF , nF , sF ) maximum over all adapted flags F .

� (k, ℓ) combinatorial invariants used for terminal case.

Notation (general case)

� IX,a the ideal defining X at a in W .

� Eold old exceptional components at a, created before the last decrease of the

maximal order of X.

� I3 = IX,a · IEold
.

� inva X = (o, c, d, n, s, k, ℓ) local resolution invariant.

� o order of IX,a.

� c order of I3.

� c− o number of old exceptional components at a.

� nF defined as in the purely inseparable case.

� coeffk
(x1,...,xn)(J) = (f

k!
k−i

i : f ∈ J, i < k) ⊆ K[[x1, . . . , xn−1]] coefficient ideal

of ideal J with respect to parameters x1, . . . , xn and integer k, where f =∑
i≥0 fix

i
n with fi ∈ K[[x1, . . . , xn−1]].

� J2,x = coeffc
x(I3) coefficient ideal of I3 with respect to parameters x = (x, y, z)

and integer c.

� J2,x = M2,x · I2,x factorization into exceptional part and residual part.

� ordM2,x exceptional multiplicity of J2,x.

� dres = ord I2,x residual order of I3.

� ω : K[[x, y]] → N∞, ω(x) = 1, and ω(y) = nF , weighted order function.

� inω(F ) weighted initial form of F .

� wk-inω(J2,x) = (inω(F ) : F ∈ J2,x, ω(F ) = ω(J2,x)) weighted weak initial

ideal.

� ω(J2,x) = mF
x = ordω(J2,x) weighted order of J2,x.

� mF =


ordM2,x if nF = 0,

ordω(J2,x) if nF ≥ 1 and ordω(J2,x) ≥ nF · c!,
nF · c! if nF ≥ 1 and ordω(J2,x) < nF · c!.
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� dFx = ord(y) wk-inω(J2,x) order of weighted weak initial ideal wk-inω(J2,x)

along the curve y = 0.

� dF most refined component of invariant:

• dF =



ord I2,x if nF = 0,

dFx if nF ≥ 1 and dFx ≥ c!,

dFx if nF ≥ 1 and 0 < dFx < c! and c! ∤ mF ,

0 if nF ≥ 1 and 0 < dFx < c! and c! | mF ,

0 if nF ≥ 1 and dFx = 0.

� J1,x second coefficient ideal with respect to parameters x = (x, y):

• J1,x =


coeffdF

(x,y)(I2,x) if dF ≥ c!,

coeff
dF (c!−dF )
(x,y) (Ic!−dF

2,x + MdF

2,x) if 0 < dF < c!,

0 if dF = 0.

� sF slope:

• sF =

{
ord J1,x if nF = 0, and dF ≥ pe or dF = 0,

0 if nF ≥ 1.

� invF
a (X) = (dF , nF , sF ) flag invariant.

� (d, n, s) = max(dF , nF , sF ) maximum over all valid flags F .
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