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1. Introduction

The notion of Terracini locus in projective spaces has been recently introduced in [3]
and then extended to other projective varieties and investigated in [2, 4, 5, 10]. This
property encodes the fact that a set of double points imposes dependent conditions
to a linear system; hence, it gives information for interpolation problems over double
points in special position.

Moreover, it can be interpreted in terms of special loci contained in higher secant
varieties to projective varieties as follows. Recall that the k-th higher secant variety
�k.X/ of a projective variety X � PN is the Zariski closure of the union of all the
linear spaces spanned by k independent points ofX . The varietyX is called k-defective
if it has dimension less than the expected one, i.e. min.N; k dim.X/C k � 1/. By the
famous Terracini lemma [13], a variety is k-defective if the tangent spaces to X at k
general points span a linear space of dimension less than the expected one. Even when
the variety is not k-defective, there may be special sets of points such that the span of
the tangent spaces drops dimension. We call Terracini such special sets of points. For
non-defective varieties, we can see the Terracini sets as the points of the abstract secant
variety for which the differential of the map to the secant variety is not injective; see
e.g. [3] for more details.

The interest in this subject is also motivated by the connection with the theory of
tensors; see e.g. [6,12] for general reference. In particular, since symmetric tensors can
be identified with homogeneous polynomials, the development of geometric methods

https://creativecommons.org/licenses/by/4.0/
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in projective spaces can give contribution to the study of the rank and decompositions
of symmetric tensors.

In this paper, we focus on the case of Pn, and we say that a finite set of points S of
Pn is Terracini with respect to OPn.d/ if

h0
�
	2S .d/

�
> 0; h1

�
	2S .d/

�
> 0; and hSi D Pn:

We denote by T .n; d I x/ the sets of all subsets S � Pn of cardinality x which are
Terracini with respect to OPn.d/.

In the language of secant varieties, the first condition means that the secant variety
�x.X/ � PN does not fill the ambient space since dim �x.X/ D N � h0.	Z.d//

(see e.g. [6, Corollary 1]). On the other hand, if h0.	2S .d// > 0, then the number
h1.	2S .d// equals the so-called x-defect; that is, x.n C 1/ � dim �x.X/ � 1 (see
Lemma 2.5).

Notice that there are no Terracini sets in P1; see Lemma 3.3. The first result of this
paper characterizes the triples n; d; x such that the Terracini locus is non-empty, as
follows.

Theorem 1.1. Fix positive integers n, d and x.

(i) If either n D 1 or d D 2, then T .n; d I x/ D ; for any x.

(ii) T .2; 3I x/ D ; for any x.

(iii) If n � 2, d � 3 and .n; d/ ¤ .2; 3/, then T .n; d I x/ ¤ ; if and only if x �
nC dd=2e.

In order to make a finer description, it is very useful to study minimally Terracini
loci. The minimally Terracini property has been introduced in [2, Definition 2.2] for any
projective variety. A Terracini set of points S � Pn is said to be minimally Terracini
with respect to OPn.d/ if

h1
�
	2A.d/

�
D 0 for all A ¨ S:

We denote by T .n; d I x/0 the set of all S 2 T .n; d I x/ which are minimally Terracini
with respect to OPn.d/.

In Theorem 3.1, we see that ifS 2 S.Pn;x/ is minimally Terracini for some OPn.d/,
then such d is unique and it is the maximal integer t such that h1.	2S .t// > 0.

Note that, for fixed n; d, we know that T.n; d Ix/ is not empty for infinitely many x,
by Theorem 1.1. On the other hand, T .n; d I x/0 � T .n; d I x/ is not empty only for
finitely many x, as proved in Proposition 3.4. In other words, the minimality property
is a strong condition which allows us to prove interesting bounds and characterizations
of the triples n; d; x for which T .n; d I x/0 is or is not empty.
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In Section 4, we investigate the sets of points on rational normal curves and on
their degenerations (reducible rational normal curves). In particular, Theorem 4.2
and Proposition 4.7 completely describe the minimal Terracini sets contained in such
curves. Since rational normal curves contain elements of T .n; d I 1C dnd=2e/0, we
may formulate the following conjecture.

Conjecture 1.2. For any x � bndC1
2
c, we have T .n; d I x/0 D ;.

Here we prove the conjecture for P2, Proposition 5.2, and for P3, Theorem 1.3.
After the easy description of the situation in the plane (see Section 5), we focus on

the case of P3, and we obtain the following three results, which are the main results of
this paper.

Theorem 1.3. Fix integers d � 4 and x such that 2x � 3d C 1. Then, T .3; d Ix/0 D ;.

Theorem 1.4. Fix integers d � 7 and x D 1C d3d=2e. Then, S 2 T .3; d Ix/0 if and
only if S is contained in a rational normal curve.

Theorem 1.5. Fix integers d � 17 and x such that 1 C d3d=2e < x < 2d . Then,
T .3; d I x/0 D ;.

The bound in Theorem 1.5 is sharp, as shown in Example 6.2, where 2d points lie
on an elliptic curve.

Summing up, our results prove that, given d > 0 and x � 2d , the minimal Terracini
loci T .3; d I x/0 are empty except for
• either x D 1C d3d=2e, and in this case the points lie on a rational normal curve,
• or x D 2d , and in this case the points may lie on an elliptic curve.

We call .0; 1 C d3d=2e/; .1 C d3d=2e; 2d/ the first two gaps where the minimal
Terracini loci are empty.

The situation is completely analogous in P2, where the first two gaps are .0; d C 1/
and .d C 1; b3d=2c/; see Section 5.

We expect that a similar behavior happens also in any dimension n � 2.
The paper is organized as follows: in Section 2, we present the preliminary results,

and in particular we introduce the notion of critical scheme, which is a crucial tool in
our proofs. Section 3 contains the first properties of Terracini and minimal Terracini
sets and the proof of Theorem 1.1. In Section 4, we characterize the minimally Terracini
sets of points on rational normal curves and their degenerations. Section 5 is devoted
to the plane, and Section 6 to the case of P3 and to the proofs of Theorems 1.3, 1.4
and 1.5.

We thank the referee for many useful suggestions that improved our presentation.
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2. Preliminaries and notation

We work over an algebraically closed field K of characteristic 0. For any x 2 N, let
S.Pn; x/ denote the set of all subsets of cardinality x of a projective space Pn. For
any set E � Pn, let hEi denote the linear span of E in Pn.

Remark 2.1. It is well known that the set of configurations of nC 2 points of Pn in
linear general position is an open orbit for the action of Aut.Pn/.

Definition 2.2. We denote by T1.n; d I x/ the set of all S 2 S.Pn; x/ such that
• h0.	2S .d// > 0 and h1.	2S .d// > 0.

We denote by T .n; d I x/ � T1.n; d I x/ the set of all S 2 T1.n; d I x/ such that
• hSi D Pn.

We call Terracini locus the set T .n; d I x/, and we say that a finite set S is Terracini
with respect to OPn.d/ if S 2 T .n; d I x/.

Obviously, T .n; d I x/ D ; for all x � n since every S 2 T .n; d I x/ spans Pn.
We recall from [2, Definition 2.2] the following important definition; it applies to

any projective variety, but we write it now only in the case of Pn.

Definition 2.3. A set S is said to be minimally Terracini with respect to OPn.d/ if it
is Terracini and moreover
• h1.	2A.d// D 0 for all A ¨ S .

We denote by T .n; d I x/0 the set of all S 2 T .n; d I x/ which are minimally Terracini
with respect to OPn.d/.

In the next remark, we recall the exceptional cases of the Alexander–Hirschowitz
theorem, which are all the cases when any general set of points is minimally Terracini.

Remark 2.4. Assume .n; d I x/ 2 ¹.2; 4I 5/; .3; 4I 9/; .4; 4I 14/; .4; 3I 7/º. Then, by
the Alexander–Hirschowitz theorem [1], we know that the Veronese variety �d .Pn/ is
x-defective.

Fix a general S 2 S.Pn; x/. We have that h0.	2S .d// > 0 because the x-secant
variety does not fill the ambient space, and h1.	2S .d// > 0 because it is defective.
Moreover, since x � nC 1, we have hSi D Pn and hence S 2 T .n; d I x/.

We prove now that S is minimal. Indeed, since S is general, then any subset S 0 � S
of cardinality y < x is general in S.Pn; y/. Since the secant variety �y.�d .Pn// is
not defective for any y � x � 1, then h1.	2S 0.d// D 0. Then, we have proved that
S 2 T .n; d I x/0.
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We collect here some preliminary results we will use in the sequel.

Lemma 2.5. For any zero-dimensional scheme Z � Pn and any integer t � 0, we
have hi .	Z.t// D 0 for all i � 2, and

h0
�
	Z.t/

�
� h1

�
	Z.t/

�
D

�
nC t

n

�
� deg.Z/:

Proof. SinceZ is zero-dimensional, we have hi .OZ.t//D 0 for all i > 0. Obviously,
hi .OPn.t// D 0 for all i > 0. Then, from the exact sequence

0 �! 	Z.t/ �! OPn.t/ �! OZ.t/ �! 0;

we obtain the formulas in the statement.

Lemma 2.6. LetW � Z � Pn be zero-dimensional schemes and t � 0. Then, we have

h0
�
	Z.t/

�
� h0

�
	W .t/

�
and h1

�
	W .t/

�
� h1

�
	Z.t/

�
and

h0
�
	Z.t/

�
� h0

�
	Z.t C 1/

�
and h1

�
	Z.t C 1/

�
� h1

�
	Z.t/

�
:

Proof. Since W � Z, then we have the exact sequences

0 �! 	W;Z.t/ �! OW .t/ �! OZ.t/ �! 0

and
0 �! 	Z.t/ �! 	W .t/ �! 	W;Z.t/ �! 0:

Since Z is zero-dimensional, then hi .	W;Z.d// D 0 for all i � 1. Then, we get

h0
�
	Z.d/

�
� h0

�
	W .d/

�
and h1

�
	W .d/

�
� h1

�
	Z.d/

�
:

From the exact sequence

0 �! 	Z.t/ �! 	Z.t C 1/ �! OH .t C 1/ �! 0;

where H � Pn is a hyperplane, it follows that

h0
�
	Z.d/

�
� h0

�
	Z.d C 1/

�
and h1

�
	Z.d C 1/

�
� h1

�
	Z.d/

�
:

Lemma 2.7. Given a hyperplane H � Pn and any finite set S � H , we have

h1
�
	2S\H;H .d/

�
� h1

�
	2S .d/

�
� h1

�
	2S\H;H .d/

�
C h1

�
	S .d � 1/

�
:
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Proof. From the residual exact sequence with respect to H

0 �! 	S .d � 1/ �! 	2S .d/ �! 	2S\H;H .d/ �! 0;

and by Lemma 2.5, the statement follows.

We recall from [7] the following useful lemma.

Lemma 2.8 ([7, Lemma 34]). Let Z be a zero-dimensional scheme in Pn, such that
h1.	Z.d// > 0. If deg.Z/ � 2d C 1, then there is a line L such that deg.Z \ L/ �
d C 2. In particular, it follows that deg.Z/ � d C 2.

We recall the following lemma which we learned from K. Chandler [8, 9].

Lemma 2.9. Let W be an integral projective variety, L a line bundle on W with
h1.L/ D 0 and S � Wreg a finite collection of points. Then, h1.	.2S;W / ˝L/ > 0 if
and only if there is a scheme Z � 2S such that any connected component of Z has
degree � 2 and such that h1.	Z ˝L/ > 0.

The schemesZ appearing in Lemma 2.9 are a curvilinear subscheme of a collection
of double points. More precisely, in the following definition, we introduce the notion
of critical schemes, which are the crucial tools in our proofs.

Definition 2.10. GivenS a collection ofx points in Pn, we say that a zero-dimensional
scheme Z is d -critical for S if
• Z � 2S and any connected component of Z has degree � 2,
• h1.	Z.d// > 0,
• h1.	Z0.d// D 0 for any Z0 ¨ Z.

Note that Lemma 2.9 implies that for every S 2 T .n; d Ix/, there exists a d -critical
scheme for S .

The next lemmas describe the properties of a critical scheme.

Lemma 2.11. Let Z be a zero-dimensional scheme such that h1.	Z.d// > 0 and
h1.	Z0.d// D 0 for any Z0 ¨ Z. Then, h1.	Z.d// D 1.

Proof. Assume h1.	Z.d// � 2 and take a subscheme Z0 � Z such that deg.Z0/ D
deg.Z/ � 1. We have h1.	Z0.d// � h1.	Z.d// � deg.Z/C deg.Z0/ > 0. Thus, Z
is not critical, a contradiction.

Lemma 2.12. Fix S 2 T .n; d I x/0 and take Z critical for S . Then, Zred D S .
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Proof. Assume S 0 WD Zred ¤ S . Lemma 2.9 gives h1.	2S 0.d// > 0. Thus, S does
not belong to T .n; d I ; x/0, a contradiction.

Lemma 2.13. Fix integersn�2,d>t�1 andx>1. Take S 2T .n; d I x/0 and a critical
scheme Z for S . Take D 2 jOPn.t/j with Z ª D. Then, h1.	ResD.Z/.d � t // > 0.

Proof. Since Z ª D and it is critical, then Definition 2.10 gives h1.	Z\D.d// D 0.
Thus, the residual exact sequence with respect toD gives h1.	ResD.Z/.d � t // > 0.

3. First results on minimally Terracini sets of points

We now prove the fact that if S 2 S.Pn; x/ is minimally Terracini for some OPn.d/,
then such d is unique and it is the maximal integer t such that h1.I2S .t// > 0.

Theorem 3.1. Fix n � 2 and S 2 T .n; d I x/0. Then,

(i) h1.	2S .d C 1// D 0,

(ii) S … T .n; t I x/ for any t � d C 1,

(iii) S … T .n; t I x/0 for any t � d � 1.

Proof. We now prove (i) by contradiction. Assumeh1.	2S .dC1//>0. By Lemma 2.9,
there is a .d C 1/-critical scheme Z for S . Recall that, in particular, every component
of Z has degree � 2. Moreover, by Lemma 2.12, we have S � Z � 2S , whereas from
Lemma 2.11, we know that h1.	Z.d C 1// D 1.

Fix p 2 Zred and call Z.p/ the connected component of Z supported at p. Set
L WD hZ.p/i. Then, L is either a line, or a point L D Z.p/ D ¹pº.

Let H � Pn be a general hyperplane containing L. Since Z is curvilinear, by
generality ofH , we can assume that the scheme Z \H is equal to the scheme Z \L.
Let us denote � D Z \H D Z \ L. We will consider separately two possibilities:
h1.	�;H .d C 1// > 0 and h1.	�;H .d C 1// D 0.

(a) Assume first h1.	�;H .d C 1// > 0. Then, L is a line. Since � � L, then we
have the following diagram, whose rows and columns are exact sequences:

	L;H .d C 1/ 	�;H .d C 1/ 	�;L.d C 1/

	L;H .d C 1/ OH .d C 1/ OL.d C 1/

O� .d C 1/ O� .d C 1/:

From the diagram, we get h1.	�;L.d C 1// > 0, which implies h1.	� .d C 1// > 0.
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Since hSiDPn and n�2, the set S 0DS\L is different from S . Now by Lemma 2.9,
we have that h1.	2S 0.d C 1// > 0, and Lemma 2.6 implies that h1.	2S 0.d// > 0.
Hence, we have S … T .n; d I x/0, a contradiction.

(b) Now assume h1.	�;H .d C 1//D 0. In this case, the residual exact sequence with
respect toH gives h1.	ResH .Z/.d// > 0. Since ResH .Z/red � S n ¹pº, by Lemma 2.9,
we have that h1.	2.Sn¹pº/.d// > 0. This contradicts the minimality of S ; that is,
S … T .n; d; x/0, a contradiction.

Now it is easy to prove (ii). Indeed by using (i) and Lemma 2.6, we get, for any
t � d C 1, that h1.	2S .t// � h1.	2S .d C 1// D 0. Hence, S … T .n; t I x/.

We prove (iii) by contradiction. Indeed assume t � d � 1 and S 2 T .n; t I x/0.
But then by (i), we have h1.	2S .t C 1// D 0. Then, since t C 1 � d by Lemma 2.6,
we have h1.	2S .d// � h1.	2S .t C 1// D 0, which contradicts the assumption S 2
T .n; d I x/0.

The following result is a kind of concision or autarky for Terracini loci of Veronese
varieties.

Proposition 3.2. Take a finite set of points S � Pn such thatM WD hSi � Pn. Then,

h1
�
M;	2S\M;M .d/

�
> 0 if and only if h1

�
	2S .d/

�
> 0:

Proof. By Lemma 2.6, we have h1.	2S .d//� h1.	2S\M .d//. SinceM is arithmeti-
cally Cohen–Macaulay, we get h1.M;	2S\M;M .d// D h1.	2S\M .d//. Hence, the
only if part is obvious.

Now assume h1.	2S .d// > 0. Take a hyperplane H � Pn such that H �M and
use induction on n � dimM . It is sufficient to prove that h1.H;	2S\H;H .d// > 0.

Take a critical scheme Z for S . In order to conclude by Lemma 2.9, it is enough to
find a zero-dimensional schemeW � H such that h1.H;	W;H .d// > 0,Wred D Zred

and for each p 2 Zred the connected componentsZp andWp ofZ andW containing p
have the same degree. Fix a general o2Pn nH . Letho WPn n ¹oº �!H denote the linear
projection from o. Since o is general, o is not contained in one of the finitely many lines
spanned by the degree 2 connected components ofZ. SinceZred�H , o is not contained
in a line spanned by 2 points of Zred. Thus, hojZ is an isomorphism. Set W WD ho.Z/.
By the semicontinuity theorem for cohomology to prove that h1.H;	W;H .d// > 0,
it is sufficient to prove that W is a flat limit of a flat family ¹Wcºc2Kn¹0º of schemes
projectively equivalent toZ. Fix a system x0; : : : ;xn of homogeneous coordinates of Pn

such thatH D ¹x0 D 0º and oD Œ1 W 0 W : : : W 0�. For any c 2 K n ¹0º, let hc denote the
automorphism of Pn defined by the formulahc.Œx0 W x1 W : : : W xn�/D Œcx0 W x1 W : : : W xn�.
Note that hcjH W H �! H is the identity map. Set Wc WD hc.W /.

We start now the classification of Terracini and minimal Terracini sets of points
in Pn. Obviously, T .n; d I x/D; for all x�n since every S 2T .n; d I x/ spans Pn.
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Lemma 3.3. T .1; d I x/ D T1.1; d I x/ D ; for all d > 0 and x > 0.

Proof. Assume by contradiction the existence ofS 2T1.1;d Ix/. Then,h1.	2S .d//>
0 and hence 2x� d C 2 andh0.	2S .d//> 0 and hence 2x� d C 1, a contradiction.

The following proposition shows a key difference between T .n; d Ix/ and its subset
T .n; d I x/0. In particular for fixed n and d , we have T .n; d I x/0 ¤ ; for only finitely
many integers x.

Proposition 3.4. Fix integers n � 2 and d � 3. Set

� WD

��nCd
n

�
C 1

nC 1

�
and then T .n; d I x/0 D ; for all x > �.

Proof. Letx > � and assume by contradictionS 2T .n;d Ix/0. Then,h0.	2S .d// > 0,
and, by Lemma 2.6, h0.	T .d// > 0 for all T � S . Take T � S with #.T /D x � 1� �.
Then, we have h1.	2T .d// > 0 by Lemma 2.5. Then, S is not minimally Terracini.

Lemma 3.5. T .n; 2I x/ D ; for all x > 0 and all n > 0.

Proof. Assume by contradiction that S 2 T .n; 2I x/. Since hSi D Pn, we have x �
nC 1.

First assume x D nC 1. Since hSi D Pn, then the points of S are linearly inde-
pendent. Recall that all the quadrics with the same rank are projectively equivalent.
Since a general quadric form in Pn has rank nC 1, we have that the .nC 1/-secant
variety to �2.Pn/ fills the ambient space; hence, h0.	2S .2// D 0, and this contradicts
the fact that S is Terracini.

Now assume x � nC 2. Since hSi D Pn, there exists a subset S 0 � S of cardinality
nC 1 and such that hS 0i D Pn. We just proved that h0.	2S 0.2// D 0. By Lemma 2.6,
we deduce that h0.	2S .2// D 0.

The following result shows that many elements of T1.n; d I x/ n T .n; d I x/ are
easily produced and not interesting.

Lemma 3.6. Fix n � 2, d � 2 and x � dd=2e C 1. Let S be a collection of x points
on a line L � Pn. Then, S 2 T1.n; d I x/.

Proof. We need to prove that h1.	2S .d// > 0 and h0.	2S .d// > 0. Fix a hyperplane
H containingL. TakeG WD2H ifdD2 and callG the union of 2H and a hypersurface of
degree d�2 if d >2. Since S�Sing.G/, we have h0.	2S .d//>0. Since deg.2S \L/
D 2x � d C 2, h1.	2S\L.d// > 0. Thus, h1.	2S .d// > 0, by Lemma 2.6.
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Lemma 3.7. For any x > 0, we have T .3; 3I x/0 D ;.

Proof. The case x � 4 will be treated in Proposition 3.10.
Fix nowx � 5 and assume by contradiction that there existsS 2T .3;3Ix/0. If four of

the points ofS are in a planeH , thenS is not minimal. Indeed ifA is the union of the four
points in the plane, then h1.	2A.3// D h1.	2A\H;H .3// > deg.2A \H/ �

�
2C3
2

�
D

12 � 10 D 2 by Proposition 3.2 and Lemma 2.5.
Therefore, the points of S are in a linearly general position. Consider S 0 � S of

cardinality 5. The points of S 0 are in a linearly general position and, by Remark 2.1,
they are projectively equivalent to a general set of five points A of P3.

Since the Veronese variety �3.P3/ is not defective, by the Alexander–Hirschowitz
theorem, we know that �4.�3.P3// fills the ambient space. Hence, h0.	2A.3// D 0.
Then, h0.	2S 0.3//D 0, and by Lemma 2.6, we get h0.	2S .3//D 0, and this contradicts
the fact that S is Terracini.

3.1. Proof of Theorem 1.1

We are now in position to give the proof of Theorem 1.1 which classifies Terracini loci.
We start with the following lemma.

Lemma 3.8. Assume n � 1 and d � 2. Let Z � Pn be a zero-dimensional scheme
such that deg.Z/ � d C nC 1, h1.	Z.d// > 0 and hZi D Pn. Then, there is a line
L such that deg.L \Z/ � d C 2 and deg.Z/ D d C nC 1.

Proof. The lemma is trivial for n D 1.
We prove the statement by induction on n � 2. First we assume n D 2. Since

deg.Z/ � 2d C 1, there is a line L such that deg.Z \ L/ � d C 2, by Lemma 2.8.
Clearly, since hZi D P2, we get deg.Z/ D d C 3.

Now assume n > 2. Take a hyperplane H � Pn such that w WD deg.Z \H/ is
maximal. Since hZi D Pn, we have n � w < z and hZ \H i D H .

If h1.	Z\H;H .d// > 0, then by induction, we have that there is a line L such
that deg.L \ .Z \H// � d C 2 and deg.Z \H/ D d C n. Hence, it follows that
deg.L \Z/ � d C 2 and deg.Z/ � d C nC 1; hence, deg.Z/ D d C nC 1.

Now assume h1.	Z\H;H .d//D 0, and by the residual exact sequence with respect
to H

(1) 0 �! 	ResH .Z/.d � 1/ �! 	Z.d/ �! 	Z\H;H .d/ �! 0;

we have h1.	ResH .Z/.d � 1// > 0. By Lemma 2.8, since deg.ResH .Z// � z � w �
d C 1� 2d C 1, we have a lineLwith deg.L\ResH .Z//� d C 2. Since hZi D Pn,
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we must have deg.Z/ � deg.Z \ L/C n � 1 � d C nC 1. Hence, the assumption
deg.Z/ � d C nC 1 implies that deg.Z/D d C nC 1 and deg.L\Z/ � d C 2.

The following Proposition 3.10 proves the emptiness of the Terracini locus for small
number of points. We give first a numerical lemma which will be used in the proof of
the proposition.

Lemma 3.9. Given x; y;m;n; d 2 N, such that d � 3, n � 3,m < n, x � y C n�m,
x � nC dd

2
e � 1, y.mC 1/ �

�
mCd
m

�
, then we have m D 1.

Proof. Using the assumptions, in particular, y � x � .n �m/ � x � 1, we have�
mC d

m

�
� .x � 1/.mC 1/�

�
mC

�
d

2

�
� 2

�
.mC 1/�

�
m� 1C

d

2

�
.mC 1/:

We prove now by induction on m � 2 that

(2)
�
mC d

m

�
>

�
m � 1C

d

2

�
.mC 1/:

It is easy to check that (2) is true for m D 2 and any d � 3. Now we assume (2) for m
and we have, by using the induction hypothesis,�

mC 1C d

mC 1

�
D

�
mC d

mC 1

�
C

�
mC d

m

�
D

�
mC d

m

��
d

mC 1
C 1

�
>

�
m � 1C

d

2

�
.mC 1/

�
d

mC 1
C 1

�
D

�
m � 1C

d

2

�
.d CmC 1/

D

�
m � 1C

d

2

�
.mC 2/C

�
m � 1C

d

2

�
.d � 1/

�

�
mC

d

2

�
.mC 2/;

where the last inequality holds because .m� 1C d
2
/.d � 1/ � .mC 2/ for any d � 3

and m � 1.
Hence, since we have proved (2) for any m � 2, we conclude that m D 1.

Proposition 3.10. Assume n; d � 2 and fix an integer x such that

x � nC

�
d

2

�
� 1:

Then, T .n; d I x/ D ;.
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Proof. The case d D 2 is true by Lemma 3.5; hence, we can assume d � 3.
Assume n D 2. Assume by contradiction that S 2 T .2; d I x/. Let Z be a critical

scheme for S ; then, we have deg.Z/ � 2x � d C 3. Hence, by Lemma 3.8, there exists
a line L such that deg.Z \ L/ � d C 2 and hence x > #.S \ L/ � dd=2e C 1, a
contradiction.

Assume n� 3 and use now induction on n. By contradiction, assumeS 2T .n;d Ix/.
Let S 0 � S be the minimal subset such that h1.	2S 0.d// > 0. Set y WD #S 0,M WD hS 0i
andm WD dimM . Proposition 3.2 givesh1.	2S 0\M;M .d// > 0. Notice that Lemmas 2.9
and 2.8 imply that 2y � d C 2.

(I) If m < n, then we consider two cases.

(a) If h0.M;	2S 0\M .d// > 0, then we have y �mCdd=2e by the induction assump-
tion. Then, x � y C .n �m/ D nC dd=2e, a contradiction.

(b) If h0.M; 	2S 0\M .d// D 0, then y.m C 1/ �
�
mCd
m

�
. Since S spans Pn, then

x � y C .n�m/. Hence, by Lemma 3.9, we getm D 1. Then,M is a line and in
this case we have again a contradiction because, since 2y � d C 2, we have

x � y C .n � 1/ �
d C 2

2
C n � 1 D nC

d

2
:

(II) Thus, we may assume m D n. Let H � Pn be any hyperplane such that H is
spanned by S 0 \H . Let S 00 D S 0 \H . Then, n� #.S 00/ < y. Since ResH .2S 00/D S 00,
we have the exact sequence:

(3) 0 �! 	S 00.d � 1/ �! 	2S 00.d/ �! 	2S 00\H;H .d/ �! 0:

The minimality of S 0 and Proposition 3.2 give h1.H;	2S 00\H;H .d// D 0.

(a) Now, if h1.	S 00.d � 1// > 0, then

(a.1) either #.S 00/ � nC d , which gives a contradiction with x � nC dd
2
e � 1;

(a.2) or #.S 00/ � nC d � 1. In the latter case, Lemma 3.8 applied to S 00 � H
gives #.S 00/ D nC d � 1, which also contradicts x � nC dd=2e � 1.

(b) Hence, we may assume h1.	S 00.d � 1// D 0. From the exact sequence (3), we
get h1.	2S 00.d// D 0.

We consider now the residual exact sequence with respect to the quadric hypersur-
face 2H :

0 �! 	S 0nS 00.d � 2/ �! 	2S 0.d/ �! 	2S 00;2H .d/ �! 0;

where Res2H .2S 0/ D S 0 n S 00.
Since the quadric hypersurface 2H in Pn is arithmetically Cohen–Macaulay, we get

h1.	2S 00;2H .d//D 0, which implies h1.	S 0nS 00.d � 2// > 0. Then, by Lemma 2.8, we
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have deg.S 0 n S 00/ � d . But since deg.S 0 n S 00/ D #.S 0 n S 00/ � y � n � dd=2e � 1,
we have a contradiction, since dd=2e � 1 < d for all d � 2.

We now give the proof of the main result of this section.

Proof of Theorem 1.1. Part (i) is true by Lemmas 3.3 and 3.5.
We prove now part (ii). Assume n D 2 and d D 3. A singular plane cubic C with

at least 3 singular points is either the union of 3 lines or a triple line or the union of
a double line and another line. Thus, if Sing.C / spans P2, then # Sing.C / D 3 and
Sing.C / is projectively equivalent to any configuration of 3 non-collinear points. Hence,
T .2; 3Ix/ D ; for all x � 4. Thus, we have proved (ii) because clearly T .2; 3I 3/ D ;.

For part (iii), assume that n � 2, d � 3 and .n; d/ ¤ .2; 3/. By Proposition 3.10,
we have that if x < nC dd=2e, then T .n; d Ix/ D ;. Hence, it is enough to prove that
T .n; d I x/ ¤ ; for x � nC dd=2e.

We now analyze three different cases separately.
(I) Consider first the case n D 2 and d � 4. We assume x � dd=2e C 2. Let

L;M;N be three distinct lines and G WD .d � 2/L [M [N . Take as S the union
of the point M \ N and x � 1 points on L n .M [ N/. Since S � Sing.G/, then
h0.	2S .d// > 0. Furthermore, we claim that h1.	2S .d// > 0. Indeed L contains
at least dd=2e C 1 points of L; hence, deg.2S \ L/ � d C 2 and by Lemma 2.7
we have h1.	2S .d// � h1.	2S\L;L.d// > 0. Summing up, since hSi D P2, we get
S 2 T .2; d I x/, i.e., T .2; d I x/ ¤ ;.

(II) Now assume n � 3, d D 3 and x � nC 2. Fix hyperplanesH;K;U of Pn such
that dimH \K \ U D n � 3. SinceH \K andH \ U are 2 different codimension
1 subspaces of H , their union spans H .

Let S be the union of n general points in .H \ K/, one point in .H \ U/ n
.H \K \U/ and a point in .K \U/ n .H \K \U/. Then, hSi DPn,h0.	2S .3//¤
0 and it is easy to show (by induction on n) that h1.	2S .3//¤ 0. Hence, by Lemma 2.6,
for any configuration S 0 of points such that S � S 0 � Sing.L [M [ N/, we have
S 0 2 T .n; d I #.S 0//. In consequence, T .n; 3I x/ ¤ ; for all x � nC 2 and n � 3.

(III) Now assume n � 3, d � 4 and x � nC dd=2e. As before, fix hyperplanes
H;K;U with dim.H \K \ U/ D n � 3 and take a line L � H and set

G WD .d � 2/H [K [ U:

Consider a collection E of x � nC 1 points on the line L. Since #E � dd=2e C 1, by
Lemma 3.6, we have h1.	2E .d// > 0. Let A � H be a collection of n � 2 general
points. Note that hE [Ai DH . Take as S the union ofA[E and a point of .U \K/ n
.H \K \ U/. Obviously, S spans Pn and h1.	2S .d// > 0 by Lemma 2.6. Moreover,
h0.	2S .d// > 0 by construction, and in consequence, S 2 T .n; d I x/ ¤ ;.
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Notice that the set of points S 2 T .3; 3I 5/ produced in the previous proof is not
minimally Terracini because 4 points belong to a plane. Indeed by Lemma 3.7, we
already know that T .3; 3I 5/0 D ;.

4. Rational normal curves

We start now to analyze the set of points lying on a rational normal curve. For each
n > 1, we denote by Cn the set of all rational normal curves of Pn.

Lemma 4.1. Fix integers n � 2, d � 4 and x � dnd=2e. Take a rational normal curve
C 2 Cn and let S � C be a collection of x points on C . Then, h1.	2S .d// D 0.

Proof. Assume by contradiction that h1.	2S .d// > 0. By Lemma 2.9, there exists a
d -critical scheme Z for S . Since C is scheme-theoretically cut-out by quadrics, there
is Q 2 j	C .2/j such that Q \Z D C \Z WD � and we have

0 �! 	C;Q.d/ �! 	�;Q.d/ �! 	�;C .d/ �! 0:

Since deg.Z/ � 2x � nd C 1, we have h1.	�;C .d// D 0, and since C is projectively
normal, we get h1.	�;Q.d// D 0. Thus, the residual exact sequence with respect to Q
and the fact that h1.	Z.d// > 0 give h1.	ResQ.Z/.d � 2// > 0.

Since ResQ.Z/ � S � C , we have

0 �! 	C .d � 2/ �! 	ResQ.Z/.d � 2/ �! 	ResQ.Z/;C .d � 2/ �! 0:

We have h1.	C .d � 2// D 0 because C is projectively normal.
Note that deg.ResQ.Z// < n.d � 2/C 2; indeed

deg
�

ResQ.Z/
�
� x �

�
nd

2

�
� n.d � 2/C 1;

where the last inequality is true for d � 4. Then, we have

h1
�
	ResQ.Z/;C .d � 2/

�
D h1

�
OP1

�
n.d � 2/ � deg

�
ResQ.Z/

���
D 0;

and we have a contradiction with h1.	ResQ.Z/.d � 2// > 0.

Theorem 4.2. Fix integers n � 2, d � 3 and assume .n; d/¤ .2; 3/. Given a rational
normal curve C 2 Cn and a collection S � C of x points on the curve. Then,

(i) if n � 3, d � 4 and x � 1C dnd=2e, then S 2 T .n; d I x/;

(ii) if n � 4, d D 3 and x D 1C dnd=2e, then S 2 T .n; d I x/;

(iii) if n � 2, d � 4 and x D 1C dnd=2e, then S 2 T .n; d I x/0.
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Proof. By the exact sequence

0 �! 	C[2S .d/ �! 	2S .d/ �! 	2S\C;C .d/ �! 0

since h1.	2S\C;C .d//D h1.OP1.nd � 2x// > 0whenever x � 1Cdnd=2e, we have
h1.	2S .d// > 0. Since x � nC 1 and C is a rational normal curve, then hSi D Pn.

If n � 3, then h0.	C .2// � 2; hence, C is contained in a quadric hypersurface.
Thus, if d�4, we have h0.	2S .d//>0. Hence, S 2T .n; d Ix/ and we have proved (i).

Assume now x D 1C dnd=2e. Fix a collection A of x general points on C and
note that by generality, h0.	2S .d// � h0.	2A.d//.

Hence, assuming d D 3, we have

h0
�
	2S .3/

�
�

�
nC 3

3

�
� .nC 1/x > 0;

where the last inequality is true for any n � 5. If n D 4 and x D 7, we have

h0
�
	2S .3/

�
� h0

�
	2A.3/

�
D 1;

by the Alexander–Hirschowitz theorem. In consequence, S 2 T .n; 3 W x/, which ends
the proof of (ii).

Now assume nD 2 and x D d C 1. We have h0.	2S .d//�
�
dC2
2

�
� 3.d C 1/ > 0,

for d � 5. If d D 4 and x D 5, then h0.	2S .4// � h0.	2A.4// D 1, again by the
Alexander–Hirschowitz theorem. Hence, S 2 T .n; d I x/ for n D 2 and d � 4.

In order to complete the proof of (iii), we need to prove the minimality of S , and
this follows by Lemma 4.1.

Remark 4.3. Recall that by Theorem 1.1, we know that T .2; 3I x/ D ; for all x > 0.
Moreover, in the proof of Lemma 3.7, we have seen that a set of x � 5 points in a
linearly general position in P3 is not Terracini. Hence, if S is a collection of x � 5
points on a rational normal cubic curve, we have S 62 T .3; 3I 5/.

4.1. Degenerations of rational normal curves

We introduce now the notion of reducible rational normal curves.

Definition 4.4. A reduced, connected and reducible curve T � Pn, for n � 2, such
that deg.T / D n and hT i D Pn is called reducible rational normal curve.

Of course, in P2, a reducible rational normal curve is a reducible conic.
Since T is connected, there is an ordering T1; : : : ; Ts of the irreducible component

such that each T Œi � WD T1 [ � � � [ Ti , 1 � i � s, is connected. We say that each such
ordering of the irreducible components of T is a good ordering.
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Set ni WD deg.Ti /. Note that n D n1 C � � � C ns and dimhTi i � ni with equality if
and only if Ti is a rational normal curve in its linear span. For i D 1; : : : ; s � 1, we
have the following Mayer–Vietoris exact sequence

(4) 0 �! OT ŒiC1�.t/ �! OT Œi�.t/˚OTiC1
.t/ �! OT Œi�\TiC1

.t/ �! 0;

in which T Œi �\ TiC1 is the scheme-theoretic intersection. Since T Œi C 1� is connected,
deg.T Œi � \ T Œi C 1�/ > 0. Thus, (4) gives dimhT Œi C 1�i � dimhT Œi �i C ni with
equality if and only if deg.T Œi � \ T Œi C 1�/ D 1, TiC1 is a rational normal curve in
its linear span and hT Œi �i \ hTiC1i is the point T Œi � \ TiC1.

Since n D n1 C � � � C ns , by induction on i , we get pa.T / D 0 and each Ti is a
rational normal curve in its linear span. Using (4) and induction on t , we also get
h1.OT .t// D 0 and h0.OT .t// D nt C 1 for all t � 0, and that the restriction map
H 0.OPn.t// �! H 0.OT .t// is surjective; i.e., T is arithmetically Cohen–Macaulay.
In the same way, we see that each T Œi � is arithmetically Cohen–Macaulay in its linear
span.

Recall that each Ti is smooth. For any p 2 Ti , let Li .p/ denote the tangent line
of Ti at .p/. Take p 2 Sing.T / and let Ti1 ; : : : ; Tik , k � 2, be the irreducible compo-
nents of T passing through p. Since n D n1 C � � � C ns and pa.T / D 0, the k lines
Li1.p/; : : : ; Lik .p/ through p span a k-dimensional linear space (such a singularity
is often called a seminormal or a weakly normal curve singularity).

An irreducible component Ti of T is said to be a final component if #.Ti\Sing.T //
D 1. Since s � 2, T has at least 2 final components (e.g. T1 and Ts for any good
ordering of the irreducible components of T ), but it may have many final components
(e.g. for some T with s � 3, we may have

#
�
Ti \ Sing.T /

�
D 1 for all i � 2

and there is one T , unique up to a projective transformation, formed by n lines through
the same point).

Remark 4.5. Take a (reducible) rational normal curve T � Pn. Since h1.OT / D 0,
the exact sequence

0 �! 	T �! OPn �! OT �! 0

givesh2.	T /D 0. Sinceh1.	T .1//D 0, the Castelnuovo–Mumford lemma implies that
the homogeneous ideal of T is generated by quadrics. Thus, T is scheme-theoretically
cut out by quadrics.

Lemma 4.6. Fix n � 2, d � 4. Let T be a reducible rational normal curve in Pn and
S 2 S.Pn; x/ such that S � Treg and hSi D Pn. If 2x � dnC 2, then S 2 T .n; d Ix/.
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Proof. Since h0.	T .2// D
�
n
2

�
, we have that h0.	2S .d// > 0 if d � 4.

SetZ WD 2S \ T . Since S \ Sing.T /D ;, deg.Z/D 2x andZ is a Cartier divisor
of T . Since h0.OT .d// D nd C 1, then h1.	Z;T .d// � 1. Hence, h1.	Z.d// � 1
since T is arithmetically Cohen–Macaulay, and S 2 T1.n; d I x/. Finally, since by
assumption hSi D Pn, we conclude that S 2 T .n; d I x/.

Proposition 4.7. Assume n � 2 and d � 5 and set

x D 1C

�
nd

2

�
:

Fix a reducible rational normal curve T D T1 [ � � � [ Ts � Pn, s � 2. Assume the
existence of S 2 T .n; d Ix/0 such that S � T . Set ni WD deg.Ti / and xi WD #.S \ Ti /.
Then,

(i) S � Treg;

(ii) n is even and d is odd;

(iii) every final component Ti of T has ni odd and 2xi D nid C 1.

Proof. Set W WD 2S \ T . Note that x1 C � � � C xs � x and that x1 C � � � C xs D x
if and only if S � Treg. We have n D n1 C � � � C ns , 2x D nd C 2 if nd is even and
2x D nd C 3 if n and d are odd. Obviously, s � d and hence s � 1 < x.

Step 1. We prove first of all that, for any i ,

(5) 2xi � nid C 1:

Assume, by contradiction, that there exists i such that 2xi > nid C 1 and set S 0 D
S \ Ti . Note that h1.	2S 0.d// D h1.	2S 0;Ti

.d// since Ti is arithmetically Cohen–
Macaulay. Then, since h0.OTi

.d// D nid C 1 and deg.2S 0/ � nid C 2, we have
h1.	2S 0.d// > 0 and hence S … T .n; d I x/0, a contradiction.

Step 2. We prove now (i) by contradiction. Set S1 WD S \ Sing.T / and S2 WD S n S1.
Since T has at most s � 1 singular points, S2 ¤ ;. We assume by contradiction that
S1 ¤ ;.

For each o 2 Sing.T /, let m.o/ denote the number of irreducible components of T
passing through o. We saw that T has Zariski tangent of dimension m.o/ and hence
the connected component W.o/ of W supported at the point o has degree m.o/C 1.
Thus, denoting w D deg.W /, we have

(6) w D 2#.S2/C
X
o2S1

�
m.o/C 1

�
� 2x C #.S1/:
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If deg.W / � nd C 4, then fix u 2 S2 and set S 0 WD S n ¹uº. Note that

h1
�
	2S 0.d/

�
D h1

�
	2S 0;T .d/

�
since T is arithmetically Cohen–Macaulay. Then, since h0.OT .d// D nd C 1 and
deg.2S 0/ � w � 2 � nd C 2, we have h1.	2S 0.d// > 0 and hence S … T .n; d I x/0,
a contradiction.

Then, we can assume

(7) deg.W / � nd C 3:

(a) Assume first nd even. Hence, we have 2xDndC2. Then, it follows that #S1D1,
sayS1D ¹uº, andT is nodal atu. Sincepa.T /D 0,T is connected, the irreducible
components of T are smooth and T is nodal at u, T n ¹uº has 2 connected
components. CallT 0 andT 00 the closures in Pn of the two connected components of
T n ¹uº. Note that deg.W /D deg.W \ T 0/C deg.W \ T 00/ and nD dimhT 0i C
dimhT 00i, either deg.W \ T 0/ � dimhT 0i C 2 or deg.W \ T 00/ � dimhT 00i C 2.
Thus, S … T .n; d I x/0, and we have a contradiction. We have proved (i) in this
case.

(b) Now assume d odd and n odd. Then, 2x D nd C 3, and by using (6) and (7), we
get S1 D ;. We have proved (i) in this case.

Step 3. Since d � 5, a good ordering of the irreducible components of T and s � 1
Mayer–Vietoris exact sequences give h1.	S .d � 2// D 0. Let Z be a critical scheme
for S ; that is, h1.	Z.d// > 0. Since h1.	T .1// D 0 and h2.	T / D h2.OT .1// D 0,
the Castelnuovo–Mumford lemma gives that 	T .2/ is globally generated. Since 	T .2/

is globally generated and every connected component of Z has degree � 2, Q \Z D
T \Z for a general Q 2 j	T .2/j. Since ResQ.Z/ � S and h1.	S .d � 2// D 0 and
Q is arithmetically Cohen–Macaulay, the residual exact sequence with respect to Q
gives h1.	Z\Q.d// D 0 and hence Z � T . Thus, Z � W . Since T is arithmetically
Cohen–Macaulay, we get h1.	Z;T .d// > 0 and hence

(8) h1
�
	W;T .d/

�
> 0:

Step 4. We prove now (ii). Recall that, since S � Treg, we have x1 C � � � C xs D x
and n1 C � � � C ns D n.

Assume by contradiction that d is even. Recall the inequality (5) from Step 1. If d
is even, 2xi � nid C 1 is equivalent to 2xi � nid , and this implies 2x � nd which
contradicts the assumption 2x D nd C 2. We have proved that d is odd.

From now on, we assume d odd. Recall (5), and in particular, 2xi � nid C 1 for
all odd ni and 2xi � nid for all even ni .



minimal terracini loci in projective space 193

Now assume n odd by contradiction. In particular, since 2x D nd C 3, by (5)
we have s � 3, and there are at least three odd ni with 2xi D nid C 1. Let T 0 be a
minimal connected subcurve of T such that deg.T 0 \W / � 2C d dim.hT 0i/. Since
2xi � nid C 1 for all i , by (5), and each subcurve T 00 of T has at least one final
component (a final component of T 00, not necessarily of T ), the minimality of T 0

gives deg.T 0 \W /D 2C d dim.hT 0i/. It follows that S \ T 0 2 T .n; d Ix/ and, since
S \ T 0 ¨ S , we conclude that S … T .n; d I x/0, a contradiction.

Then, we have proved (ii).

Step 5. We finally prove (iii). We know that d is odd and n is even by (ii).

Let Ti any final component of T . Let Y be the union of all other components of T .
Since Ti is a final component, Y is connected. Then, deg.Y / D dimhY i, and hence Y
is a, possibly reducible, rational normal curve in hY i, hY i \ hTi i is a point, p, and ¹pº
is the scheme-theoretic intersection of Ti and Y . We proved in Step 2 that p … S . Since
hSi D Pn and p … S , then hS \ Ti i D hTi i and hS \ Y i D hY i and in particular
S \ Ti ¤ ; and S \ Y ¤ ;. Since S is minimal and T is arithmetically Cohen–
Macaulay, h1.	Z\Ti

.d// D h1.	Z\Y;T .d// D 0. The following Mayer–Vietoris type
sequence on T

(9) 0 �! 	W;T .d/ �! 	W\Ti ;Ti
.d/˚ 	W\Y;Y .d/ �! Op.d/ �! 0

is exact because p … S . We proved that h1.	Z\Ti ;Ti
.d// D h1.	Z\Y;Y .d// D 0.

Assume by contradiction that ni is even. Then, we have 2xi � nid . The restriction
map

H 0
�
	W\Ti ;Ti

.d/
�
�! H 0

�
Op.d/

�
is surjective because Ti Š P1 and deg.W \ Ti / � deg.OTi

.d//. Thus, (9) gives
h1.	W;T .d// D 0, a contradiction with (8). Then, we have proved that ni is even
for every final component Ti of T . Hence, we also have 2xi D nid C 1 and this
concludes the proof.

5. Minimally Terracini finite sets in the plane

In this section, we focus on the case of the plane. We deduce from [11] the following
result, which we will need in the sequel.

Remark 5.1. Fix positive integers d; z such that z � 3d . Let Z � P2 be a zero-
dimensional scheme, Z ¤ ;. If deg.Z/ D z and d is the maximal integer t such that
h1.IZ.t// > 0, then either there is line L such that deg.L \Z/ � d C 2 or there is a
conic such that deg.Z \D/ � 2d C 2 or z D 3d and Z is the complete intersection
of a plane cubic and a degree d plane curve (see [11, Remarque (i), p. 116]).
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Proposition 5.2. Fix integers x > 0 and d � 4.

(a) If x � d , then T .2; d I x/0 D ;.

(b) Let S 2 S.P2; d C 1/. Then, S 2 T .2; d; d C 1/0 if and only if S is contained in
a reduced conic D. Moreover, if D D R [ L is reducible (with L and R lines),
then d is odd, #.S \R/ D #.S \ L/ D .d C 1/=2 and S \R \ L D ;.

(c) Assume d � 5. Then, T .2; d I x/0 D ; for all x such that d C 2 � x < 3d=2.

Proof. We prove (a) by contradiction. Assume x � d and consider S 2 T .2; d I x/0.
Let Z be a critical scheme for S . We have deg.Z/ � 2x and d is the maximal integer
such that h1.	Z.d// > 0 by Theorem 3.1. Then, deg.Z/ � 2d and, by Lemma 2.8,
there is a line L such that deg.Z \ L/ � d C 2. Thus, h1.	Z\L.d// > 0. Since
hSi D P2, S is not minimal, a contradiction.

The if implication of part (b) follows from Theorem 4.2 (iii).
We prove now the other implication of (b). Take S 2 T .2; d Id C 1/0 and letZ be a

critical scheme for S . By Lemma 2.12, Zred D S . Assume that S is not contained in a
reduced conic. Since hSi D P2, S is not contained in a double line; therefore, S is not
contained in a conic. Hence, Remark 5.1 implies that there is a line L � P2 such that
deg.L \Z/ � d C 2 and hence h1.	Z\L.d// > 0. Hence, S is not minimal. Finally,
Proposition 4.7 gives the last part of (b).

We prove finally (c) by contradiction. Assume d C 2 � x < 3d=2 and let S 2
T .2;d Ix/withZ critical forS . SinceS is minimal, #.S \L/� .d C 1/=2 for all lines
L and #.S \D/� 2d C 1 for each conic. SinceZ is critical, deg.Z \L/� d C 1 for
each lineL and deg.D \Z/� 2d C 1 for any conicD. Thus, since deg.Z/� 3d � 1,
by Remark 5.1, we have h1.	Z.d// D 0, a contradiction.

Just above the range covered by Proposition 5.2, we have the following examples.

Example 5.3. Assume d D 2k, for k 2 N, d � 6, and take x WD 3k. Let C � P2

be a smooth plane cubic and T a smooth plane curve of degree k. Take as S the
complete intersection C \ T . Set Z WD C \ 2T D 2S \ C . Since deg.Z/ D 3d and
h0.OC .d// D 3d , then

h1
�
	Z;C .d/

�
D h0

�
	Z;C .d/

�
D 1:

Since h0.OC .d � 3// D 3d � 9 � 3k D #S , we get h1.	S;C .d � 3// D 0. Since C
is arithmetically normal, h1.	S .d � 3// D 0. Thus, the residual exact sequence with
respect to C gives

h1
�
	2S .d/

�
D h1

�
	Z;C .d/

�
D 1:

We also get h1.	2S 0\C;C .d//D 0 for all S 0 ¨ S since deg.2S 0 \ C/ � 3d � 2. Thus,
S 2 T .2; d I 3d=2/0.
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Example 5.4. Taked odd,d � 7, and setx WD .3d C 1/=2. LetC �P2 a smooth plane
cubic. TakeS�C such that #SD.3dC1/=2. By assumption,S is a Cartier divisor ofC .
Since pa.C /D1 and deg.OC .d�3//D3d�9 > #S , then h1.C;	S;C .d�3//D0.
SinceC is arithmetically normal, h1.	S .d � 3//D 0. Thus, the residual exact sequence
with respect to C gives h1.	2S .d// D h1.	2S\C;C .d//. Since pa.C / D 1, we get

h1
�
	2S\C;C .d/

�
D 1:

We also have h1.	2S 0\C;C .d// D 0 for all S 0 ¨ S since deg.2S 0 \ C/ł � 3d � 1;
hence, S 2 T .2; d I .3d C 1/=2/0.

6. Minimally Terracini finite sets in P 3

Now we consider the case of finite sets of points in P3. The following proposition
extends Remark 5.1 to the case of schemes of P3.

Proposition 6.1. Fix a positive integer d . Let Z � P3 be a zero-dimensional scheme
such that hZi D P3, its connected components have degree � 2 and z WD deg.Z/ �
3d C 1. We have

h1
�
	Z.d/

�
> 0

if and only if one of the following cases occur:

(i) there is a line L � P3 such that deg.L \Z/ � d C 2;

(ii) there is a conic D such that deg.D \Z/ � 2d C 2;

(iii) there is a plane cubic T such that deg.T \Z/ D 3d and T \Z is the complete
intersection of T and a degree d plane curve.

Proof. Set S WD Zred.
Since the if part is trivial, we only need to prove the only if part.
We use induction on d . The case d D 1 is obvious since conditions deg.Z/ � 4

and hZi D P3 imply that Z is linearly independent and hence h1.	Z.1// D 0.
Assume d � 2 and that the proposition is true for lower degrees. If there is a plane

H such that h1.	Z\H .d// > 0, then we may use Remark 5.1 and we conclude.
Now we assume that

(10) h1
�
	Z\H .d/

�
D 0 for any plane H � P3:

Take a plane H � P3 such that w WD deg.Z \H/ is maximal. Since hZi D P3,
then we have z � 4, and w � 3, and hence deg.ResH .Z// D z � w � 3.d � 1/C 1.
Since h1.	Z\H .d// D 0 by (10), then the residual exact sequence with respect to
H gives h1.	ResH .Z/.d � 1// > 0. The inductive assumption applied to the scheme
ResH .Z/ implies that we are in one of the following cases:
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(i0) either there is a line R such that deg.R \ ResH .Z// � d C 1,

(ii0) or there is a conic E such that deg.E \ ResH .Z// � 2d ,

(iii0) or there is a plane cubicC such that deg.C\ResH .Z//D3d�3 and ResH .Z/\
C is the complete intersection of C and a degree d � 1 plane curve.

We analyze separately the three cases in the following three steps (a), (b), (c).

Step (a). Assume first that we are in case (iii0). Since deg.ResH .Z/ \ C/ D 3d � 3,
then z � w D deg.ResH .Z// � 3d � 3. On the other hand, since ResH .Z/ \ C is
contained in a plane, we also have w � 3d � 3 and hence z � 6d � 6. Now since
z � 3d C 1, we get d D 2.

Since d D 2, we have z � 7. Moreover, since h1.	ResH .Z/.1// > 0, then the scheme
ResH .Z/ is linearly dependent and so we havew � deg.ResH .Z//, by the maximality
assumption onw. So we have z �w � 3D 2.d � 1/C 1, and by Lemma 2.8, it follows
that there is a line J such that deg.J \ ResH .Z// D .d � 1/C 2 D 3.

Take now a planeM�J such thatw0 WDdeg.M\Z/ is maximal. Since dim j	J .1/j
D 1, we havew0 � 4. We getwDw0 D 4 and z D 7. TakingM instead ofH and repeat-
ing the argument above, we have h1.	ResM .Z/.1// > 0, and again by Lemma 2.8, it fol-
lows that there exists a lineK such that deg.K\ResM .Z//D3; hence, ResM .Z/�K.

If deg.K \Z/ D 4 or deg.J \Z/ D 4, then we are in case (i) and the theorem is
proved.

Now we exclude the remaining case which is

(11) deg.Z \K/ D deg.Z \ J / D 3:

Assume by contradiction (11) and consider separately the following three possibilities:
either J \K ¤ ; and J ¤ K, or K \ J D ;, or J D K.

(a1) Assume that J \K ¤ ; and J ¤ K. Recall that any connected component of
Z has degree � 2, and clearly we have deg.J \K/ D 1. Hence, the plane spanned by
J [K gives w � deg.J \Z/C deg.J \K/ � 1 D 5, a contradiction with w D 4.

(a2) Assume K \ J D ;. Since deg.Z/ D 7 and h1.	Z.2// > 0, by Lemma 2.5,
we have dim j	Z.2/j D h0.	Z.2//� 1 � 3. Take a generalQ 2 j	Z.2/j. The theorem
of Bézout and the assumptions (11) imply that J [K � Q. Since J \K D ;, Q is
not an irreducible quadric cone or double points. Moreover, since Q is general, then
Q is not the union of a plane containing J and a plane containing K. Thus, Q is a
smooth quadric. Since J \K D ;, then J and K are contained in the same ruling
of Q, say J;K 2 jOQ.1; 0/j. We have h1.Q;	Z;Q.2; 2// D h1.	Z.2// > 0.

Note that, by using (11), we have

h1
�
K;	Z\K;K.2/

�
D h1

�
J;	Z\J;J .2/

�
D 0:

Since deg.Z/ D 7, then the degree of ResJ[K.Z/ is 1, and hence it follows that
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h1.Q;	ResJ[K.Z/;Q.0; 2//D 0. Now, taking the cohomology of the residual exact
sequence

0 �! 	ResJ[K.Z/;Q.0; 2/ �! 	Z;Q.2; 2/ �! 	.Z\J/[.Z\K/;Q.2; 2/ �! 0;

we obtain h1.Q;	Z;Q.2; 2// D 0, which is a contradiction.
(a3) Assume finally that J D K. Recall that all the connected components of Z

have degree� 2 and S DZred. From (11) we deduce the following facts: #.S \ J /D 3,
each connected component of Z supported at J has degree 2 and none of them is
contained in J . Moreover, since deg.Z/ D 7, we have that S n .S \ J / is a simple
point p. Let H1 be a plane containing J and not containing p. Set Q1 WD 2H1 and
consider the residual exact sequence with respect to Q1,

0 �! 	ResQ1
.Z/ �! 	Z.2/ �! 	Z\Q1;Q1

.2/ �! 0:

Since J � Sing.Q1/ and each connected component of Z has degree � 2, we have
Z1 WD Z \Q1 D Z n ¹pº and ResQ1

.Z/ D ¹pº. Hence, we have h1.	ResQ1
.Z// D

h1.	p/ D 0. It follows from the exact sequence that h1.	Z1;Q1
.2// � h1.	Z.2// > 0

and hence h1.	Z1
.2// > 0.

Fix now p12S n ¹pº and let A be the connected component of Z1 supported at p1.
Take a plane U containing A [ J . Since w D 4, by maximality, we have

deg.U \Z1/ � deg.U \Z/ � 4;

and hence deg.U \Z1/ D 4. Since deg.ResU .Z1// D 2, then h1.	ResU .Z1/.1// D 0.
Thus, taking the cohomology of the residual exact sequence with respect to U ,

0 �! 	ResU .Z1/.1/ �! 	Z1
.2/ �! 	Z1\U;U .2/ �! 0;

we obtain h1.	Z1\U;U .2// � h
1.	Z1

.2// > 0. This implies, by Lemma 2.6, that there
is a plane U such that h1.	Z\U .2// > 0, and this contradicts our assumption (10).

Step (b). Assume now that we are in case (ii0). Since there is a conic E such that
deg.E \ ResH .Z// � 2d , we get w � 2d and z � w � 2d . It follows that z � 4d ,
which contradicts the assumptions z � 3d C 1 and d � 2.

Step (c). Assume finally that we are in case (i0); i.e., assume that there is a line R such
that deg.R \ ResH .Z// � d C 1. If deg.R \Z/ � d C 2, then we may take L D R
and we are in case (i) and the theorem is proved.

Now we assume that deg.R \ Z/ D d C 1 and we will prove that either we are
again in case (i), or we have a contradiction.

Since deg.R \Z/ D d C 1, then we have R \Z D R \ ResH .Z/. By the maxi-
mality assumption on H , we also know that w D deg.Z \H/ � d C 1.
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Take a general planeM � R and consider the scheme X WD Z \ .H [M/. Since
deg.M \ ResH .Z// � deg.R \ ResH .Z// D d C 1, we have

deg.X/ � w C d C 1 � 2d C 2:

Hence, the hypothesis deg.Z/� 3d C 1 implies that deg.ResH[M .Z//� d � 1. Then,
by Lemma 2.8, we get h1.	ResH[M .Z/.d � 2// D 0.

The residual exact sequence of Z with respect to H [M ,

0 �! 	ResH[M .Z/.d � 2/ �! 	Z.d/ �! 	X;H[M .d/ �! 0;

gives h1.	X .d// D h1.	X;H[M .d// � h1.	Z.d// > 0.
Sinceh1.	Z\M .d//D 0, by assumption (10), then we have alsoh1.	X\M .d//D 0,

by Lemma 2.6. The residual exact sequence of X with respect to M ,

0 �! 	ResM .X/.d � 1/ �! 	X .d/ �! 	X\M;M .d/ �! 0;

gives h1.	ResM .X/.d � 1// > 0.
We consider now separately the two following cases: either the line R is contained

in H , or it is not contained.
(c1) AssumeH � R. Recall that S D Zred. Since each connected component of Z

has degree � 2, we deduce the following facts: #.S \ R/ D d C 1, each connected
component ofZ supported at a point ofS \R has degree 2 and no connected component
of Z is contained in R.

Take general planesH1;H2 2 j	R.1/j. SinceRD Sing.H1 [H2/ andH1;H2 are
general, Z0 D Z \ .H1 [H2/ is the union of the connected components of Z which
are supported at a point of S \R. Since deg.ResH1[H2

.Z// � 3d C 1� 2.d C 1/D

d � 1, by Lemma 2.8, we have h1.	ResH1[H2
.Z/.d � 2//D 0. Then, the residual exact

sequence of Z with respect to H1 [H2,

0 �! 	ResH1[H2
.Z/.d � 2/ �! 	Z.d/ �! 	Z0;H1[H2

.d/ �! 0;

gives h1.	Z0.d// D h1.	Z0;H1[H2
.d// � h1.	Z.d// > 0.

Take a connected component A of Z0. Since deg.A/ D 2 and deg.A \ R/ D 1,
there is a unique planeH3 containingA[R. Since h1.	Z\H3

.d//D 0 by assumption
(10), we have h1.	Z0\H3

.d// D 0 by Lemma 2.6. Since deg.ResH3
.Z0// � d , we

have h1.	ResH3
.Z0/.d � 1// D 0 by Lemma 2.8. Thus, the residual exact sequence of

Z0 with respect to H3,

0 �! 	ResH3
.Z0/.d � 1/ �! 	Z0.d/ �! 	Z0\H3;H3

.d/ �! 0;

gives h1.	Z0.d// D 0, a contradiction.
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(c2) We assume now H « R. Thus, H contains at most one point of S \R. For
any p 2 R \ S , let Ap denote the connected component of Z supported at p.

SinceM is general and S \R is finite,M «Ap for anyp 2 S \R. Recall thatX D
Z \ .H [M/. Thus, if S \H \R D ;, then we have thatX D .Z \H/[ .R \ S/
(as schemes), while if R \ H \ S D ¹pº, then X is the union of Ap, the points
.S n ¹pº/ \R and the scheme .Z \H/ n ¹pº.

Since deg.X/ � 2d C 2 > d C 1 D deg.Z \ R/, there is a plane U � R such
that deg.X \ U/ � d C 2. If p 2 S \R with deg.Ap/ D 2, we take as U the plane
spanned by R [ Ap .

We have

deg
�
ResU .X/

�
D deg.X/ � deg.X \ U/ � 3d C 1 � .d C 2/ D 2.d � 1/C 1:

By Lemma 2.8, there is a line J such that deg.ResU .X/ \ J / � d C 1.
Since by construction we know that ResU .Z/ \R D ;, then J ¤ R.
If deg.J \Z/ � d C 2, we take L D J and we are in case (i) and the theorem is

proved. Thus, we may assume deg.J \Z/ D d C 1 and we will find a contradiction.
IfJ \R¤;, the planeN spanned byJ [R proves thatw� deg.N \X/� 2d C 2

and hence deg.ResH .Z// D z � w � d � 1 < deg.Z \R/ � 1, which is impossible
since deg.Z \R \H/ � 1.

Now assume J \R D ;. Fix a generalQ 2 j	J[R.2/j. Since any 2 pairs of 2 skew
lines are projectively equivalent, Q is smooth. Since 	J[R.2/ is globally generated,
Q is general, each connected component of Z has degree at most 2 and Z is finite,
Z \Q D Z \ .J [ R/ (as schemes). Since deg.ResQ.Z// � 3d C 1 � 2d � 2 D
d � 1, we have by Lemma 2.8 that h1.	ResQ.Z/.d � 2// D 0.

Hence, the residual exact sequence with respect to Q,

0 �! 	ResQ.Z/.d � 2/ �! 	Z.d/ �! 	.Z\J/[.Z\R/;Q.d/ �! 0;

gives h1.	.Z\J/[.Z\R/.d// D h1.	.Z\J/[.Z\R/;Q.d// > 0.
Taking a plane N1 containing the line J and exactly one point of R \ S , we get

deg.ResN1
.Z\J /[.Z\R//�2dC2�.dC2/Dd ; hence, by Lemma 2.8, we have

h1
�
	ResN1

.Z\J/[.Z\R/.d � 1/
�
D 0I

on the other hand, by assumption (10), we know that h1.	N1\Z.d// D 0 and by
Lemma 2.6 we get h1.	N1\..Z\J/[.Z\R//.d// D 0.

Hence, from the following residual exact sequence,

0 �! 	ResN1
.Z\J/[.Z\R/.d � 1/ �! 	.Z\J/[.Z\R/.d/

�! 	N1\..Z\J/[.Z\R//;N1
.d/ �! 0;

we obtain h1.	.Z\J/[.Z\R/.d//D 0, which is a contradiction. This ends the proof.
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Notice that if z � 3d , case (iii) of the previous theorem never occurs since hZi D P3.
Thanks to Proposition 6.1, we can easily prove Theorem 1.3 which states the

emptiness of the minimal Terracini loci T .3; d I x/0 for 0 < 2x � 3d C 1.

Proof of Theorem 1.3. Consider S2T .3;d Ix/0 and letZ be a critical scheme for S .
By Lemma 2.12, we know that Zred D S and hence hZi D P3. Since deg.Z/ � 2x �
3d C 1, we can apply Proposition 6.1.

In any of the three cases, there is a plane H and a subset S 0 D S \ H which
contradicts the minimality of S .

Now we will prove Theorem 1.4, which characterizes the elements of T .3; d I

1C d3d=2e/0, i.e. the sets of minimal cardinality which are minimal Terracini with
respect to OPn.d/ in P3. Notice that one implication follows from Theorem 4.2 (iii).
By Proposition 4.7, we also know that if S is contained in a reducible rational normal
curve, then S 62 T .3; d I 1C d3d=2e/0.

Proof of Theorem 1.4. We only need to prove that any S 2 T .3; d I 1C d3d=2e/0

is contained in a rational normal curve.
Given d � 7 and x D 1C d3d=2e, we set " WD 1 if d is even and " WD 0 if d is

odd. Given S 2 T .3; d I x/0, let Z be a critical scheme for S and z WD deg.Z/. Recall
that Zred D S and z � 3d C 3 � ".

Take a quadric Q 2 jOP3.2/j such that w WD deg.Z \Q/ is maximal.

Step (a). In this step we want to prove that Z � Q. Assume by contradiction that
Z ª Q. Since h0.OP3.2// D 10, h0.	A.2// > 0 for every zero-dimensional scheme
A � P3 such that deg.A/ � 9. Thus, w � 9. By the minimality of S , we also have
h1.	Z\Q.d// D 0; hence, h1.	ResQ.Z/.d � 2// > 0.

Since deg.ResQ.Z// � z � w � 3.d � 2/ � ", then Proposition 6.1 implies that
we are in one of the following cases:

(i) there is a line L such that deg.ResQ.Z/ \ L/ � d ,

(ii) there is a plane conic D such that deg.ResQ.Z/ \D/ � 2d � 2,

(iii) " D 0, z D 3d C 3, w D 9 and ResQ.Z/ is the complete intersection of a plane
cubic and a plane curve of degree d � 2.

(a1) First we exclude cases (ii) and (iii). Indeed, in both cases (ii) and (iii), there is a
planeU such that deg.U \Z/� deg.U \ResQ.Z//� 2d � 2. Since h0.	U .2//D 4,
we havew � deg.U \Z/C 3� 2d C 1 and hence we have deg.ResQ.Z//D z �w �
3d C 3 � .2d C 1/ < 2d � 2, which is a contradiction.

(a2) We assume now that we are in case (i); i.e., there is a line L such that

deg
�
L \ ResQ.Z/

�
� d:
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Note that, since Z 6� Q, there is a plane H such that L � H and deg.H \Z/ �
deg.Z \R/C 1 � d C 1. We have h1.	ResH .Z/.d � 1// > 0, by the minimality of S ,
and deg.ResH .Z//�3dC3�d�1D2dC2<3.d�1/. By applying Proposition 6.1
to ResH .Z/, we are in one of the following cases:

(1) there is a line R such that deg.R \ ResH .Z// � d C 1;

(2) there is a conic D such that deg.D \ ResH .Z// � 2d .

Now we consider separately these two possibilities (i1) and (i2).
(a2.1) Assume we are in case (1); that is, assume the existence of a line R such that

deg.R \ ResH .Z// � d C 1. The minimality of S gives deg.R \Z/ D d C 1 and
R \Z D R \ ResH .Z/.

Now we study the following cases: either R D L, or R ¤ L and R \ L ¤ ;, or
R \ L D ;.

(a2.1.1) First assume R D L � H . Since Z is critical, every connected component
of ResH .Z/ supported at a point ofR is a simple point. Thus, we get #.S \R/� d C 1.
Thus, h1.	2.S\R/.d// D h1.	2.S\R/;R.d// > 0, contradicting the minimality of S .

(a2.1.2) Now assume R ¤ L and R \ L ¤ ;. Consider the plane M D hL [Ri.
Since deg.L\R/D 1, then deg.Z \M/ � 2d . Since h1.	ResM .Z/.d � 1// > 0 and
deg.ResM .Z// � d C 3, there is a line E such that deg.E \ ResM .Z// � d C 1. As
above we get E ¤ L and E ¤ R. Take Q0 2 j	E[L[R.2/j. Since Z ª Q and w is
maximal, we have Z ª Q0. Hence, h1.	ResQ0 .Z/

.d � 2// > 0 and, by Lemma 2.8,
we have deg.ResQ0.Z// � d � 1. Hence, z � .d � 1/C deg.Z \ .L [ R [ E// D
.d � 1/C .2d C d C 1 � 3/ D 4d � 3, a contradiction since d � 7.

(a2.1.3) Now assume R \ L D ;. Take Q00 2 j	R[L.2/j such that deg.Z \Q00/
is maximal. The maximality of w gives Z ª Q00. Thus, h1.	ResQ00 .Z/

.d � 2// > 0

and deg.ResQ00/ � 3d C 3 � .d C 1C d/ D d C 2 � 2.d � 2/C 1. Hence, there is
a line F such that deg.F \ ResQ00.Z// � d . We conclude as in case (a2.1.2), using
L, R and F instead of L, R and E.

(a2.2) Assume that we are in case (2); that is, there exists a conic D such that
deg.ResH .Z// � 2d , and call hDi the plane spanned by D. Since Z is minimally
Terracini, h1.	hDi\Z.d// D 0 and hence h1.	ReshDi.Z/.d � 1// > 0. Since

deg
�
ReshDi.Z/

�
� d C 3 � ";

Lemma 2.8 gives the existence of a line R such that deg.R \ ReshDi.Z// � d C 1.
Thus, the minimality of S implies deg.J \Z/ D d C 1. The steps (a2.1.1), (a2.1.2)
and (a2.1.3) work verbatim taking J instead of R.

Step (b). In Step (a), we proved thatZ �Q; hence, we have j	Z.2/j ¤ ;. In this step
we prove that every quadric in j	Z.2/j is integral.
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Assume by contradiction thatZ is contained in a quadric which is either not reduced,
or reducible. We consider separately the following two cases.

(b1) Assume first Z � 2H whereH is a plane. Thus, since S � Z, we would have
S � H , contradicting our definition of Terracini set.

(b2) Assume now Z � H [M whereH andM are planes andH ¤M . With no
loss of generality we may assume deg.Z \H/ � deg.Z \M/. The minimality of S
gives h1.	ResH .Z/.d � 1// > 0. Since deg.ResH .Z// � bz=2c < 2.d � 1/C 1, then
Lemma 2.8 implies that there is a line L such that deg.L \ ResH .Z// � d C 1.

Let N be a general plane containing L. Since deg.ResH[N .Z// � z � d � 1,
we have h1.	ResH[N .Z/.d � 2// D 0, again by Lemma 2.8. The minimality of S
gives Z � H [ N . Taking different planes N and N 0 containing L, we get S �
.H [N/ \ .H [N 0/ D H [ L. The minimality of S implies 2#.L \ S/ � d C 1;
i.e., #.S \ L/ � b.d C 1/=2c. Since deg.ResH .Z/ \ L/ D d C 1, we get d odd,
H \ Z \ L D ; and ResH .Z/ � L. Since #.S \ R/ > 1 and H \ Z \ L D ;,
L ª H .

Recall thatN is a general plane containingL. Again by the minimality of S , we have
h1.	ResN .Z/.d � 1// > 0. Since deg.ResN .Z//�3dC3�d�1, then Proposition 6.1
implies that

(I) either there is a line R such that deg.R \ ResN .Z// � d C 1,

(II) or there is a conic D with deg.D \ ResN .Z// � 2d .

We analyze separately the two cases and we will show a contradiction in both cases.
(b2.1) Assume first the existence of a conic D as in case (II).
Since j	D.2/j is globally generated and each connected component ofZ has degree

at most 2, thenQ1 \ZDD \Z for a generalQ1 2 j	D.2/j. Since deg.ResN[Q1
.Z//

� z � .d C 1/� 2d � 2, we have h1.	ResN[Q1
.Z/.d � 3//D 0. The minimality of S

gives Z � Q1 [N . Since N \Z \H D ;, and Q1 \Z D D \Z and Z \N D
Z \ L, we get Z � D [ L.

By the minimality of S , we have that #.S \D/ � d on the conic and 2#.S \L/ �
d C 2 on the line, which implies #.S \ L/ � b.d C 1/=2c. Then, we would have

1C

�
3d

2

�
D x � d C

�
d C 1

2

�
which is false.

(b2.2) Assume now the existence of a line R as in case (I).
Since S is minimal, then deg.Z \R/ D deg.Z \L/ D d C 1. Since L ª H , and

S � H [L, we have R ¤ L. SinceH \Z \ S D ;, we have R \L\ S D ;. Thus,
deg.Z \ .R[L//D 2d C 2. Since hSi D P3 andZ is minimal,R[L is not a conic;
i.e., R \ L D ;.
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Take a general Q0 2 j	R[L.2/j. Since 	R[L.2/ is globally generated, then Q0 is
smooth andZ \Q0DZ \ .R[L/. Since h1.	ResQ0

.d � 2// > 0 and deg.ResQ0.Z//
� d C 1, Lemma 2.8 implies that there is a line E such that deg.E \Z/ � d . Since
d is odd, we get #.E \ S/ D .d C 1/=2. Since Z � H [ L and L � H , then we get
L \E ¤ ;. The conic L [E contradicts the minimality of S .

Step (c). In Steps (a) and (b), we proved that Z is contained in a quadric Q and
that each quadric containing Z is integral. Since h0.OP3.2// D 10, for any degree 8
scheme W � Z, we have h0.	W .2// � 2. Thus, there is quadric T � P3 such that
deg.T \Z/ � 8 � " and T ¤ Q. In this step we prove that Z � T .

Assume by contradiction that Z ª T . Since deg.ResT .Z// � 3.d � 2/C 1, the
residual exact sequence of T gives h1.	ResT .Z/.d � 2// > 0. First assume

deg
�

ResT .Z/
�
D 3d � 5

and that hResT .Z/i is contained in a plane M . Since Q is irreducible, Q \M is a
conic containing at least d.3d � 5/=2e points of S , contradicting the minimality of S .

Since ResT .Z/ is not a scheme of degree 3d � 5 contained in a plane, then Propo-
sition 6.1 implies that we have the following cases:
(˛) either there is a line L1 such that deg.L1 \ ResT .Z// � d ,
(ˇ) or there is a conic D1 such that deg.D1 \ ResT .Z// � 2d � 2,
( ) or there is a plane cubic C1 such that deg.C1 \ ResT .Z// � 3d � 6.

Now we analyze separately the three cases and we will get to a contradiction in any
case.

(c1) Assume first the existence of the plane cubic C1 as in case ( ).
Since Z is contained in an integral quadric Q, then we have hC1i 6� Q. Then,

deg.C1 \Q/ � 6 and this gives a contradiction because 6 < 3d � 6.
(c2) Assume now the existence of the conic D1 as in case (ˇ).
The scheme ReshD1i

.Z/ has degree � d C 5 � " and h1.	ReshD1i
.Z/.d � 1// > 0

because Z is critical. Thus, by Lemma 2.8, there is a line L2 such that

deg
�

ReshD1i
.Z/ \ L2

�
� d C 1:

Take a general planeM � L2. We have deg.ResM[hD1i
.Z// � 4� ". The minimality

of S givesZ �M [ hD1i. Then, we proved thatZ is contained in a reducible quadric,
which is impossible by step (b).

(c3) Assume finally the existence of the line L1 as in case (˛).
Bézout’s theorem gives L1 � Q. Take a general plane U � L1. Since each con-

nected component ofZ has degree� 2, thenL1 \ZDU \Z. Since deg.ResU .Z//�
2d C 3� " andd � 6, by Proposition 6.1, it follows that either there is a lineL3 such that
deg.ResU .Z/\L3/�dC1, or there is a conicD3 such that deg.D3 \ ResU .Z//�2d .
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We can again exclude the existence of D3 following the same argument used in
step (c2).

Now assume that there exists L3 such that deg.ResU .Z/ \ L3/ � d C 1. In this
case we have

#
�
S \ .L1 [ L3/

�
�

�
d

2

�
C

�
d C 1

2

�
D d C 1I

we also get that d is odd. Since S is minimal, then L1 \ L3 D ;. Thus, the integral
quadric Q is not a cone; i.e., Q is smooth.

Then, following the same argument used in step (a2.1.3), we get a contradiction (note
that both steps (a2.1.2) and (a2.1.3) do not use the assumptionZªQ made in step (a)).

Step (d). By the previous steps, we know that Z is contained in no reducible quadric
and in infinitely many integral quadrics. Moreover, every quadric containing a degree
8 � " subscheme of Z contains Z.

Let Q be a general element of j	Z.2/j.
Since in every pencil of quadrics at least one is singular, we can assume that T is a

quadric cone containing Z. Since Q is general, we may take T such that T ¤ Q. Call
o its vertex. Every line L such that deg.L \Z/ � 3 is contained in T and any union
of 2 lines of T is a reducible conic because they contain o.

Set E WD Q \ T as a scheme-theoretic intersection. Since Z � T and Z � Q,
thenZ � E. Since E is the complete intersection of 2 quadric surfaces, the adjunction
formula gives !E Š OE . The Koszul complex of the equations of Q and T gives
h0.OE / D 1. Hence, by duality, we have h1.OE / D 1.

First assume E integral; i.e., E is an irreducible quartic curve. Since the rank 1
torsion-free sheaf 	Z;E .d/ has degree 4d � deg.Z/ > 0, then h1.E;	Z;E .d// D 0.
Since E is arithmetically Cohen–Macaulay, h1.	Z.d// D 0, which is a contradiction.

Then, we may assume thatE is not integral. IfE is not reduced, it may have multiple
components, but no embedded point. If Ered ¤ E, then Ered is a reduced curve of
degree � 3 containing S . Since h0.OE / D 1, Ered is connected; hence, Proposition
4.7 gives a contradiction.

Thus, the curve E D Ered is reduced and reducible. Each irreducible component of
E is either a line, or a smooth conic, or a rational normal curve.

First assume E D E1 [ E2 with E1 and E2 reduced conics. Since Z is critical
and S is minimal, then h1.	ReshEi i

.Z/.d � 1// > 0 for i D 1; 2, and hence we have
deg.Z \E1/C deg.Z \E2/� deg.Z \E1\E2/� .2d C 2/C .2d C 2/� 4D 4d ,
which contradicts the assumption z � 3d C 3, since d � 4.

Thus, E has at most one smooth conic among its irreducible components and it
is not formed by 4 lines through o. Hence, there is a connected degree three curve
C � E, which is either a rational normal curve, or a reducible rational normal curve.
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We consider now the following two cases: either Z ª C , or Z � C .
(d1) First we assume that Z ª C . Since 	C .2/ is globally generated and every

connected component of Z has degree � 2, for a general Q0 2 j	C .2/j, we have
Q0 \Z D C \Z. Hence, it follows that h1.	ResQ0 .Z/

.d � 2// > 0. We write E D
L4 [ C with L4 a line. We have ResQ0.Z/ � L4 and deg.ResQ0.Z// � d . Take a
general plane M � L4.

Since h1.	ResM .Z/.d � 1// > 0 by minimality of S , and deg.ResM .Z// � 2d C
3 � " � 3d , then by Proposition 6.1, we have that

(d1.1) either there is a line L5 � C such that deg.L5 \ ResM .Z// � d C 1, and this
is impossible because E would be a union of 2 reduced conics;

(d1.2) or there is a conicD4 such that deg.ResM .Z/\D4/� 2d , and also in this case
E would be a union of 2 reduced conics. In both cases we find a contradiction
and this completes the case Z ª C .

(d2) Now we assume Z � C . By Proposition 4.7, we obtain that C is a rational
normal curve and this ends the proof of the theorem.

We are going finally to prove our last main result, which is Theorem 1.5. We point
out that the bound in Theorem 1.5 is sharp, as shown in the following example, which
implies that T .3; d I 2d/0 ¤ ; for all d � 5.

Example 6.2. Take d � 5. Let C � P3 be a smooth linearly normal elliptic curve.
Let L be a line bundle on C such that L˝2 Š OC .d/. Since deg.L/ D 2d and C has
genus 1, L is very ample.

Fix any S � jLj formed by 2d points. We will show that S 2 T .3; d I 2d/0. Obvi-
ously, hSi D P3. Since 2S \ C 2 jOC .d/j, we have hi .	2S\C;C .d// D 1, i D 0; 1.

The curve C is the smooth complete intersection of 2 quadric surfaces, say C D
Q \Q0. Clearly, Q and Q0 are smooth at each point of S and ResQ.2S/ D S and
ResQ0.2S \Q/ D S ; hence, the residual exact sequence with respect to Q in P3 and
of C in Q gives

0 �! 	S .d � 2/ �! 	2S .d/ �! 	2S\Q;Q.d/ �! 0;(12)

0 �! 	S;Q.d � 2/ �! 	2S\Q;Q.d/ �! 	2S\C;C .d/ �! 0:(13)

Since d � 5, we have

#S D 2d < 4d � 8 D deg
�
OC .d � 2/

�
:

Thus, h1.	S;C .d � 2// D 0. Since C is arithmetically Cohen–Macaulay, we have
h1.	S .d � 2// D 0, and hence h1.	S;Q.d � 2// D 0. Using (13) and (12), we get
h1.	2S .d// D 1 and h0.	2S .d// � 1.
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Take now S 0 ¨ S . Since deg.2S 0 \ C/ < 4d , we have h1.	2S 0\C;C .d// D 0.
Moreover, h1.Q;	S 0;Q.d � 2//D 0, by Lemma 2.6. Hence, using again (13) and (12)
(with S 0 instead of S ), we get h1.	2S 0.d// D 0.

Thus, S 2 T .3; d I 2d/0.

From the previous example, we can deduce the following remark.

Remark 6.3. Fix integers x < 2d . Let E � P3 be an integral complete intersection
of two quadric surfaces. Let S be a collection of x points on E; then, h1.	2S .d// D 0.

The following technical lemma generalizes Remark 6.3 to reducible quartic curves
satisfying further suitable conditions.

Lemma 6.4. Fix d � 5. Let T � P3 be a reduced curve with deg.T / � 4 and such
that any irreducible component of T is a line or a conic or a rational normal cubic.
Assume also that no plane contains a subcurve of T of degree � 3. Let S � T be a
collection of points such that #.S/ � 2d � 1 and
• #.S \ L/ � dd=2e for any line L � T ,
• #.S \ C/ � d for any conic C � T ,
• #.S \D/ � .3d C 1/=2 for any rational normal cubic D � T .

LetZ � T be a zero-dimensional scheme such thatZredD S , any connected component
of Z has degree � 2, Z is contained in an integral quadric surface and Z is not
contained in any reducible quadric. Then, h1.	Z.d// D 0.

Proof. Sinceh1.	T .t//D 0 for all t � 5, it is sufficient to prove thath1.	Z;T .d//D 0.
We already analyzed all cases with deg.T /� 3 and T connected. Thus, we may assume
that T is connected and deg.T / D 4.

Consider a good ordering T1; : : : ; Ts of the irreducible components of T and set
Y D T1 [ � � � [ Ts�1. The components T1 and Ts are final components, and for every
final component Ti of T , there is a good ordering with Ti as its first component. Thus,
changing if necessary the good ordering, we may assume deg.T1/ � deg.Ts/. Thus,
deg.Ts/ � 2 and deg.Ts/ D 2 if and only if s D 2 and deg.T1/ D 2. This case is
excluded because T would be contained in a reducible quadric.

Hence, deg.T1/ � deg.Ts/ D 1. Set E WD Ts \ Y (scheme-theoretic intersection).
Since T contains no plane subcurves of degree� 3, then we can assume, up to choosing
a good ordering, that deg.Ts \ Y / � 2. Set e WD #.S \E/ and z WD deg.Z/ � 2.#S/.
Note that #S D #.S \ Ts/C #.S \ Y / � e. We have the following Mayer–Vietoris
type sequence on T :

(14) 0 �! 	Z;T .d/ �! 	Z\Ts ;Ts
.d/˚ 	Z\Y;Y .d/ �! 	Z\E;E .d/ �! 0:
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(a) Assume #.S \ Ts/ � dd=2e � 1. Thus, h1.	E[.Z\Ts/;Ts
.d// D 0 since

deg
�
E [ .Z \ Ts/

�
� 2C 2

��
d

2

�
� 1

�
:

Then, the restriction map H 0.	Z\Ts ;Ts
.d// �! H 0.	Z\E;E .d// is surjective. Thus,

the exact sequence (14) gives h1.	Z;T .d// D 0 and we conclude.
(b) Assume #.S \ Ts/ D dd=2e. If S \ Y \ Ts D ;, then we have 	Z\E;E .d/ D

OE .d/ and we conclude as in step (a). Thus, from now on we assume S \ Ts \ Y ¤ ;.
Let M be a plane containing Ls such that deg.Z \M/ is maximal.

(b1) Assume that M contains another irreducible component, Ti , of T . Since T
contains no planar subcurve of degree � 3, deg.Ti / D 1 and Ti is unique in M . Since
Ts [ Ti is a conic, #.S \ .Ts [ Ti // � d . The closure A of T n .Ts [ Ti / is either a
reduced conic or the union of 2 disjoint lines. The first case is excluded because T is
not contained in a reducible quadric. Now assume that A is the union of 2 disjoint lines,
say A D L [ R. The lines L and R are the final components of T . By step (a), we
may assume #.S \L/ D #.S \R/ D dd=2e. Thus, L \ Ts D L \R D ;. LetQ be
the unique quadric containing L [R [ Ts . Since L \R D ;, Q is a smooth quadric.
Changing if necessary the names of the 2 rulings ofQ, we may assume L [R [ Ts 2
jOQ.3;0/j. SinceTi meets each connected component ofL[R[ Ts , Bézout’s theorem
gives Ti � Q and Ti 2 jOQ.0; 1/j. Let Z0 � Q be the residual of Z with respect to
the divisor L [R [ Ts . It is sufficient to prove that h1.Q;	Z0.d � 3; d// D 0. Since
Ti [ Ts is a reducible conic, #.S \ Ti [ Ts/ � d and hence #.S \ Ti / � d � dd=2e
with strict inequality if S \ Ti \ Ts ¤ ;. Thus, deg.Z0/ � 4d � 2� 6dd=2e � d � 2
and hence h1.	Z0;Q.d � 3; d// D 0, and we conclude that h1.	Z;T .d// D 0.

(b2) Assume that Ts is the unique connected component of T contained inM . Thus,
deg.Y \ .M n Ts// � 3. Hence, h1.	Z\M .d// D 0. By the residual exact sequence
with respect to M , it is sufficient to prove that h1.	ResM .Z/.d � 1// D 0. Assume
by contradiction that h1.	ResM .Z/.d � 1// > 0. Since deg.M \Z/ > deg.Z \ Ts/,
we have deg.ResM .Z// � 4d � 2 � 2dd=2e � 1 � 3.d � 1/. Since T contains no
plane curve of degree � 3, Proposition 6.1 gives that either there is a line L1 such that
deg.L1\ResM .Z//�dC1 or there is a conicD1 such that deg.D1\ResM .Z//�2d .

(b2.1) Assume first the existence of the lineL1. Since #.S \L1/� dd=2e, we get d
odd and deg.Z \L1/D d C 1. Since #.S \ J /� d for all conics J � T and d is odd,
L1 \ Ts D ;. LetA1 denote the closure of T n .L1 [ Ts/. EitherA1 is a reduced conic
or it is the union of 2 disjoint lines. We have #.S \ .T n .Ts [L1/// � d � 2. There is
an integral quadricQ containing Ts [L1 and at least one point of S \ .T n .Ts [R1//
for each component of A1. Thus, h1.	ResQ.Z/.d � 2// D 0. Thus, it is sufficient to
prove that h1.	Z\Q;Q.d// D 0. Since L1 \ Ts D ;, Q is a smooth quadric. We
get h1.	Z\Q;Q.d// D 0, unless Q contains another irreducible component of T .
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First assume A1 � Q. Since Q is a smooth quadric, we get (for a suitable choice
of the 2 rulings of Q) that either T 2 jOQ.4; 0/j (excluded, because T is reduced
and connected) or T 2 jOQ.3; 1/j or T 2 jOQ.2; 2/j, which are also excluded. Now
assume that Q only contains one component, R, of A1. Write A1 D R [ R2 and
A2 WD L1 [ Ts [R. Either A2 2 jOQ.3; 0/j or A2 2 jOQ.2; 1/j. In both cases we get
h1.Q;	Z\A2;Q.d; d// D 0. To conclude the proof we need to consider R2 \Z \Q.
We have deg.R2 \Z \Q/ � 4 and hence h1.Q;	Z\Q;Q.d; d// D 0.

(b2.2) Assume the existence of the conic D1. Since #.S \ D1/ � d , we get
#.S \D1/ D d and hence deg.Z \D1/ D 2d . By step (b1), we may assume that
if D1 is reducible, then none of its component contains dd=2e points of S . We get
T D D1 [R [ Ts with R a line and #.S \ .T nD1 [ Ts// � d � 1� dd=2e. If R is
a final component of T , then we use step (a) and that #.R \ S/ < dd=2e. Now assume
that R is not a final component of T . Assume for the moment Ts \D1 ¤ ;. Since T
contains no degree 3 planar subcurve, D1 [ Ts is a reducible rational normal curve
and we may find a quadricQ1 containingD1 [ Ts , but not R. To conclude in this case
we need deg.ResQ1

.Z// � d � 1. We have #.S \R/ � 2d � 1� d � dd=2e, and we
can conclude. Now assume D1 \ Ts D ;. Since T is connected, R meet Ts and D1 at
a different point. In this case T is contained in the reducible quadric hR [ Tsi [ hD1i,
a contradiction.

We give now the proof of Theorem 1.5, which states that T .3; d I x/0 is empty if
1C d3 d=2e < x < 2d .

Proof of Theorem 1.5. Assume by contradiction the existence of S 2 T .3; d I x/0

and fix a critical scheme Z of S . Set z WD deg.Z/ � 4d � 2.
SetZ0DZ. For any i >0, letQi be a quadric surface such that zi WDdeg.Zi�1\Qi /

is maximal and set Zi WD ResQi
.Zi�1/. The sequence ¹ziºi�1 is weakly decreasing.

Let e be the maximal i such that zi ¤ 0. Then, z D z1 C � � � C ze and Ze D ;. Since
h0.OP3.2//D 10, zi � 9 for all i < e, hence we have e � .4d C 6/=9, for z � 4d � 2.
By Lemma 2.13, since Z is critical and S 2 T .3; d I x/0, we have

h1
�
	Ze�1

.d � 2e C 2/
�
> 0:

(I) Assume first e � 2; i.e., Z is not contained in any quadric surface. Since

h1
�
	Ze�1

.d � 2e C 2/
�
> 0;

then Proposition 6.1 implies that either ze � 3.d � 2e C 2/ C 1 or there is a line
L such that deg.Ze�1 \ L/ � d � 2e C 4 or there is a plane conic D such that
deg.Ze�1 \D/ � 2d � 4e C 6.
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(I.a) First assume ze � 3.d � 2eC 2/C 1. Since the sequence zi is weakly decreas-
ing, we get z � e.3d � 6e C 6/. It is easy to check that e.3d � 6e C 6/ > 4d � 2 for
any d � 13 and 2 � e � .4d C 6/=9. This contradicts our hypothesis.

(I.b) Now assume the existence of a plane conic D such that deg.Ze�1 \D/ �
2d � 4eC 6. Since h0.	D.2//D 5, we get zi � .2d � 4eC 6/C 4 for all i < e. Thus,
z � e.2d � 4e C 10/ � 4. It is easy to check that e.2d � 4e C 10/ � 4 > 4d � 2 for
any 2 � e � .4d C 6/=9, and this gives again a contradiction.

(I.c) Finally, assume the existence of a lineL such that deg.Ze�1 \L/� d � 2eC 4.
Since h0.	L.2// D 7, we have zi � .d � 2e C 4/ C 6 for all i < e. Hence, z �
e.d � 2e C 10/ � 6. It is easy to check that e.2d � 4e C 11/ � 6 > 4d � 2 for any
4 � e � .4d C 6/=9. Hence, we get e 2 ¹2; 3º.

Let H be a general plane containing L. Since each connected component of Z has
degree � 2, we may assume Z \ L D Z \H .

(I.c1) First assume e D 3. Since z1 � z2 � z3 � d � 2 and z1 C z2 � d2z=3e, we
have deg.ResQ1[Q2[H .Z// � z � d2z=3e � .d � 2/ D bz=3c � d C 2 < d � 3 D

.d � 5/C 2, since d � 7. Since S is minimally Terracini, we get Z � Q1 [Q2 [ L.
Since e > 2 andH is contained in a quadric surface,Z ªQ1 [H . SinceS is minimally
Terracini, h1.	ResQ1[H .Z/.d � 3// > 0. We have

deg
�
ResQ1[H .Z/

�
� .z � z1/ � .d � 2/ � z �

�
z

3

�
� d C 2

�
5d C 2

3
� 2.d � 3/C 1; for d � 17:

Hence, there is a line R such that deg.R \ ResQ1[H .Z// � d � 1. Taking a general
plane containing R and taking again the residual, we get Z � Q1 [ L [R. But since
h0.	R[L.2// > 0 and e � 2, we have a contradiction.

(I.c2) Now assume e D 2 and hence z1 � dz=2e. We have deg.ResH .Z// � z � d
and h1.	ResH .Z/.d � 1// > 0.

First assume hResH .Z/iDP3. Since z � d � 3.d � 1/C 1, Proposition 6.1 implies
that either there is a plane cubic T3 with T3 \ResH .Z/ the complete intersection of T3
and a degreed � 1 plane curve or there is a conicT2 such that deg.T2 \ResH .Z//� 2d
or there is a line T1 such that deg.T1 \ ResH .Z// � d C 1.

First assume the existence of T3. Since deg.ResH[hT3i
.Z// � 1, by minimality of

S we get Z � H [ hT3i, contradicting the assumption e > 1.
Assume the existence of T2. Since deg.ResH[hT2i

.Z// � z � 3d � d � 1, we get
Z � H [ hT2i, again a contradiction.

Now assume the existence of T1. Take a general quadric U 2 j	L[T1
.2/j. Since

deg.ResU .Z//�z�2d�1�2.d�2/C1, by Lemma 2.8, there is a line R1 such that

deg
�
R1 \ ResU .Z/

�
� d:
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Take a general U 0 2 j	L[T1[R1
.2/j. Since deg.ResU 0.Z// � z � 3d � 1 < d and S

is minimally Terracini, Z � U 0, contradicting the assumption e > 1.
Now assume dimhResH .Z/i � 2. The only new case is if deg.ResH .Z//D 3d � 2

and ResH .Z/ is contained in a plane cubic C . Since deg.ReshC i.Z// � d , S is not
minimally Terracini.

(II) Assume now e D 1; that is, Z is contained in a quadric Q.
If Q is reducible, we argue as in step (b) of the proof of Theorem 1.4 and we get a

contradiction. So we can assume that Z is not contained in any reducible quadric. In
particular, Q is irreducible and reduced.

Set W0 WD Z. Take D1 2 jOQ.2/j, such that w1 D deg.W0 \ D1/ is maximal,
and set W1 WD ResD1

.W0/. For i � 2, we iterate the construction: choose divisors
Di 2 jOQ.2/j such thatwi WD deg.Wi�1 \Di / is maximal and setWi WDResDi

.Wi�1/.
The sequence ¹wiºi�1 is weakly decreasing. Let c � 1 be the maximal i such that
wi ¤ 0; i.e., Wc D ; and z D w1 C � � � C wc .

By Lemma 2.13, since Z is critical for S minimal, we have

h1
�
	Wc�1

.d � 2c C 2/
�
> 0:

Since dim jOQ.2/j D 8, if wi � 7, then wiC1 D 0 and WiC1 D ;. Thus, wi � 8 for
1 � i < c; hence, we get c � 4dC5

8
since z � 4d � 2.

(II.a) If c D 1, then we have Z � D1 D Q \Q0 where Q0 is an integral quadric.
Hence, D1 is a complete intersection of two quadrics. If D1 is integral, then by
Remark 6.3, we have h1.	Z.d// D 0, a contradiction. If D1 is reducible, we have
again a contradiction by Lemma 6.4 and by the minimality of S .

(II.b) Now we assume c D dd=2e. Hence, either d is even and h1.	Wc�1
.2// > 0,

or d is odd and h1.	Wc�1
.1// > 0.

First assume d odd and c D dd=2e. Then, we have 8.dd=2e � 1/C deg.Wc�1/ �
4d � 2, and then deg.Wc�1/ � 2, which is a contradiction.

Now assume d even and c D d=2. Since 8.d=2 � 1/ C deg.Wc�1/ � 4d � 2,
then deg.Wc�1/ � 6. Thus, either there is a line L such that deg.Wc�1 \ L/ � 4 or
deg.Wc�1/ D 6 and Wc�1 is contained in a conic D.

First assume the existence of the line L such that deg..Wc�1/ \ L/ � 4. Bézout’s
theorem implies L � Q. Since h0.	L;Q.2// D 6, the maximality of the integer wc�1
implies wc�1 � wc C 5 � 9. Thus, 4d � 2 � .d=2 � 1/9C 4, a contradiction, since
d � 7.

Now assume deg.Wc�1/ D 6 and that Wc�1 is contained in a conic D. If D is
reducible, we may assume that no irreducible component J of D satisfied

deg.J \Wc�1/ � 4:

With these assumptions, Bézout’s theorem implies D � Q. Since h0.	D;Q.2// D 4,
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the maximality of the integer wc�1 gives wc�1 � wc C 3 D 9, which leads again to a
contradiction.

(II.c) Now we may assume 2 � c < d=2.
Assume for the moment wc � 3.d � 2c C 2/. Since the sequence ¹wiº is weakly

decreasing, 4d � 2� z � 3c.d � 2cC 2/. Since c < d=2, we get cD 1, a contradiction.
Now assumewc < 3.d � 2cC 2/. By applying Proposition 6.1, we know that either

there is a conic D such that deg.D \Wc�1/ � 2.d � 2c C 2/C 2 D 2d � 4c C 6,
or there is a line L such that deg.L \Wc�1/ � d � 2c C 4.

(II.c1) In the first case, since h0.	D;Q.2// D 4, we have wi � .2d � 4c C 6/C 3
for all i < c. Hence, z � c.2d � 4c C 9/ � 3. Since z � 4d � 2, then we have again
a contradiction.

(II.c2) Assume now the existence of L. Since h0.	L;Q.2// D 6, we get

wi � .d � 2c C 4/C 5 for all i < c:

Thus, z � c.d � 2c C 9/� 5. It is easy to check that 2 � c � 3; hence, deg.L\Z/ �
d � 2.

Take a quadric U 2 jOQ.2/j containing L and such that deg.Z \ U/ is maxi-
mal. Since h0.	L;Q.2// D 6, we have deg.L \ U/ � .d � 2/C 5 D d C 3. Thus,
deg.ResU .Z//� 4d � 2� d � 3D 3.d � 2/C 1. By Proposition 6.1, either there is a
plane cubicE such that deg.E \ ResU .Z// � 3.d � 2/ or there is a conic F such that
deg.ResU .Z/ \ F / � 2d � 2 or there is a line R such that deg.ResU .Z/ \R/ � d .
In all cases (since d � 5), Bézout’s theorem implies that R, F and E are contained in
Q (or at least all the components supporting Z). Since Q is an integral quadric, we
exclude the plane cubic E.

(II.c2.1) Assume the existence of a conic F . Even ifQ is not assumed to be smooth,
F is a plane section of Q and F [ L is a reducible rational normal curve.

Thus, Z ª F [ L.
Since 	F[L.2/ is globally generated, a general Q0 2 j	F[L.2/j has

Q0 \Z D .F [ L/ \Z;

and hence ResQ0.Z/ ¤ ;. Since h1.	ResQ0 .Z/
.d � 2// > 0 and deg.ResQ0.Z// �

4d � 2 � 3d C 4 and d � 7, there is a line R0 such that deg.ResQ0.Z/ \ R0/ � d .
Since 	F[L[R0.t/ is globally generated for, say, t D 4, we getZ � F [L[R0. Hence,
we conclude by Lemma 6.4.

(II.c2.2) Assume finally the existence of the lineR. Since each connected component
of Z has degree � 2 and no line contains d � 2 points of S , R ¤ L.

(II.c2.2.1) First assume R \ L ¤ ;. Thus,

H WD hR [ Li
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is a plane. Since deg.ResH .Z// � 4d � 2 � 2d C 2 and h1.	ResH .Z/.d � 1// > 0,
either deg.ResH .Z// D 2d and ResH .Z/ is contained in a conic F1 or there is a line
R1 such that deg.R1 \ ResH .Z// � 2. In the first case we get Z � L [R [ F1, and
we conclude by Lemma 6.4.

(II.c2.2.2) Now assume R \ L D ;. Take a general Q1 2 j	R[L.2/j. Thus, Q1 \
Z D .R [ L/ \ Z. We get h1.	ResQ1

.Z/.d � 2// > 0 with deg.ResQ1
.Z// � 2d .

We get that either there is a conic F2 with deg.F2 \ ResQ1
.Z// � 2d � 2 or a line

R2 such that deg.R2 \ ResQ1
.Z// � d . If F2 exist, we get Z � R [ L [ F2 and we

use Lemma 6.4. If R2 exists, we take a general U1 2 j	R[L[R2
.3/j and get that Z is

contained in the union of 4 lines. Hence, we conclude again by Lemma 6.4.
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