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Abstract. We consider the maximal operator with respect to uncentered cubes on Euclidean space
with arbitrary dimension. We prove that for any function with bounded variation, the variation of its
maximal function is bounded by the variation of the function times a dimensional constant. We also
prove the corresponding result for maximal operators with respect to collections of more general
sets than cubes. The sets are required to satisfy a certain inner cone star condition and in addition
the collection must enjoy a tiling property which for example the collection of all cubes does enjoy
and the collection of all Euclidean balls does not.
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1. Introduction

For a locally integrable real-valued function f 2 L1loc.R
d /, with d 2 N, we consider the

uncentered maximal function over cubes, defined by

Mf .x/ D sup
Q3x

1

L.Q/

ˆ
Q

f .y/ dy;

where the supremum is taken over all open axes-parallel cubes Q which contain x 2 Rd .
We discuss maximal operators with respect to more general sets in Section 2. Usually, the
maximal operator integrates over jf j instead of f because the maximal function is clas-
sically used for Lp estimates such as the Hardy–Littlewood maximal function theorem
which states that for every p > 1 and f 2 Lp.Rd / we have

kMf kLp.Rd / � Cd;pkf kLp.Rd /: (1.1)

In this article we discuss the regularity of maximal functions for which also sign-changing
functions matter. The first regularity result is due to Kinnunen [19] who proved that for
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p > 1 and f 2 W 1;p.Rd / the bound

krMf kLp.Rd / � Cd;pkrf kLp.Rd / (1.2)

holds, from which it follows that the maximal operator is bounded on W 1;p.Rd /. Origi-
nally, (1.1) and (1.2) were proved only for the Hardy–Littlewood maximal operator which
averages over all balls centered at x, but both arguments work for a variety of maximal
operators, including the operator M defined above. The proof strategy for (1.2) relies on
(1.1) and thus also fails for p D 1. The question of whether (1.2) nevertheless holds with
p D 1 for any maximal operator has become a well known problem and has been subject
to considerable research. However, it has so far remained mostly unanswered, except in
one dimension. Our main result is the following:

Theorem 1.1. Let f 2 L1loc.R
d / with varf <1. Then Mf 2 Ld=.d�1/loc .Rd / and

var Mf � Cd varf; (1.3)

where the constant Cd depends only on the dimension d .

Theorem 1.1 answers a question in the paper [16] of Hajłasz and Onninen from 2004
for the uncentered maximal operator over cubes. This question was originally raised for
the classical centered and uncentered Hardy–Littlewood maximal operators given by

zMf .x/ D sup
B3x

1

L.B/

ˆ
B

f .y/ dy;

where the supremum is taken over all balls B 3 x, but remains valid for a wide range of
maximal operators. We prove the variation bound corresponding to (1.3) also for maximal
operators which average over more general sets than cubes (Theorem 2.6 and Corol-
lary 2.11). The requirements on the collection of sets over which the maximal operator
averages are twofold: we require the collection to have a certain tiling property (Defi-
nition 2.3), and each individual set in the collection has to satisfy a certain inner cone
star condition (Definition 2.2). The collection of all cubes is the simplest example having
these two properties. While a ball satisfies the inner cone star condition, the collection
of all balls does not have the required tiling property and therefore one part of our argu-
ment does not apply to the classical uncentered Hardy–Littlewood maximal operator zM
(Remark 2.14).

There is a subtle difference between (1.2) for p D 1 and Theorem 1.1: Theorem 1.1 is
more generous in the condition on f as any f 2W 1;1.Rd / satisfies varf Dkrf k1<1.
However, its conclusion is slightly weaker because var Mf <1 only means that Mf has
a finite Radon measure as its weak gradient, not necessarily a function in L1.Rd /, even
if we assume f 2 W 1;1.Rd /. And indeed, some maximal functions covered by our more
general Theorem 2.6, such as the dyadic maximal operator which only averages over
dyadic cubes, satisfy (1.3) but do not possess a weak gradient in L1.Rd / no matter how
smooth f is. Lahti [24] showed that if the variation bound (1.3) holds for the Hardy–
Littlewood maximal operator zM, then for any f 2 W 1;1.Rd / we have r zMf 2 L1.Rd /.
For the cube maximal operator M defined above this question remains open.
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For a function f W R ! R, the variation bound for the uncentered maximal func-
tion was already proved by Tanaka [28] and by Aldaz and Pérez Lázaro [3]. Note that in
one dimension, balls and cubes are the same. For the centered Hardy–Littlewood max-
imal function the bound was proved by Kurka [23]. The latter proof turned out to be
much more complicated. Aldaz and Pérez Lázaro [2] proved the gradient bound for the
uncentered maximal operator for block decreasing functions inW 1;1.Rd / and any dimen-
sion d . Luiro [26] did the same for radial functions. More endpoint results are available
for related maximal operators, for example convolution maximal operators [8, 13], frac-
tional maximal operators [5, 6, 11, 11, 18, 21, 29], and discrete maximal operators [10], as
well as maximal operators on different spaces, such as in the metric setting [22] and on
Hardy–Sobolev spaces [27]. For more background information on the regularity of max-
imal operators see the survey by Carneiro [7]. Local regularity properties of the maximal
function which are weaker than the gradient bound of the maximal operator have also
been studied [1,15]. The question whether the maximal operator is a continuous operator
on the gradient level is even more difficult to answer than its boundedness because the
maximal operator is not linear. Some progress on this question has already been made in
[4, 9, 12, 25].

This is the fourth paper in a series [29–31] on higher-dimensional variation bounds
of maximal operators, using geometric measure theory and covering arguments. In [30]
we prove (1.3) for the uncentered Hardy–Littlewood maximal function of characteristic
functions, in [31] we prove it for the dyadic maximal operator for general functions, and
in [29] we prove the corresponding result for the fractional maximal operator. Here we
apply the tools developed in [30, 31]. Note that it is not possible to extend the variation
bound from characteristic to simple and then general functions, using only the sublinearity
of the maximal function. The pitfall in that strategy is that while the maximal function is
sublinear, this is not true on the gradient level: there are characteristic functions f1; f2
such that var M.f1 C f2/ > var Mf1 C var Mf2 [31, Example 5.2].

The starting point here and in [30, 31] is the coarea formula, which expresses the
variation of the maximal function in terms of the boundary of the distribution set. We
observe that the distribution set of the uncentered maximal function is the union of all
cubes on which the function has the corresponding average. We divide the cubes of the
distribution set of the maximal function into two groups: we say that those which intersect
the distribution set of the function a lot have high density, and the others have low density.
The union of the high density cubes looks similar to the distribution set of the function,
and for characteristic functions we have already bounded its boundary in [30] due to a
result in the spirit of the isoperimetric inequality. The motivation for that bound came
from Kinnunen, Korte, Shanmugalingam and Tuominen [20, Theorem 3.1]. In [31] and
in this paper the high density cubes are bounded using the same argument. This bound
is even strong enough to control the low density balls for characteristic functions in the
global setting of [30]. But in the local setting of [30], dealing with the low density balls
is more involved. It requires a careful decomposition of the function in parallel with the
low density balls of the maximal function by dyadic scales. In that paper it also relies
on the fact that the function is a characteristic function. In [31] we devise a strategy for
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dealing with the low density cubes for general functions in the dyadic cube setting. The
advantage of the dyadic setting is that the decomposition of the low density cubes and the
function are a lot more straightforward because dyadic cubes only intersect in trivial ways.
Furthermore, the argument contains a sum over side lengths of cubes which converges as
a geometric sum for dyadic cubes. In [29] we bound the fractional operator, using that it
disregards small balls, which allows for a reduction from balls to dyadic cubes so that we
can apply the result from [31]. Non-fractional maximal operators are much more sensitive,
in that we have to deal with complicated intersections of balls or cubes of any size.

In this paper we represent the low density cubes of the maximal function by a sub-
family of cubes with dyadic properties, which allows us to apply the key dyadic result
from [31]. In order to make the rest of the dyadic strategy of [31] work here, the function
is decomposed in a similar way to the local case of [30].

2. Preliminaries and core results

We work in the setting of functions of bounded variation, as in Evans–Gariepy [14, Sec-
tion 5]. Let � � Rd be an open set. A function f 2 L1loc.�/ is said to have locally
bounded variation if for every open and compactly contained set V � � we have

sup
²ˆ

V

f div' W ' 2 C 1c .V IR
d /; j'j � 1

³
<1:

Such a function comes with a Radon measure� and a�-measurable function � W�!Rd

which satisfies j�.x/j D 1 for �-a.e. x 2 � and such that for all ' 2 C 1c .�IR
d / we have

ˆ
�

f div' D
ˆ
�

'� d�:

We define the variation of f in� by var� f D �.�/. If f does not have locally bounded
variation or if f 62 L1loc.�/ then we set var� f D1.

For a measurable setE �Rd denote byE, @E and VE the topological closure, bound-
ary and interior of E, respectively. The measure-theoretic closure, boundary and interior
of E are defined as

E
�
D

²
x W lim sup

r!0

L.B.x; r/ \E/

rd
> 0

³
;

@�E D E
�
\Rd nE

�

and VE
�
D E

�
n @�E:

Note that E
�
� E, @�E � @E and VE � VE

�
. For a cube, its measure-theoretic boundary,

closure and interior agree with the respective topological objects. We also introduce the
following measure-theoretic set relations: Let A;B � Rd be Lebesgue measurable sets.
By A �� B we mean L.A nB/D 0, and similarly by A �D B we mean A �� B and B �

� A,
and byA �¨B we meanA ��B and B 6 ��A. All these measure-theoretic notions are robust
against changes with Lebesgue measure zero.
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For � � Rd and a function f W �! R we write

¹f > �º D ¹x 2 � W f .x/ > �º

for the superlevelset of f , and we define ¹f � �º similarly. Denote by Hd�1 the d � 1-
dimensional Hausdorff measure. The following coarea formula provides an interpretation
of the variation that is useful for us:

Lemma 2.1 ([14, Theorem 3.40]). Let � � Rd be an open set and assume that f 2
L1loc.�/. Then

var� f D
ˆ

R
Hd�1.@� ¹f � �º \�/ d�:

In [14, Theorem 3.40] the coarea formula is stated with the set ¹f > �º in place of
¹f � �º, but it can be proven for ¹f � �º using the same proof. For a set Q of subsets
of Rd we denote [

Q D
[
Q2Q

Q:

The integral average of a function f 2 L1.Q/ over a set Q � Rd with finite Lebesgue
measure is denoted by

fQ D
1

L.Q/

ˆ
Q

f .x/ dx:

For any functions f;g W RnCk ! R we mean by f .a; b/ .a g.a; b/ that for every a 2 Rn

there exists a constant C > 0 such that for all b 2 Rk we have f .a; b/ � Cg.a; b/.
For a ball B D B.x; r/, a real number a � 0 and y 2 Rd denote aB D B.x; ar/ and
B C y D B.x C y; r/. For a set E � Rd denote by conv.E/ its convex hull.

Definition 2.2. Forƒ� 1 we call a setQ �Rd aƒ-star if it has a ball denoted by B.Q/
with radius denoted by r.Q/ which satisfies

B.Q/ � Q � ƒB.Q/

and such that for any x 2 Q we have conv.B.Q/ [ ¹xº/ � Q.

Definition 2.3. Let L � 2.

(i) We say that a collection P of subsets of Rd is an L-decomposition of a set
Q � Rd with finite Lebesgue measure if Q �

�
S

P ; every P 2 P satisfies P �
� Q

and L.Q/=L � L.P / < L.Q/, and for any P1; P2 2 P with P1 ¤ P2 we have
L.P1 \ P2/ D 0.

(ii) We say that a collection Q of ƒ-stars is L-complete if it has a superset P � Q of ƒ-
stars such that everyQ 2P has anL-decomposition P .Q/�P and for allQ;R 2Q

and P 2 P .Q/ with R �
� P we have P 2 Q.

Remark 2.4. Every bounded open convex set is a ƒ-star for some ƒ � 1, and every ƒ-
star is a John domain; see Lemma 3.2. In particular, every cube is a

p
d -star and the set

of all cubes is 2d -complete since every cube can be decomposed into 2d cubes with half
its side length.
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Even though a cube is convex unlike an L-complete ƒ-star in general, our proofs
barely simplify when considering only the special case of cubes. In order to facilitate
understanding, the reader is hence justified to imagine cubes when encountering L-com-
plete ƒ-stars in this article.

Our main result is the following theorem, which we prove in Section 3:

Theorem 2.5. Let L � 2, ƒ � 1, let Q be a finite L-complete set of ƒ-stars and let f 2
L1.Rd / be a function with varSQ f <1. For all � 2R denote Q� D ¹Q 2Q W fQ � �º.
Then
ˆ 1
�1

Hd�1
�
@
[

Q�
n ¹f � �º

�
�

d�

.d;L;ƒ
ˆ 1
�1

Hd�1
�
@� ¹f � �º \

[
¹ VQ W Q 2 Qº

�
d�: (2.1)

Theorem 2.6. Let L � 2 andƒ � 1. Given an open set� � Rd , let Q be an L-complete
set of ƒ-stars Q with Q � � and let f 2 L1loc.�/ be a function with var� f <1. Then
for every Q 2 Q we have

´
Q
jf j <1, and the maximal function defined by

MQf .x/ D max
²
f .x/; sup

Q2Q; x2Q

1

L.Q/

ˆ
Q

f .y/ dy
³

belongs to Ld=.d�1/loc .�/ and satisfies

var� MQf .d;L;ƒ var� f:

Theorem 2.6 follows from Theorem 2.5 by the coarea formula of Lemma 2.1 and
since

¹MQf � �º D
[

Q�
[ ¹f � �º

if Q is finite, in combination with integrability and approximation arguments. We lay out
the details of this reasoning in Section 4.2.

Remark 2.7. It is not clear if Theorems 2.5 and 2.6 hold also without the assumption that
Q is L-complete or if we omit taking the maximum with f in the definition of MQf . The
following example shows that Theorems 2.5 and 2.6 fail if we drop both conditions at the
same time: Let f D 1.0;1/d and for N 2 N let QN be the set of dyadic cubes with side
length at least 2, and the cubes .n12�N ; .n1 C 1/2�N /� � � � � .nd2�N ; .nd C 1/2�N / �
.0; 1/d , where n1; : : : ; nd are integers such that n1 C � � � C nd is even. Then the maximal
operator that averages over all cubes in QN has variation of order 2Nd � 2�N.d�1/ D 2N ,
which goes to infinity for N !1.

Lemma 2.8. If � � Rd and Q is an L-complete set of measurable sets then so are
¹Q 2 Q W Q

�
� �º and ¹Q 2 Q W Q

�
� �º.

Proof. This follows from the fact that for every Q 2 Q we have Q �
� � if and only if for

all P 2 P .Q/ we have P �
� �, and Q

�
� � if and only if for all P 2 P .Q/ we have

P
�
� �.
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Proposition 2.9. Let Q be a set ofƒ-stars and let zQ be a set of subsets of Rd such that for
each Q 2 Q there exists a zQ 2 zQ, and, conversely, for each zQ 2 zQ there exists a Q 2 Q

such that zQ�Q and VQ �
� zQ. Then for almost every x 2� we have M zQf .x/DMQf .x/

and thus Theorem 2.6 holds with zQ in place of Q. If Q and zQ are finite then also The-
orem 2.5 holds for zQ in place of Q with the topological boundary and interior replaced
by the measure-theoretic boundary and interior. If in addition VQ � zQ then Theorem 2.5
holds for zQ as stated with the topological boundary and interior.

Particular examples for zQ are ¹Q W Q 2 Qº and ¹ VQ W Q 2 Qº.

We prove Proposition 2.9 in Section 4.1.

Remark 2.10. Theorem 2.6 can fail for zQ from Proposition 2.9 if we replace the condi-
tion zQ � Q by zQ �

� Q. For example, take a set A � Œ�2;�1�d with

Hd�1.@�A/D1; QD ¹Œ0; 1�d º; zQD ¹Œ0; 1�d [ ¹xº W x 2 Aº; and f D 1Œ0;1�d :

Then
varf D Hd�1.@ Œ0; 1�d / <1;

but M zQf D 1Œ0;1�d[A and thus

var M zQ D Hd�1.@ Œ0; 1�d /CHd�1.@�A/ D1:

Corollary 2.11. For any open subset � � Rd and any f 2 L1loc.�/ each maximal func-
tion bMf from the following list (i) to (iv) belongs to Ld=.d�1/loc .�/ and satisfies

var� bMf � Cd;L;ƒ var� f:

(i) Let Q be the set of cubes Q contained in � and let

bMf .x/ D sup
Q2Q; x2Q

1

L.Q/

ˆ
Q

f .y/ dy:

Here, we may let Q consist of cubes with any orientation, of only axes parallel cubes
or of only dyadic cubes. In particular, it supersedes the main results in [31]. We may
consider cubes to be closed or open and we may replace the condition Q � � by
Q � �.

Instead of cubes, Q may consist of any open convex shapes that can be decom-
posed into more than one boundedly rescaled and rotated version of itself.

(ii) Let Q be an L-complete set of ƒ-stars Q � � such that for every " > 0 and almost
every x 2 � there exists a Q 2 Q with x 2 Q and r.Q/ < ". Define

bMf .x/ D sup
Q2Q; x2Q

1

L.Q/

ˆ
Q

f .y/ dy:

(iii) Let Q be an L-complete set of ƒ-stars Q � Rd and let

Q� D ¹Q 2 Q W Q
�
� �º or Q� D ¹Q 2 Q W Q

�
� �º:
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Define bMf .x/ D max
²
f .x/; sup

Q2Q�; x2Q

1

L.Q/

ˆ
Q

f .y/ dy
³
:

(iv) In any of the previous cases we may replace the condition x 2 Q in the supremum
by x 2 Q or x 2 VQ.

Proof of Theorem 1.1 and Corollary 2.11. In case (ii) a Lebesgue density theorem holds
for the stars in Q, which implies bMf .x/ � f .x/ and thus bMf .x/ DMQf .x/ for almost
every x 2�. Since the variation of a function does not change under modifications on sets
of Lebesgue measure zero, we can conclude (ii) from Theorem 2.6. Item (iii) follows from
Lemma 2.8. Item (i) follows from Remark 2.4 and (ii) and (iii). Theorem 1.1 is a special
case of (i). By Proposition 2.9 the maximal function only changes on a set of measure
zero when replacing the condition x 2 Q in the supremum by x 2 Q or x 2 VQ and we
can conclude (iv).

Remark 2.12. It is usually more difficult to prove regularity results for local maximal
operators than for global maximal operators, because some arguments use the fact that
the maximal operator also takes into account certain blow-ups of balls or cubes. In fact,
for the fractional maximal operator, gradient bounds which hold for the global operator
fail for the local operator [18, Example 4.2]. Not so here: our results also hold for domains,
and by the same proof as for Rd .

Remark 2.13. In [31] we assumed that the dyadic maximal operator averages only over
cubes which are compactly contained in the domain � in order to ensure local integrabil-
ity of the maximal function. This condition turned out to be not necessary, provided that
var� f <1.

Remark 2.14. The proofs in this article yield partial results also in the case of balls, i.e.
for the classical uncentered Hardy–Littlewood maximal operator zM.

(i) Balls are 1-stars but the collection of all balls is notL-complete for anyL� 2 since
a ball cannot be decomposed into a finite set of smaller balls. That means Theorem 2.6
does not apply to the classical uncentered Hardy–Littlewood maximal operator zM.

(ii) However, balls are not forbidden in the collection of sets Q per se; one can con-
struct a superset of the set of all balls which for some L � 2, ƒ � 1 is an L-complete set
of ƒ-stars. That means Theorem 2.6 applies to a maximal operator that averages over all
balls if we also allow it to average over certain additional sets.

(iii) We only use L-completeness in Section 3.4, while the arguments in Sections 3.1
to 3.3, 3.5 and 3.6 and Section 4 work for any collection of ƒ-stars and thus in particular
for balls. That means we provide several tools that may be directly used in further attempts
to prove the endpoint variation bound (1.3) for the uncentered Hardy–Littlewood maximal
operator. In particular, it suffices to find a suitable replacement of Proposition 3.22 for
balls in order to complete the proof.

Remark 2.15. The notion of a ƒ-star may appear to be only slightly more general than
that of a classicalƒ-John domain; see Definition 3.1 and Lemma 3.2. One key difference,
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however, is that a John domain may have infinite perimeter while a ƒ-star may not. So
take a John domain Q with infinite perimeter. Then for a function f 2 L1.Rd / with
f D 0 on Rd nQ and fQ > 0, the maximal function

M¹Qºf .x/ D max ¹f .x/; fQ1Q.x/º has var M¹Qºf � fQHd�1.@�Q/ D1;

which means that Theorems 2.5 and 2.6 do not hold if we allow ƒ-John domains instead
of ƒ-stars. It is unclear, however, if Theorem 2.6 holds if Q is for example the set of all
ƒ-John domains.

Remark 2.16. The space L1loc.�/ is not an appropriate domain for MQ, as has already
been observed in [16, footnote (2), p. 170]. For example, the function f W x 7! jxj2 belongs
to L1loc.�/ but its classical Hardy–Littlewood maximal function is infinite everywhere. If
we strengthen the assumption to f 2L1.�/, then MQf is finite almost everywhere by the
weak endpoint p D 1 of the Hardy–Littlewood maximal function theorem. Corollary 4.5
shows that an alternative way to ensure the almost everywhere finiteness of MQf is to
require var� f <1 in addition to f 2 L1loc.�/.

Remark 2.17. Theorems 1.1 and 2.6 and Corollary 2.11 also extend to the maximal func-
tion of the absolute value due to var MQ.jf j/ .d;L;ƒ var jf j � varf .

3. The finite case

In this section we prove Theorem 2.5.

3.1. Preparations

Given a point x 2 Rd we denote its Euclidean length by jxj D
q
x21 C � � � C x

2
d

. For a set

E � Rd define dist.x;E/ D infy2E jx � yj.

Definition 3.1. For ƒ � 1 a bounded open set Q � Rd is a ƒ-John domain if it has a
distinguished point x 2Q such that for any y 2Q there is a continuous map  W Œ0;1�!Q

with .0/ D x and .1/ D y such that for any 0 � t � 1 we have

dist..t/; @Q/ � jy � .t/j=ƒ:

Lemma 3.2. Let ƒ � 1.

(i) Every ƒ-star is a ƒ-John domain.

(ii) Conversely, for every ƒ-John domain Q there is a ball B.Q/ with B.Q/ � Q �
ƒB.Q/.

Proof. For a ƒ-star Q set x to be the center of B.Q/ and for y 2 Q take  W t 7!
.1 � t /x C ty. This proves (i). For the proof of (ii) let x be the distinguished point of
Q and let y1; y2; : : : 2 Q be a sequence of points with

jyn � xj ! sup ¹jx � yj W y 2 Qº D r:
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Let n be the map witnessing that Q is a John domain for yn. Then

dist.x; @Q/ D dist.n.0/; @Q/ � jyn � n.0/j=ƒ D jyn � xj=ƒ! r=ƒ:

Therefore, B.x; r=ƒ/ � Q � B.x; r/:

Next, we collect a few elementary geometric properties of ƒ-stars.

Lemma 3.3. Let ƒ � 1 and let Q be a ƒ-John domain. Then

(i) Q is Lebesgue measurable,

(ii) VQ
�

D Q.

If in addition Q is a ƒ-star then

(iii) for any x 2 Q we have Vconv.B.Q/ [ ¹xº/ � Q,

(iv) Q and VQ are also ƒ-stars,

(v) VQ D VQ
�
,

(vi) if Q is an L-complete set of ƒ-stars then so is VQ.

Proof. Since VQ is open and thus Lebesgue measurable the set VQ
�

is well defined and it

follows from the definitions that VQ
�

� Q. For the reverse inclusion let x 2 Q and let
" > 0. Then there exists an zx 2 Q with jzx � xj < ". Let  be the curve corresponding
to zx. Because it is continuous there exists 0 < t < 1 with j.t/� zxj D " and by definition
B..t/; "=ƒ/ � Q: Since VQ is open it is measurable and thus

L.B.x; .2C 1=ƒ/"/ \ VQ/ � L.B..t/; "=ƒ// D .2ƒC 1/�dL.B.x; .2C 1=ƒ/"//

and we can conclude x 2 VQ
�

, which implies (ii), and hence

Q n VQ � Q n VQ D VQ
�

n VQ:

By the Lebesgue density theorem we have L. VQ
�

n VQ/ D 0 and thus we can conclude
L.Q n VQ/ D 0, which entails (i). Assume in addition that Q is a ƒ-star. It is straightfor-
ward to show that

B.Q/ � VQ � Q � ƒB.Q/:

Let y 2 Vconv.B.Q/[ ¹xº/. Then for some " > 0 we have B.y; 2"/� conv.B.Q/[ ¹xº/,
which implies

B.y; "/ � conv.B.Q/ [ ¹zxº/ � Q

and thus y 2 VQ. We can conclude (iii), which implies conv.B.Q/ [ ¹xº/ � Q and thus
Q is a ƒ-star.

Next denote by c the center of B.Q/ and let x 2 VQ
�

with x ¤ c. Then there exists a
y 2 Q with

hy � x; x � ci >
p

1 �ƒ�2 jy � xj jx � cj
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and thus

hy � x; y � ci D hy � x; x � ci C hy � x; y � xi

>
�p
1 �ƒ�2 jx � cj C jy � xj

�
jy � xj

�

p

1 �ƒ�2 jy � xj jy � cj:

Since the opening angle of the cone conv.B.Q/ [ ¹yº/ is at least arcsin.ƒ/ we can con-
clude

x 2 Vconv.B.Q/ [ ¹yº/ � VQ:

Since VQ � VQ
�

this implies (v). Moreover, we obtain

conv.B.Q/ [ ¹xº/ � Vconv.B.Q/ [ ¹yº/ � VQ;

from which we can deduce that VQ is a ƒ-star, finishing the proof of (iv).
If Q is an L-complete set ofƒ-stars then by (iv) the set VQ consists ofƒ-stars as well.

Moreover, by (v) and the Lebesgue density theorem for any Q 2 Q we have VQ �
D Q.

Since the definition of L-completeness is resistant to changes of Lebesgue measure zero,
we can conclude that VQ isL-complete because Q isL-complete. This concludes the proof
of (vi).

Instead of explicitly invoking Lemma 3.3 (i), for the rest of this article we will tacitly
assume that a ƒ-star is a Lebesgue measurable set when needed.

By [17, Theorem 107] every John domain satisfies a Poincaré inequality. It is our most
important building block and used repeatedly in this article.

Theorem 3.4 ([17, Theorem 107]). Let ƒ � 1, let Q be a ƒ-John domain and let f 2
L1.Q/ with locally bounded variation. Then�ˆ

Q

jf � fQj
d=.d�1/

�.d�1/=d
.d;ƒ varQ f:

Remark 3.5. By Hölder’s inequality applied to Theorem 3.4 we have
ˆ
Q

jf � fQj .d;ƒ L.Q/1=d varQ f: (3.1)

Let f be finite almost everywhere. It is an exercise to show that with the median

m D inf ¹� 2 R W L.Q \ ¹f > �º/ � L.Q/=2º

we have

1

2

ˆ
Q

jf � fQj �

ˆ
Q

jf �mj D inf
c2R

ˆ
Q

jf � cj �

ˆ
Q

jf � fQj

with all values in this chain of inequalities understood to be infinite if f 62 L1.Q/. Let
f 2 L1loc.Q/ with varQ f <1. Then f is finite almost everywhere, and thus its median
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is finite too. Approximating f by its truncations

fn D max
®
min ¹f;mC nº; m � n

¯
2 L1.Q/;

which for n large enough have the same median as f , we can conclude
ˆ
jf �mj D lim

n!1

ˆ
jfn �mj � 2 lim

n!1

ˆ
jfn � .fn/Qj .d;ƒ lim

n!1
L.Q/1=d varQ fn

� L.Q/1=d varQ f <1;

i.e. (3.1) holds also with fQ replaced by m. Moreover, we can conclude f 2 L1.Q/
and thus Theorem 3.4 and (3.1) still hold if we weaken the assumption f 2 L1.Q/ to
f 2 L1loc.Q/.

The relative isoperimetric inequality holds as a corollary of Theorem 3.4.

Corollary 3.6. Let ƒ � 1, let Q be a ƒ-John domain and let E � Rd be Lebesgue
measurable. Then

.min ¹L.Q \E/;L.Q nE/º/d�1 .d;ƒ Hd�1.Q \ @�E/
d :

Proof. Since @�E D @� .Rd nE/ it suffices to consider the case L.Q \E/ � L.Q/=2.
Then .1E /Q � 1=2 and thus j1E � .1E /Qj � 1=2 on Q \E and thus

ˆ
Q

j1E � .1E /Qj
d=.d�1/

�

ˆ
Q\E

.1=2/d=.d�1/ D .1=2/d=.d�1/L.Q \E/

and by the coarea formula of Lemma 2.1 we have

varQ 1E D
ˆ 1

0

Hd�1.Q \ @�E/ D Hd�1.Q \ @�E/:

By Theorem 3.4 we can conclude

L.Q \E/d�1 � 2d
�ˆ

Q

j1E � .1E /Qj
d=.d�1/

�d�1
.d;ƒ .varQ 1E /d

D Hd�1.Q \ @�E/
d :

Corollary 3.7. For ƒ � 1 and � > 0, let Q be a ƒ-John domain and let E � Rd with

� �
L.Q \E/

L.Q/
� 1 � �:

Then
Hd�1.Q \ @�E/ &d;ƒ �.d�1/=dL.Q/.d�1/=d :

Proof. By Corollary 3.6 we have

�L.Q/ � min ¹L.Q \E/;L.Q nE/º .d;ƒ Hd�1.Q \ @�E/
d=.d�1/:
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Definition 3.8. Let L � 2,ƒ � 1 and let Q be a finite set ofƒ-stars and let f 2 L1.Rd /.
For � 2 R set Q� D ¹Q 2 Q W fQ � �º. We consider the partition

Q�
D Q�

0 [Q�
1 [Q�

2 ;

where the set Q�
0 consists of all stars Q 2 Q� with

L.Q \ ¹f � �º/ � .4L/�1L.Q/;

the set Q�
1 consists of all stars Q 2 Q� nQ�

0 with

L
�
Q \

[
Q�
0

�
� 2�d�1ƒ�dL.Q/;

and Q�
2 D Q� n .Q�

0 [Q�
1 /.

Lemma 3.9 ([30, Lemma 1.6]). Let A;B � Rd be measurable. Then

@ .A [ B/ � .@A n B/ [ @B:

In addition, the measure-theoretic variant @� .A [ B/ � .@� A n B
�
/ [ @� B and the

mixed variant @ .A [ B/ � .@A n B
�
/ [ @B hold.

Proof. We have

@ .A [ B/ D A [ B \Rd n .A [ B/

� .A [ B/ \Rd n A \Rd n B

D .A \Rd n A \Rd n B/ [ .B \Rd n A \Rd n B/

D .@A \Rd n B/ [ .@B \Rd n A/

D .@A \Rd n B \ B/ [ .@A \Rd n B n B/ [ .@B \Rd n A/

� .@A \ @B/ [ .@A n B/ [ @B

D .@A n B/ [ @B:

The same proof with the topological boundary and closure replaced by the measure-
theoretic boundary and closure also proves the measure-theoretic variant of the inclusion.
Since E

�
� E, the mixed variant directly follows from the topological variant.

Using Lemma 3.9 we obtain

Hd�1
�
@
[

Q�
n ¹f � �º

�
�
� Hd�1

�
@
�[

Q�
0 [

[
Q�
1

�
n ¹f � �º

�
�

CHd�1
�
@
[

Q�
2 n

[
.Q�

0 [Q�
1 /
�
: (3.2)

We bound the first summand in Section 3.2. In Sections 3.3 to 3.5 we collect the necessary
ingredients to deal with the second summand. In Section 3.6 we combine these results to
a proof of Theorem 2.5. The results in Sections 3.2 and 3.4 are generalizations of results
in [30, 31].
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f

U

c

Fig. 1. The 2ƒ-Lipschitz function f in Lemma 3.10 traces a segment of the boundary of U .

3.2. Stars with large intersection

The main results in this section are Propositions 3.11 and 3.16, two bounds on the perime-
ter of a union of ƒ-stars. They generalize [30, Lemma 4.1, Proposition 4.3] from balls to
stars.

For c 2 .c1; : : : ; cd / 2 Rd denote c<d D .c1; : : : ; cd�1/ 2 Rd�1 and denote by
Bd�1.x; r/ a ball in Rd�1.

Lemma 3.10. Let ƒ � 1, r > 0, c 2 Rd and let U be a convex set with B.c; r/ � U �
B.c;ƒr/. Then there is a 2ƒ-Lipschitz function f WBd�1.c<d ; r=2/! .cd ;1/ such that
for any u 2 Bd�1.c<d ; r=2/ and s � cd with f .u/ ¤ s we have .u1; : : : ; ud�1; s/ 2 U if
and only if f .u/ < s:

Proof. By translation and scaling it suffices to consider the case c D 0 and r D 1. For
u 2 Rd�1 and s 2 R we denote

.uI s/ D .u1; : : : ; ud�1; s/ 2 Rd :

For u 2 Bd�1.0; 1/ define

f .u/ D sup ¹s 2 R W .uI s/ 2 U º > 0:

Since any vertical line intersected with a convex set is an interval and sinceBd�1.0;1/�¹0º
� U we can conclude that for any u 2 Bd�1.0; 1/ and s � 0 with f .u/ ¤ s we have
.uI s/ 2 U if and only if f .u/ < s. It remains to show that f is 2ƒ-Lipschitz on
Bd�1.0; 1=2/. To that end let u; v 2 Bd�1.0; 1=2/ with f .u/ < f .v/. For x 2 Rd denote
by U.x/ the interior of the convex hull of B.0; 1/[ ¹xº: Then for every 0 < " < f .v/ by
convexity we have U.vIf .v/ � "/ � U and thus

U.vIf .v// D
[

0<"<f.v/

U.vIf .v/ � "/ � U:

That means
f .u/ � sup ¹s W .uI s/ 2 U.vIf .v//º:

Denote

x D
f .u/

f .v/
.vIf .v//:
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Then

B

�
xI
jx � .vIf .v//j

j.vIf .v//j

�
� U.vIf .v// � U;

which implies

ju � x<d j D j.uIf .u// � xj �
jx � .vIf .v//j

j.vIf .v//j
D
f .v/ � f .u/

f .v/
:

Using

jx<d � vj D
f .v/ � f .u/

f .v/
jvj

we can conclude

ju � vj � ju � x<d j � jx<d � vj �
f .v/ � f .u/

f .v/
.1 � jvj/ �

f .v/ � f .u/

2ƒ
:

This means f is 2ƒ-Lipschitz on Bd�1.0; 1=2/, finishing the proof.

Proposition 3.11 ([30, Lemma 4.1] for stars). Let K > 0, ƒ � 1, let B be a ball and let
Q be a set of ƒ-stars Q with r.Q/ � Kr.B/. Then

Hd�1
�
B \ @

[
Q
�

.d .K�1 C 1/ƒdHd�1.@B/:

Proof. Note that @
S

Q is a closed set and thus Hd�1-measurable. Recall that for x D
.x1; : : : ; xd / 2 Rd we denote x<d D .x1; : : : ; xd�1/. By translation and scaling it suf-
fices to consider the case B D B.0; 1/, and we first consider the case K � 5. It suffices
to consider those Q 2 Q which intersect B.0; 1/ because the other Q do not contribute
to B.0; 1/ \ @

S
Q. Since Q � ƒB.Q/, this means the center c of B.Q/ satisfies jcj <

ƒr.Q/C 1. For a unit vector e 2 Sd�1 denote by Qe the set of those Q 2 Q whose cen-
ters c have an angle with e of at most 1=.4ƒ/. First consider the case e D .0; : : : ; 0;�1/.
For every Q 2 Qe we have

jc<d j

jcj
� sin

�
1

4ƒ

�
�

1

4ƒ

and therefore

r.Q/

2
� jc<d j �

r.Q/

2
�
jcj

4ƒ
>
r.Q/

4
�

1

4ƒ
�
5

4
�

1

4ƒ
� 1;

which means Bd�1.0; 1/� Bd�1.c<d ; r.Q/=2/. For x 2 B.0; 1/ apply Lemma 3.10 with
U D conv.B.Q/ [ ¹xº/ and B.c; r/ D B.Q/ and denote by fQ;x W Bd�1.c<d ; r.Q/=2/
! .cd ;1/ the resulting 2ƒ-Lipschitz function. Unless Qe is empty, the assignment

fe.u/ WD sup
Q2Qe ; x2Q;xd>�1

fQ;x.u/

defines a function fe WBd�1.0;1/!R which as the supremum of 2ƒ-Lipschitz functions
is itself 2ƒ-Lipschitz. It suffices to consider the case that for every Q 2 Q the center c
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of B.Q/ satisfies jcj > 2 because since K � 5 otherwise B.0; 1/ � B.Q/ � Q and thus
@
S

Q \ B.0; 1/ D ;. Thus we have cd � �jcj cos.1=.4ƒ// < �1.
Let x 2 Bd�1.0; 1/ � .�1;1/ with xd < fe.x<d /. Then there exist Q 2 Qe with

xd > �1 > cd and y 2 Q with yd > �1 and xd < fQ;y.x<d /. By Lemma 3.10, we can
conclude

x 2 conv.B.Q/ [ ¹yº/ � Q �
[

Qe:

Conversely, let x 2 Bd�1.0; 1/ � .�1;1/ with xd > fe.x<d / and let Q 2 Qe . Then
xd > �1 > cd and since x 2 conv.B.Q/ [ ¹xº/ we see by Lemma 3.10 that xd �
fQ;x.x<d /. By definition of fe this requires x 62 Q. That means x 62

S
Qe . Since fe

is Lipschitz on Bd�1.0; 1/ and Bd�1.0; 1/ � .�1;1/ is open, we can conclude that for
all x 2 Bd�1 � .�1;1/ we have fe.x<d / D xd if and only if x 2 @

S
Qe . Because the

graph of a Lipschitz function satisfies a surface measure bound, we can conclude

Hd�1
�
B.0; 1/ \ @

[
Qe

�
� Hd�1

�
ŒBd�1.0; 1/ � .�1;1/� \ @

[
Qe

�
D Hd�1.¹.u1; : : : ; ud�1; s/ W u 2 Bd�1.0; 1/; fe.u/ D sº/

� Hd�1.Bd�1.0; 1//
p
1C .2ƒ/2 .d ƒ:

By rotation this estimate holds for any unit vector e 2 Sd�1. There is a grid G � Sd�1

with cardinality #G .d ƒd�1 such that for every � 2 Sd�1 there is an e 2 G which has
an angle less than 1=.4ƒ/ with �. We can conclude

Hd�1
�
B.0; 1/ \ @

[
Q
�
D Hd�1

�
B.0; 1/ \ @

[
e2G

[
Qe

�
�

X
e2G

Hd�1
�
B.0; 1/ \ @

[
Qe

�
.d #Gƒ .d ƒd ;

finishing the proof for K � 5.
ForK <5 take a covering B ofB by a dimensional constant times .5=K/d many balls

B 0 with r.B 0/D .K=5/r.B/. This means that for anyQ 2 Q we have r.Q/ � Kr.B/D
5r.B 0/ and by the above case we can conclude

Hd�1
�
@
[

Q \ B
�
�

X
B02B

Hd�1
�
@
[

Q \ B 0
�

.d
X
B02B

ƒdHd�1.@B 0/

.d K�dƒdKd�1Hd�1.@B/ D K�1ƒdHd�1.@B/:

Remark 3.12. In [30] the original version of Proposition 3.11, [30, Lemma 4.1], has the
unnecessarily large factor K�d instead of K�1 due to an oversight.

For t � 0 denote

Q.t/ D ¹y 2 Q W dist.y;Rd nQ/ > tº:



The variation of the uncentered maximal operator with respect to cubes 17

Lemma 3.13. Let Q be a ƒ-star. Then for any t � 0 we have

L.Q nQ.t// �
dt

r.Q/
L.Q/:

Proof. By translation consider the case that B.Q/ is centered at the origin. Let e 2 Sd�1

and let s � 0 with se 2 Q. Then for all 0 � u � 1 we have

B..1 � u/se; ur.Q// � conv.B.Q/ [ ¹seº/ � Q

and thus if u > t=r.Q/ then

.1 � u/se 2 B..1 � u/se; ur.Q/ � t / � Q.t/:

With se D sup ¹s W se 2 Qº this means

¹se W 0 � s < .1 � t=r.Q//seº � Q.t/:

By Fubini we can conclude

L.Q.t// D

ˆ
Sd�1

ˆ
¹sW se2Q.t/º

sd�1 ds d�

�

ˆ
Sd�1

ˆ .1�t=r.Q//se

0

sd�1 ds d�

D .1 � t=r.Q//d
ˆ

Sd�1

ˆ se

0

sd�1 ds d�

D .1 � t=r.Q//dL.Q/

� .1 � dt=r.Q//L.Q/:

Lemma 3.14. Let Q be a ƒ-star and t < r.Q/. Then Q.t/ is an r.Q/
r.Q/�t

ƒ-star.

Proof. Define B.c; r/ D B.Q/ and let x 2 Q.t/. Then there exists an " > 0 such that
B.x; t C "/ � Q and thus

A WD
[

y2B.x;tC"/

conv.B.c; r/ [ ¹yº/ � Q:

Since B.x; t C "/ is convex we have A D conv.B.c; r/ [ B.x; t C "//, which implies
B.c; r � t / � A.t/, x 2 A.t/ and that A and hence A.t/ is convex. We can conclude

conv
�
r.Q/ � t

r.Q/
B.Q/ [ ¹xº

�
D conv.B.c; r � t / [ ¹xº/ � A.t/ � Q.t/;

finishing the proof.

Lemma 3.15 ([30, Lemma 2.3] for stars). Let 0 � � � 1, ƒ � 1, and let Q � Rd be a
ƒ-star. Let E � Rd with L.E \Q/ � �L.Q/ and let x 2 @Q n E

�
. Then there exists

0 < t � diam.Q/ such that

Hd�1.@�E \Q.�t=.4dƒ// \ B.x; t// &d;ƒ �.d�1/=dHd�1.@B.x; t//:



J. Weigt 18

B.x; t/

�t D �t
4dƒ

Q.�t/

Q

B.zx; zt /

x

Fig. 2. The ball B.zx; zt / away from the boundary of Q in Lemma 3.15.

Proof. Denote B.c; r/DB.Q/ and abbreviate �D �=.4dƒ/ and note that since x 2 @Q
we have jx � cj � r . For 0 < t � 2jx � cj define

ut D t=.2jx � cj/; rt D utr=2; yt D utc C .1 � ut /x:

Then 0 < ut � 1 and by Lemma 3.3 (iii) we have

B.yt ; 2rt / � Vconv.B.c; r/ [ ¹xº/ � Q:

Since
2rt � rt D rt D

rt

4jx � cj
�

t

4ƒ
� �t;

we can conclude B.yt ; rt / � Q.�t/: Moreover,

jyt � xj C rt D ut jx � cj C
utr

2
D t

�
1

2
C

r

4jx � cj

�
� t;

which means B.yt ; rt / � B.x; t/: Since x 62 E
�

we can conclude

L.E \ B.yt ; rt //

L.B.yt ; rt //
� .4ƒ/d

L.E \ B.x; t//

L.B.x; t//
! 0

for t ! 0.
We first consider the case

L.E \ B.c; r=2// � L.B.c; r=2//=2:

Since y2jx�cjD c and r2jx�cjD r=2 and both t 7!L.B.yt ; rt // and t 7!L.E \B.yt ; rt //

are continuous maps, this means that there exists 0 < t � 2jx � cj such that

L.E \ B.yt ; rt // D L.B.yt ; rt //=2:

Note that a ball B is a 1-John domain with

L.B/d�1 �d r.B/
d.d�1/

�d Hd�1.@B/d :

Thus by Corollary 3.7 we can conclude

Hd�1.@�E \Q.�t/ \ B.x; t// � Hd�1.@�E \ B.yt ; rt // &d Hd�1.@B.yt ; rt //

�
Hd�1.@B.x; t//

.4ƒ/d�1
;

finishing the proof in this case.
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It remains to consider the case

L.B.c; r=2/ nE/ > L.B.c; r=2//=2:

Since

� diam.Q/ � 2ƒr� D
�r

2d
�
r

2
;

we have B.c; r=2/ � Q.� diam.Q// and thus

L.Q.� diam.Q// nE/ � L.B.c; r=2/ nE/

>
L.B.c; r=2//

2

D
L.B.c;ƒr//

2dC1ƒd

�
L.Q.� diam.Q///

2dC1ƒd
: (3.3)

By Lemma 3.13 we have

L.Q nQ.� diam.Q/// �
d� diam.Q/
4dƒr

L.Q/ �
�

2
L.Q/

and thus

L.Q.� diam.Q// \E/ � �L.Q/ �L.Q nQ.� diam.Q///

�
�

2
L.Q/

�
�

2
L.Q.� diam.Q///: (3.4)

Since � diam.Q/ � r.Q/=d , by Lemmas 3.2 (i) and 3.14 the set Q.� diam.Q// is a
dƒ=.d � 1/-John domain and thus by (3.3) and (3.4) and Corollary 3.7 we can conclude

Hd�1.B.x; diam.Q// \Q.� diam.Q// \ @�E/

� Hd�1.Q.� diam.Q// \ @�E/

&d;ƒ .min ¹2�.dC1/ƒ�d ; �=2º/.d�1/=dL.Q.� diam.Q///.d�1/=d

&d;ƒ �.d�1/=dHd�1.@B.x; diam.Q///:

For a set Q of subsets of Rn abbreviate VQ D ¹ VQ W Q 2 Qº.

Proposition 3.16 ([30, Proposition 4.3] for stars). Let � 2 .0; 1/. Let E � Rd be a set of
locally finite perimeter and let Q be a finite set of ƒ-stars such that for each Q 2 Q we
have L.E \Q/ � �L.Q/. Then

Hd�1
�
@
[

Q nE
�
�

.d;ƒ .1 � log�/��.d�1/=dHd�1
�
@�E \

[
VQ
�
:
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Proof. Since Q is finite, for every x 2 @
S

Q nE
�

there is aQ 2Q with x 2 @Q nE
�
. Let

B be the set of all balls from Lemma 3.15 applied to every such x andQ. For each n 2 Z
apply the Vitali covering lemma to ¹B 2 B W 2n < r.B/ � 2nC1º and denote by Bn the
resulting set, i.e. the balls in Bn are disjoint and for each B 2 B with 2n < r.B/ � 2nC1

we have B �
S
¹5C W C 2 Bnº. Let

Qn D ¹Q 2 Q W 2n�1 < diam.Q/ � 2nº

and Q�n D
S
k�n Qn. Then

@
[

Q \ @
[

Qn nE
�
�

[
k�n

[
C2Bk

5C: (3.5)

Using (3.5) and the fact that Q is finite we obtain

@
[

Q nE
�
D

[
n2Z

@
[

Q \ @
[

Qn nE
�

D

[
n2Z

[
k�n

[
C2Bk

5C \ @
[

Q \ @
[

Qn nE
�

D

[
k2Z

[
C2Bk

[
n�k

5C \ @
[

Q \ @
[

Qn nE
�

D

[
k2Z

[
C2Bk

5C \ @
[

Q \ @
[

Q�k nE
�

�

[
k2Z

[
C2Bk

5C \ @
[

Q�k :

By Proposition 3.11 we can conclude

Hd�1
�
@
[

Q nE
�
�
�

X
k2Z

X
C2Bk

Hd�1
�
5C \ @

[
Q�k

�
.d;ƒ

X
k2Z

X
C2Bk

Hd�1.@C /: (3.6)

By Lemma 3.15 and since every ball C 2 Bk satisfies r.C / > 2k , we have

Hd�1.@C / .d;ƒ ��.d�1/=d max
Q2Q

Hd�1.@�E \Q.�2
k=.4dƒ// \ C/: (3.7)

Abbreviate
Ak D

[
¹Q.�2k=.4dƒ// W Q 2 Qº n

�[
Q
�
.2kC1/:

Since the balls C 2Bk are pairwise disjoint, centered on the boundary of
S

Q and satisfy
r.C / � 2kC1, we haveX

C2Bk

max
Q2Q

Hd�1.@�E \Q.�2
k=.4dƒ// \ C/ � Hd�1.@�E \ Ak/: (3.8)
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For any y 2 Rd , k 2 Z we have

y 2 Ak H) y 2
�[

Q
�
.�2k=.4dƒ// n

�[
Q
�
.2kC1/

” �2k=.4dƒ/ < dist
�
y;Rd n

[
Q
�
� 2kC1

” k C log2.�=.4dƒ// < log2
�

dist
�
y;Rd n

[
Q
��
� k C 1

” 0 � k C 1 � log2
�

dist
�
y;Rd n

[
Q
��
< 1 � log2.�=.4dƒ//:

This means that for any y 2 Rd there are at most

1 � log2.�=.4dƒ//C 1 D log2.16dƒ=�/

different k 2 Z with y 2 Ak . Together with Ak �
S
VQ we obtainX

k2Z

Hd�1.@�E \ Ak/ D

ˆ
@�E

X
k2Z

1Ak .y/ dHd�1.y/

�

ˆ
@�E\

S
VQ

log2.16dƒ=�/ dHd�1.y/

D log2.16dƒ=�/H
d�1

�
@�E \

[
VQ
�

D Œlog2.16dƒ/ � log2.�/�H
d�1

�
@�E \

[
VQ
�
: (3.9)

Combining (3.6) to (3.9) finishes the proof.

Observe the extra factor 1� log� in Proposition 3.16 in comparison to Corollary 3.7.
In [30, Proposition 5.3] we managed to remove this log factor in the case of balls with
additional effort. For our purposes here the rate in � in Proposition 3.16 is particularly
irrelevant since we will apply it only for a few fixed values � > 0 that depend only on the
dimension d .

As a corollary of Proposition 3.16 we can bound the first summand in (3.2). Recall
Definition 3.8.

Corollary 3.17. Let L � 2, ƒ � 1, let Q be a finite set of ƒ-stars and let f 2 L1.Rd /.
Then

Hd�1
�
@
�[

Q�
0 [

[
Q�
1

�
n ¹f � �º

�
�

.d;L;ƒ Hd�1
�
@� ¹f � �º \

[
VQ�
�
:

Proof. By Lemma 3.9 we have

@
�[

Q�
0 [

[
Q�
1

�
� @

[
Q�
1 n

[
Q�
0

�

[ @
[

Q�
0 ;

by Proposition 3.16 we have

Hd�1
�
@
[

Q�
0 n ¹f � �º

�
�

.d;L;ƒ Hd�1
�
@� ¹f � �º \

[
VQ�
0

�
;
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and by Proposition 3.16 and Lemma 3.9 we have

Hd�1
�
@
[

Q�
1 n

[
Q�
0 [ ¹f � �º

��
.d;ƒ Hd�1

�
@�

�[
Q�
0 [ ¹f � �º

�
\

[
VQ�
1

�
� Hd�1

�
@�
[

Q�
0 n ¹f � �º

�
\

[
VQ�
1

�
CHd�1

�
@� ¹f � �º \

[
VQ�
1

�
:

We use the fact that the measure-theoretic boundary is contained in the topological bound-
ary and combine the last three displays to finish the proof.

We integrate (3.2) and Corollary 3.17 over � 2 R to obtain

ˆ 1
�1

Hd�1
�
@
[

Q�
n ¹f � �º

�
�

d� �
ˆ 1
�1

Hd�1
�
@
[

Q�
2 n

[
.Q�

0 [Q�
1 /
�

d�

C Cd;L;ƒ

ˆ 1
�1

Hd�1
�
@� ¹f � �º \

[
VQ�
�

d�: (3.10)

3.3. Reducing to almost dyadically structured stars

The purpose of this subsection is to represent the first term on the right hand side of (3.10)
by almost dyadically structured stars.

Definition 3.18. For a set Q of measurable subsets of Rd we define the maximal sets
in Q by

m.Q/ D ¹Q 2 Q W 8P 2 Q; :Q
�¨ P º:

Lemma 3.19. Let Q be a finite set of measurable subsets of Rd . Then for any Q 2 Q

there is a P 2 m.Q/ with Q �
� P .

Proof. LetQ0 2Q. Any sequence of setsQ0;Q1; : : : 2Q withQk
�¨QkC1 is finite. Let

Q0; : : : ; Qn be a longest such sequence. Then there is no Q 2 Q with Qn
�¨ Q, which

means Qn 2 m.Q/ and Q0
�
� Qn; finishing the proof.

For n 2 Z we say that a star Q is of scale n if

2n�1 < r.Q/ � 2n:

Proposition 3.20. Let L; ƒ � 1, let Q be a finite set of ƒ-stars and let f 2 L1.Rd /.
Then Q has a subset � � Q with the following properties:

(i) For any Q 2 � there is no P 2 Q with Q �¨ P and fP � fQ.

(ii) Let Q;R 2 � be distinct with r.R/ � r.Q/. Then

L.R \Q/ < 2�1 min ¹L.B.Q//;L.B.R//º;

or R is both of strictly smaller scale than Q and fR > fQ.

(iii) For Q 2 Q let

�Q D inf ¹� W L.Q \ ¹f � �º/ < .4L/�1L.Q/º:
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Then for all Q 2 � we have fQ � �Q and
ˆ 1
�1

Hd�1
�
@
[

Q�
2 n

[
.Q�

0 [Q�
1 /
�

d� .d;ƒ
X
Q2�

.fQ � �Q/H
d�1.@Q/:

Proof. Let
zQ D ¹Q 2 Q W 8P 2 Q; .:Q

�¨ P / or fP < fQº:

We construct � using the following algorithm:

Algorithm. Initiate R D zQ and � D ;. We iterate the following procedure:
If R is empty then output � and stop. If R is nonempty let n be the largest scale of a

star in R, take a star S 2 R of scale n which attains

max ¹fQ W Q 2 R; r.Q/ > 2n�1º

and add it to � . Then remove all stars Q with fQ � fS and

L.Q \ S/ � 2�1 min ¹L.B.Q//;L.B.S//º

from R and repeat.
Finally, remove those sets Q from � with fQ < �Q.

The definition of zQ and � � zQ imply (i). Next, we prove (ii). In each iteration in the
above loop we remove at least the star S from R that we added to � . Since zQ is finite this
means the algorithm will terminate and return a set � of stars. Let S; T 2 � be distinct
stars with r.S/ � r.T / and L.S \ T / � 2�1L.B.S//. Then S and T cannot be of the
same scale, because otherwise one of them would have been removed when the other was
added to � . That means S is of strictly smaller scale than T , which means T has been
added to � in an earlier step than S , and thus fS > fT because otherwise S would have
been removed in that step.

It remains to prove (iii). For � 2 R and S 2 � denote

Q�
S D ¹Q 2 Q�

2 \
zQ W L.Q \ S/ � 2�d�1L.B.Q//º:

Let � 2 R and Q 2 Q�
2 \
zQ. Then there is a star S which has been added to � when Q

was removed from R. This means S has at least the same scale as Q and

L.Q \ S/ � 2�1 min ¹L.B.Q//;L.B.S//º � 2�d�1L.B.Q// � 2�d�1ƒ�dL.Q/

and fS � fQ � �. Since we assumed Q 62 Q�
0 [ Q�

1 , this requires S 62 Q�
0 and thus

�S < � � fS . This means that for each � 2 R we have

Q�
2 \
zQ D

[
S2� W�S<��fS

Q�
S : (3.11)

By Lemmas 3.3 (ii) and 3.19 and m.Q�/ � ¹Q 2 zQ W fQ � �º � Q� we have[
Q� D

[
Q�
�

D

[
m.Q�/

�

�

[
m.Q�/ �

[
¹Q 2 zQ W fQ � �º �

[
Q�
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and hence
@
[

Q�
� @

[
¹Q 2 zQ W fQ � �º:

Abbreviating C D
S
.Q�

0 [Q�
1 / we can conclude

@
[

Q�
2 n C D @

[
Q�
n C � @

[
.Q�
\ zQ/ n C D @

[
.Q�

2 \
zQ/ n C: (3.12)

Let S 2 � with �S < � � fS . That means S 62Q�
0 and thus either S 2Q�

2 , which implies
S 2 Q�

S , or S 2 Q�
1 . By Lemma 3.9 in the first case or set inclusion in the second case

we obtain
@
[

Q�
S n

[
Q�
1 �

h
@
[

Q�
S n S

i
[ @ S: (3.13)

We can conclude from (3.11) to (3.13) and Proposition 3.16 that

Hd�1
�
@
[

Q�
2 n

[
.Q�

0 [Q�
1 /
�
�

X
S2� W�S<��fS

Hd�1
�
@
[

Q�
S n

[
.Q�

0 [Q�
1 /
�

�

X
S2� W�S<��fS

Hd�1
�
@
[

Q�
S n S

�
CHd�1.@ S/

.d;ƒ
X

S2� W�S<��fS

Hd�1.@ S/:

Integrating both sides over � implies (iii), finishing the proof.

Lemma 3.21. Let r > 0 and let B be a set of balls B with r=2 < r.B/ � r such that for
any two distinct B1; B2 2 B we have

L.B1 \ B2/ � 2
�1 min ¹L.B1/;L.B2/º:

Then for any c > 0 and any point x 2 Rd , there are at most .8d.1C c//d balls in ¹cB W
B 2 Bº which contain x.

Proof. Let B.x1; r1/; B.x2; r2/ 2 B with r1 � r2. Then by Lemma 3.13 we have

L.B.x1; r1//=2 � L.B.x1; r1/ n B.x2; r2//

� L.B.x1; r1/ n B.x1; r2 � jx1 � x2j//

�
d.r1 � r2 C jx1 � x2j/

r1
L.B.x1; r1//;

which implies
d jx1 � x2j � dr2 � .d � 1=2/r1 � r2=2;

which means B.x1; r1=.4d// and B.x2; r2=.4d// are disjoint. Then for any B 2 B with
x 2 cB we have

.4d/�1B � B � B.x; .1C c/r.B// � B.x; .1C c/r/;

L..4d/�1B/ � .8d.1C c//�dL.B.x; .1C c/r//:

We can conclude that there are at most .8d.1C c//d such balls.
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3.4. A sparse mass estimate

Throughout this section let L � 2; 0 < ˛ � 1, let Q0 � Rd be bounded and let f 2
L1.Q0/. Moreover, let Q 3 Q0 be a finite set of sets Q �

� Q0 such that for any two
Q;P 2 Q we have

L.Q \ P / 2 ¹0;L.Q/;L.P /º:

Assume that whenever there are Q;P 2 Q with P �¨ Q for which there exists no R 2 Q

with P �¨R
�¨Q, the setQ has anL-decomposition P .Q/ according to Definition 2.3 (i)

with P 2 P .Q/ � Q. This means that if Q 2 Q has no L-decomposition into sets in Q

then there exists no P 2 Q with P �¨ Q, and we write P .Q/ \Q D ; in this case.
The prime example is that Q0 is a dyadic cube and Q 3 Q0 is a subset of the set of

dyadic subcubes of Q0 such that for each Q 2 Q all dyadic siblings and ancestors of Q
belong to Q as well. This example satisfies the above assumptions for L D 2d . We will
apply the subsequent results later in the setting of ƒ-stars, although the shape of the sets
in Q is mostly irrelevant for the arguments in this section.

For R � Q recall the definition of its maximal sets, m.R/ (Definition 3.18). For any
� 2 R denote

m.Q; �/ D m.¹Q 2 Q W fQ > � or P .Q/ \Q D ;º/:

Our goal is to prove the following proposition:

Proposition 3.22 ([31, Proposition 3.1] for more general sets). For any � < fQ0 with

L.Q0 \ ¹f > �º/ � ˛L.Q0/

we have

.fQ0 � �/L.Q0/

�
1

˛

ˆ 1
�

L
�
¹f > �º \

[®
Q 2 m.Q; �/ W L.¹f � �º \Q/ � L˛L.Q/

¯�
d�:

We will later need a slight modification of Proposition 3.22.

Corollary 3.23 ([31, Corollary 3.3] for more general sets). For any � < fQ0 with

L.Q0 \ ¹f > �º/ � .˛=2/L.Q0/

we have

.fQ0 � �/L.Q0/

�
2

˛

ˆ 1
fQ0

L
�
¹f > �º \

[®
Q 2 m.Q; �/ W L.¹f � �º \Q/ � L˛L.Q/

¯�
d�:

Proof. By assumption
ˆ fQ0

�

L.¹f > �º \Q0/ d� �
˛

2
.fQ0 � �/L.Q0/: (3.14)
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By Proposition 3.22 we have

.fQ0 � �/L.Q0/

�
1

˛

ˆ 1
�

L
�
¹f > �º \

[®
Q 2 m.Q; �/ W L.¹f � �º \Q/ � L˛L.Q/

¯�
d�

�
1

˛

ˆ fQ0

�

L.¹f > �º \Q0/ d�

C
1

˛

ˆ 1
fQ0

L
�
¹f > �º \

[®
Q 2 m.Q; �/ W L.¹f � �º \Q/ � L˛L.Q/

¯�
d�:

Now we apply (3.14) to the first term on the right hand side and subtract the quantity
.fQ0 � �/L.Q0/=2 from both sides. This finishes the proof.

We will prove Proposition 3.22 with the help of the following lemmas:

Lemma 3.24. For every � 2 R we have Q0 �D
S

m.Q; �/:

Proof. By assumption on Q for every Q 2 Q with P .Q/\Q ¤ ; we have P .Q/ � Q.
Since Q is finite and covers Q0, this implies that ¹Q 2 Q W P .Q/ \Q D ;º covers Q0.
An application of Lemma 3.19 finishes the proof.

Lemma 3.25. Let Q 2 Q with

L.Q \ ¹f � fQº/ � ˛L.Q/:

Then for any � � fQ we have

.fQ � �/L.Q/ �
1

˛

ˆ fQ

�

L.Q \ ¹f > �º/ d�:

Proof. Indeed,

.fQ � �/L.Q/ D

ˆ fQ

�

L.Q/ d� �
1

˛

ˆ fQ

�

L.Q \ ¹f > �º/ d�:

For � 2 R take

NQ� � m
�®
Q 2 Q W fQ � � or L.¹f � fQº \Q/ � ˛L.Q/

¯�
such that for every Q on the right hand side of the above display there is a P 2 NQ� with
P �
D Q, and for all Q;P 2 NQ� with Q ¤ P we have Q 6 �D P .

Lemma 3.26. For any � < fQ0 we have

.fQ0 � �/L.Q0/ �
1

˛

ˆ 1
�

L
�
¹f > �º n

[
¹Q 2 NQ� W fQ � �º

�
d�:
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Proof. By Cavalieri’s principle, for any measurable � � Rn and g 2 L1.�/ we have
ˆ
�

.g � �/ D

ˆ 1
�

L.� \ ¹g > �º/ d� �
ˆ �

�1

L.� \ ¹g < �º/ d�

�

ˆ 1
�

L.� \ ¹g > �º/ d�:

Note that ˆ
Q

.f � �/ D .fQ � �/L.Q/:

Thus, by the previous display for � D Q0 n
S
NQ� and g D f and by applying

Lemma 3.25 to each Q 2 NQ� with fQ � � we obtain

.fQ0 � �/L.Q0/

D

ˆ
Q0

.f � �/ D

ˆ
Q0n

S
NQ�

.f � �/C
X
Q2 NQ�

ˆ
Q

.f � �/

�

ˆ 1
�

L
�
¹f > �º n

[
NQ�

�
d�C

1

˛

X
Q2 NQ�

ˆ max ¹�;fQº

�

L.¹f > �º \Q/ d�

D

ˆ 1
�

�
L
�
¹f > �º n

[
NQ�

�
C
1

˛
L
�
¹f > �º \

[
¹Q 2 NQ� W fQ > �º

��
d�

�
1

˛

ˆ 1
�

L
�
¹f > �º n

[
¹Q 2 NQ� W fQ � �º

�
d�:

Lemma 3.27. Let � 2 R with

L.¹f > �º \Q0/ � ˛L.Q0/

and � > �. Then for every Q 2 m.Q; �/ with

L.¹f � �º \Q/ > L˛L.Q/

there is a P 2 NQ� with Q �
� P and fP � �.

Proof. The assumption impliesQ �¨ Q0. Thus there is an R 2 Q with smallest Lebesgue
measure such thatQ �¨ R. This meansQ 2 P .R/¤ ;. SinceQ 2m.Q; �/ we must have
R 62 m.Q; �/. This implies fR � � and hence

L.¹f > fRº \R/ � L.¹f � �º \Q/ > L˛L.Q/ � ˛L.R/:

Thus, by Lemma 3.19 there is a P 2 NQ� with Q �¨ R
�
� P . Again, we must have P 62

m.Q; �/ and thus fP � �.

Proof of Proposition 3.22. This follows from applying Lemmas 3.24 and 3.27 to the right
hand side in Lemma 3.26.
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Remark 3.28. In order to prove Theorem 1.1 for the Hardy–Littlewood maximal opera-
tor zM over balls it is enough to prove a suitable variant of Proposition 3.22 for the set of all
balls, see also Remark 2.14 (iii). Our proof of Proposition 3.22 does not work for the set
of all balls because a ball cannot be decomposed into finitely many smaller balls. In fact,
it is not even entirely clear how the statement of Proposition 3.22 should be formulated in
the case of balls. Note that in its current form Proposition 3.22 only takes into account the
parts of f that are contained within Q0, and lie above �. This is not strictly necessary;
in principle, we may allow the right hand side in Proposition 3.22 to take f into account
also anywhere below � and within 2B0 in order to hopefully enable a proof of a variant
for balls.

Lemma 3.29. Let P be a countable set of sets Q � Rd which have a ball B.Q/ with
L.B.Q// � L.Q/ and Q �

� ƒB.Q/ and an L-decomposition P .Q/ � P according to
Definition 2.3 (i). Let Q0 2 P and let E � Q0 be a measurable set with L.E \Q0/ �

L.Q0/=2. Then the sets Q 2 P with Q �
� Q0 and

1

2L
�

L.E \Q/

L.Q/
�
1

2

cover almost all of E \Q0.

Proof. By our assumptions on P for almost every x 2 E \Q0 there exists a sequence
Q0 D Qx

0 ; Q
x
1 ; Q

x
2 ; : : : 2 P such that for each n 2 N we have x 2 Qx

n and Qx
nC1 2

P .Qx
n/. Since L.B.Qx

n//�L.Qx
n/ andQx

n
�
�ƒB.Qx

n/ we can infer from the Lebesgue
density theorem that for almost every x 2 E \Q0 we have L.E \Qx

n/=L.Q
x
n/! 1 for

n!1. Let nx be the smallest integer n for which 2LL.E \Qx
n/ � L.Qx

n/. If nx D 0
then Qx

nx
D Q0, which means 2L.E \Qx

nx
/ � L.Qx

nx
/ by assumption. In case nx � 1

we argue
L.E \Qx

nx
/

L.Qx
nx
/
�

L.E \Qx
nx�1

/

L.Qx
nx
/

�
L.Qx

nx�1
/=.2L/

L.Qx
nx
/

�
1

2
;

finishing the proof.

3.5. Organizing mass

Recall that for t � 0 and a set Q � Rd we define

Q.t/ D ¹x 2 Q W dist.x;Rd nQ/ > tº:

Lemma 3.30. For every ƒ � 1 and every 0 < " < 1 there exist constants C;C1; C2 > 0
which allow for the following: Let Q and � be finite collections of sets Q � Rd which
have a ball B.Q/ with B.Q/ � Q � ƒB.Q/ and denote by r.Q/ the radius of B.Q/.
Assume that for each Q0 2 � there is a collection QQ0 � Q with

S
QQ0

�
� Q0 and that

for eachQ 2Q we have:Q0
�¨Q. Then Q has a subset P with the following properties:

(i) For any x 2 Rd there are at most C sets Q 2 P with x 2 Q."r.Q//.
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(ii) For each Q0 2 � and Q 2 QQ0 there exists a set P 2 P with Q � C1B.P / and
P � C2B.Q0/.

Proof. Denote by zQ the set of all Q 2 Q for which there is no P 2 Q with Q �
P."r.P /=2/. For each n 2 Z denote by zQn the set of allQ 2 zQ with 2n�1 < r.Q/ � 2n.
Take a maximal collection Pn � zQn such that for any two distinctQ;P 2Pn their subsets
Q."r.Q// and P."r.P // are disjoint. Set P D

S
n2Z Pn.

First we prove (i). Let x 2 Rd and let n 2 Z be the largest integer for which there is
a Q 2 Pn with x 2 Q."r.Q//. Let k 2 Z with k � n � .3C log2.ƒ="// and P 2 Pk .
Then

diam.P / � 2ƒr.P / � 2ƒ2k � "2n�2 < "r.Q/=2:

That means we cannot have x 2 P because otherwise P � Q."r.Q/=2/, which contra-
dicts P 2 zQ. We can conclude that there are at most C D log2.ƒ="/C 4 integers k for
which there is a Q 2 Pk with x 2 Q."r.Q//. Since by definition of Pk , for each k 2 Z
there is at most one such Q 2 Pk we can conclude (i).

Now we prove (ii). Let Q0 2 � and Q 2 QQ0 . If Q 2 P take P D Q. Then Q �
ƒB.Q/ and B.Q/ �� Q0 � ƒB.Q0/, which implies Q � ƒ2B.Q0/. If Q 2 zQ n P

then there is a P 2 P with r.Q/ � 2r.P / � 4r.Q/ � 2 diamQ0 � 4ƒr.Q0/ such that
Q."r.Q/=2/ intersects P."r.P /=2/. That means Q \ P contains a small ball, almost
all of which also lies in Q0. We can conclude Q � 5ƒB.P /, P � 5ƒB.Q/, and P �
5ƒ2B.Q0/. If Q 62 zQ then there is an R 2 Q with R."r.R/=2/ � Q, and since Q is
finite, such an R exists for which there is no zR 2 Q with R � zR."r. zR/=2/. That means
R 2 zQ and so as in the previous case there is a P 2 P with Q � R � 5ƒB.P / and P �
5ƒB.R/. Since Q �

� Q0, also Q0 intersects R."r.R/=2/. Thus, if 4ƒr.Q0/ < "r.R/

then diam.Q0/ < "r.R/=2 and hence Q0 � R, and moreover

L.R nQ0/ � L.B.R// �L.ƒB.Q0// � L.B.R//.1 � "=4/ > 0;

which would be a contradiction to our assumption on � and Q. That means we must have
r.R/ � 4ƒr.Q0/=" and thus

P � 5ƒB.R/ � .24ƒ="C 1/ƒB.Q0/:

3.6. Combining the results

Lemma 3.31. For any t > 0, any ƒ-star Q with L.Q.t// > 0 and any measurable set
E � Rd we have ˇ̌̌̌

L.Q.t/ \E/

L.Q.t//
�

L.Q \E/

L.Q/

ˇ̌̌̌
�

2dt

r.Q/
:

Proof. We haveˇ̌̌̌
L.Q.t/ \E/

L.Q.t//
�

L.Q \E/

L.Q/

ˇ̌̌̌
�

ˇ̌̌̌
L.Q.t/ \E/

L.Q.t//
�

L.Q.t/ \E/

L.Q/

ˇ̌̌̌
C

ˇ̌̌̌
L.Q.t/ \E/

L.Q/
�

L.Q \E/

L.Q/

ˇ̌̌̌
:
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Sinceˇ̌̌̌
L.Q.t/ \E/

L.Q.t//
�

L.Q.t/ \E/

L.Q/

ˇ̌̌̌
D

L.Q.t/ \E/

L.Q.t//L.Q/
jL.Q/�L.Q.t//j �

L.Q nQ.t//

L.Q/

and ˇ̌̌L.Q.t/ \E/
L.Q/

�
L.Q \E/

L.Q/

ˇ̌̌
�

L.Q nQ.t//

L.Q/
;

we can conclude the proof using Lemma 3.13.

Proof of Theorem 2.5. In Section 3.2 we proved (3.10). It remains to bound the first term
on the right hand side of (3.10), and we will proceed to do so using the tools developed in
Sections 3.3 to 3.5.

Let � � Q be the set from Proposition 3.20. For everyQ0 2 � let QQ0;0 D ¹Q0º and
for n 2 N inductively define

QQ0;nC1 D

[
¹P .Q/ W Q 2 QQ0;n; 9P 2 Q; P

�¨ Qº:

Since Q is finite there is an N 2 N for which QQ0;NC1 D ; and we let

QQ0 D QQ0;0 [ � � � [QQ0;N :

Then Q0 and QQ0 satisfy the assumptions from the first paragraph in Section 3.4. Recall
that �Q0 from Proposition 3.20 satisfies

L.Q0 \ ¹f > �Q0º/ � .4L/
�1L.Q0/

and let
T �
Q0
D
®
Q 2 m.QQ0 ; �/ W L.¹f � �º \Q/ � L.Q/=2

¯
:

By Corollary 3.23 with ˛ D .2L/�1 we have

.fQ0 � �Q0/L.Q0/ � 4L

ˆ 1
fQ0

L
�
¹f > �º \

[
T �
Q0

�
d�: (3.15)

Since P satisfies the assumptions in Lemma 3.29, for every � 2 R the collection[
Q2T �

Q0

²
P 2 P W P

�
� Q;

1

2L
�

L.P \ ¹f � �º/

L.P /
�
1

2

³

has a finite subset R�
Q0

with

L
�[

R�
Q0

�
�
9

10
L
�
¹f � �º \

[
T �
Q0

�
: (3.16)

Now we show that for every � 2 R the premise of Lemma 3.30 holds for the sets

z� WD ¹Q0 2 � W fQ0 < �º;
zQQ0 WD R�

Q0
; zQ WD

[
Q02z�

zQQ0 :
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So let � 2R andQ;Q0 2 � �Q with fQ; fQ0 < � and P 2R�
Q0

withQ �
� P . We need

to show that P �
� Q. Unpacking our definitions there is an n 2 ¹0; 1; : : :º and a star R 2

m.QQ0 ; �/\QQ0;n with P �
� R. This meansQ �

� R, and fR > � or P .R/\QQ0 D ;.
IfQ �
DR then P �

�Q and we are done. Thus it suffices to consider the caseQ �¨R. Then
by definition of QQ0;nC1 we have P .R/�QQ0;nC1, which means P .R/\QQ0 ¤;, and
thus fR > � must hold. Since R 2 QQ0;n there exists a sequence Q0; : : : ;Qn 2 P with
Qn D R such that for each 0 � k � n � 1 we have Qk 2 QQ0;k and QkC1 2 P .Qk/.
That means for every 0 � k � n we have Q �¨ Qk . Since Q is L-complete it follows
inductively that Q0; : : : ; Qn 2 Q and thus R 2 Q. But then Q �¨ R and fR > � � fQ
contradict Proposition 3.20 (i).

That means for every � 2 R the premise holds and we can apply Lemma 3.30 with

z� D ¹Q0 2 � W fQ0 < �º;
zQQ0 D R�

Q0
; zQ D

[
Q02z�

zQQ0 ; " D .8dL/�1:

We denote the resulting set of ƒ-stars by F �. By Lemma 3.30 (ii) for every Q0 2 � and
� > fQ0 we have

L
�[

R�
Q0

�
� L

�[
¹C1B.Q/ W Q 2 F �; Q � C2B.Q0/º

�
� C d1

X
Q2F �WQ�C2B.Q0/

L.B.Q//: (3.17)

By Proposition 3.11 for every Q0 2 � we have

Hd�1.@Q0/ .d ƒdC1Hd�1.@ƒB.Q0// D ƒ
2dHd�1.@B.Q0//

.d;ƒ L.Q0/=r.Q0/: (3.18)

By Proposition 3.20 (iii) and (3.15) to (3.18) we obtain
ˆ 1
�1

Hd�1
�
@
[

Q�
2 n

[
.Q�

0 [Q�
1 /
�

d�

.d;ƒ
X
Q02�

.fQ0 � �Q0/H
d�1.@Q0/

.d;L;ƒ
X
Q02�

r.Q0/
�1

ˆ 1
fQ0

X
Q2F �WQ�C2B.Q0/

L.B.Q// d�

�

ˆ 1
�1

X
Q2F �

L.B.Q//
X

Q02� WQ�C2B.Q0/

r.Q0/
�1 d�: (3.19)

Let k 2 Z and let Q0;Q1 2 � be distinct with

2k�1 < r.Q0/ � r.Q1/ � 2
k :

Then by Proposition 3.20 (ii) we have

L.B.Q0/ \ B.Q1// � 2
�1 min ¹L.B.Q0//;L.B.Q1//º:
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Let Q 2 F � and let n 2 Z with 2n�1 < r.Q/ � 2n. Then by Lemma 3.21 for any k 2 Z
the number of ƒ-stars Q0 2 � with 2k�1 < r.Q0/ � 2

k and Q � C2B.Q0/ is bounded
by a constant that depends only on d;L;ƒ. Moreover, if k � n � 1 � log2 C2 then

diam.C2B.Q0// � 2C2r.Q0/ � 2kC1C2 � 2n < 2r.Q/ � diam.Q/;

which means Q 6� C2B.Q0/. We can concludeX
Q02�

Q�C2B.Q0/

r.Q0/
�1
D

X
k>n�1�log2 C2

X
Q02�

Q�C2B.Q0/

2k�1<r.Q0/�2
k

r.Q0/
�1 .d;ƒ;L

X
k>n�1�log2 C2

2�k

< 22�nC2 .d;L;ƒ
1

r.Q/
: (3.20)

By Lemma 3.14 for any Q 2 R�
Q0

the set Q."r.Q// is a ƒ=.1 � "/-star. Moreover, by
the definition of R�

Q0
we have

.2L/�1 � L.Q \ ¹f � �º/=L.Q/ � 1=2:

Recalling " D .8dL/�1, by Lemma 3.31 we obtain

1

4L
�

L.Q."r.Q// \ ¹f � �º/

L.Q."r.Q///
�
3

4
:

That means by Lemma 3.13 and Corollary 3.7 that

L.B.Q//=r.Q/ .d L.Q/.d�1/=d .d L.Q."r.Q///.d�1/=d

.d;ƒ;L Hd�1.Q."r.Q// \ @� ¹f � �º/: (3.21)

Recall that by Lemma 3.30 (i) for every � 2 R and x 2 Rd there are at most C different
stars Q 2 F � with x 2 Q."r.Q//. Moreover, for every Q 2 F � there is an S 2 � with
Q
�
� S and thus by Lemma 3.3 (v) we have

Q."r.Q// � VQ
�
� VS

�
D VS:

Denoting
S
V� WD

S
¹ VS W S 2 �º we obtainX

Q2F �

Hd�1.Q."r.Q// \ @� ¹f � �º/ D

ˆ
@� ¹f��º

X
Q2F �

1Q."r.Q//.x/ dHd�1.x/

� C

ˆ
S
V�\@� ¹f��º

dHd�1.x/

D CHd�1
�[

V� \ @� ¹f � �º
�
: (3.22)

Combining (3.20) to (3.22) we obtainX
Q2F �

L.B.Q//
X

Q02� WQ�C2B.Q0/

r.Q0/
�1.d;L;ƒHd�1

�[
V� \ @� ¹f ��º

�
: (3.23)
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We integrate (3.23) over � 2 R and apply (3.19) to obtain
ˆ 1
�1

Hd�1
�
@
[

Q�
2 n

[
.Q�

0 [Q�
1 /
�

d�.d;L;ƒ
ˆ 1
�1

Hd�1
�[

V� \ @� ¹f � �º
�

d�:

Applying this inequality to (3.10) finishes the proof.

4. Local integrability and approximation

4.1. Perturbations with zero Lebesgue measure

In this section we prove Proposition 2.9.

Lemma 4.1. Every set B of open balls has a countable subset C �B with
S

C D
S

B:

Proof. Because we may write B as the countable union

B D
[
n2Z

¹B 2 B W 2n�1 < r.B/ � 2nº;

after rescaling it is enough to prove the lemma when B is a set of balls B with 2�1 <
r.B/ � 1. Then for N 2 2N and 0 � n < N=2 let BN

n be a maximal set of balls B 2 B

with
2�1 C n=N < r.B/ � 2�1 C .nC 1/=N

such that the centers of any two distinct balls in BN
n have distance at least 1=N . Let

x 2
S

B. Then there is a ballB.y;r/2B with x 2B.y;r/ and anN 2 2N with jy � xj �
r � 2=N . Moreover, there exists 0 � n < N=2 with

2�1 C n=N < r � 2�1 C .nC 1/=N;

which means there exists a B.zy; zr/ 2 BN
n such that j zy � yj � 1=N . We can conclude

jx � zyj � jx � yj C jy � zyj � r � 2=N C 1=N D r � 1=N < zr;

which means x 2 B.zy; zr/. Since
S
N22N

S
0�n<N=2 BN

n is a countable set of balls, this
finishes the proof.

Recall that for a set Q ofƒ-stars we denote QD ¹Q WQ 2Qº and VQD ¹ VQ WQ 2Qº:

Lemma 4.2. For any set Q of ƒ-stars the sets
S

Q,
S
VQ and

S
Q are measurable and[

Q �
D

[
Q �
D

[
VQ:

Proof. The set
S
VQ is Lebesgue measurable since it is open. For any n 2 Z let

Qn D ¹Q 2 Q W 2n�1 < r.Q/ � 2nº:
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Then by Lemma 3.3 (ii) we have[
Q n

[
VQ �

[
n2Z

[
Qn n

[
VQn �

[
n2Z

@
[
VQn:

Let n 2 Z and let B be a ball with r.B/ > 2n�1. By Lemma 3.3 (iv) the collection VQn

consists of ƒ-stars VQ with r. VQ/ > 2n�1 and thus we can apply Proposition 3.11 and
obtain L.B \ @

S
VQn/D 0. Covering Rd by a countable set of such ballsB and summing

over n 2 Z we thus obtain
L
�[

Q n
[
VQ
�
D 0

and hence [
Q
�
�

[
VQ �

[
Q �

[
Q:

This means that the three sets above have the same Lebesgue measure and in particular
are all Lebesgue measurable.

Lemma 4.3. Let Q and zQ be sets as in Proposition 2.9, i.e. let Q be a set of ƒ-stars
and let zQ be a set of subsets of Rd such that for each Q 2 Q there exists a zQ 2 zQ, and
conversely for each zQ 2 zQ there exists a Q 2 Q such that zQ � Q and VQ �

� zQ. ThenS
zQ is Lebesgue measurable with

S
zQ �
D
S

Q.

Proof. For any x 2
S
VQ there is a Qx 2 Q and a ball Bx with x 2 Bx � VQx

�
� fQx . We

have
S
VQ D

S
¹Bx W x 2

S
VQº and thus by Lemma 4.1 there is a sequence x1; x2; : : : 2S

VQ such that
S
VQ D Bx1 [ Bx2 [ � � � ; which means

L
�[

VQ n
[
zQ
�
�

1X
nD1

L.Bxn n
eQxn/ D 0:

That means
S
VQ
�
�
S
zQ �

S
Q and we can finish the proof using Lemma 4.2.

Proof of Proposition 2.9. As a special case of Lemma 4.3 any starQ 2 Q differs from its
corresponding set zQ 2 zQ by a set of Lebesgue measure zero so that f zQ D fQ. By another
application of Lemma 4.3 we obtain[

¹Q 2 Q W fQ > qº
�
D

[
¹ zQ 2 zQ W f zQ > qº:

Therefore, the set

¹M zQf > MQf º D
[
q2Q

¹x 2 � W M zQf .x/ > q > MQf .x/º

has Lebesgue measure zero, which means that for almost every x 2�we have M zQf .x/�
MQf .x/. The reverse inequality follows the same way.

It remains to consider Theorem 2.5 where Q and zQ are assumed to be finite. By the
above arguments we have

@�
[
zQ�
D @�

[
Q�
� @

[
Q�
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and for every pair Q 2 Q, zQ 2 zQ we have VQ � VQ
�
D
VzQ
�

. This means that Theorem 2.5
for Q implies Theorem 2.5 for zQ with the measure-theoretic boundary and interior instead
of the topological boundary and interior.

It remains to consider the case that for every pair Q 2 Q, zQ 2 zQ we have VQ � zQ,

which means VQ � VzQ. By Lemma 3.3 (vi) also VQ is an L-complete set ofƒ-stars and thus
Theorem 2.5 holds also for VQ instead of Q. By Lemma 3.3 (ii) we have

zQ � Q � VQ � zQ

and thus [
zQ� D

[
zQ� D

[
VQ� D

[
VQ�:

We can conclude

@
[
zQ�
�

[
zQ� n

[
VzQ�
�

[
VQ� n

[
VQ� D @

[
VQ�

and thus Theorem 2.5 for zQ follows from Theorem 2.5 for VQ.

4.2. Approximating uncountable sets of stars

In this section we prove the local integrability of the local maximal function, and use it
to deduce Theorem 2.6 from Theorem 2.5. Let ƒ � 1, let � � Rd be an open set and let
f 2 L1loc.�/. Recall the local Hardy–Littlewood maximal operator

zM� D MQ for Q D ¹B W B ball; B � �º;

and denote

Mƒ;� D MQ for Q D ¹Q W Q ƒ-John domain; Q � �º:

Proposition 4.4. Let ƒ � 1, let � � Rd be an open set and let f 2 L1loc.�/ with f � 0
and var� f <1. Then for every ball B and every " > 0 with .1C "/B � � there is a
K <1 such that for every x 2 B we have

Mƒ;�f .x/ .d;ƒ;" max ¹K; zM.1C"/Bf .x/º:

Proof. Recall Lemma 3.2 (ii): every ƒ-John domain Q has a ball B.Q/ with B.Q/ �
Q � ƒB.Q/. Define

Q D ¹Q ƒ-John domain W Q � �; Q \ B ¤ ;; ƒB.Q/ n .1C "=2/B ¤ ;º

and K D supQ2Q fQ: Note that by Lemma 3.3 (ii) the sets Q and Q only differ by a set
of Lebesgue measure zero and in particular fQ D fQ. Let x 2 B and let Q be a ƒ-John

domain with x 2 Q and ƒB.Q/ � .1C "=2/B . Then for the ball C D 1C2"=3
1C"=2

ƒB.Q/

we have
x 2 Q � ƒB.Q/ � C
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and C � .1C "/B and thus

1

L.Q/

ˆ
Q

f �
.1C 2"=3/d

.1C "=2/d
ƒd

L.C /

ˆ
C

f �
.1C 2"=3/d

.1C "=2/d
ƒd zM.1C"/Bf .x/;

which implies

Mƒ;�f .x/ � max ¹.1C 2"=3/dƒd zM.1C"/Bf .x/;Kº:

It remains to showK <1. To that end take a sequence of John domainsQ1;Q2; : : : 2Q

with fQn ! K as n!1. That means for every n we have

r.Qn/ � diamƒB.Qn/=.2ƒ/ � "r.B/=.4ƒ/:

Since there is an xn 2Qn \ .1C "=4/B , by definition of a John domain we can conclude
that there is a ball Bn �Qn \ .1C "=2/B with r.Bn/ � "r.B/=.8ƒ/. By a compactness
argument there is a subsequence n1 < n2 < � � � such that the balls .Bnk /k converge in
L1..1 C "=2/B/ to a ball B0 � .1 C "=2/B with r.B0/ � "r.B/=.8ƒ/. That means
for C D 2�1B0 there is a k0 such that for all k � k0 we have C � Bnk � Qnk . Let
Q 2 ¹C;Qn1 ;Qn2 ; : : :º. Since f 2 L1loc.�/ with var� f <1 we know from Remark 3.5
that f 2 L1.C / and f 2 L1.Qnk / and thus by Hölder’s inequality and Theorem 3.4 we
deduce for k � k0 that

jfC � fQnk j � L.C /�1kf � fQnk kL1.C/

� L.C /�.d�1/=dkf � fQnk kLd=.d�1/.C/

� L.C /�.d�1/=dkf � fQnk kLd=.d�1/.Qnk /

.d;ƒ L.C /�.d�1/=d varQnk f

� L.C /�.d�1/=d var� f:

Thus we can conclude

K .d;ƒ fC C r.C /�.d�1/ var� f <1:

This finishes the proof.

Corollary 4.5. Let ƒ � 1, let � � Rd be an open set and let f 2 L1loc.�/ with var� f
<1. Then Mƒ;�f 2 L

d=.d�1/
loc .�/.

Proof. Let B be a ball with B � �. Then there exists an " > 0 with .1 C "/B � �.
Therefore by Proposition 4.4 we have

ˆ
B

.Mƒ;�f /
d=.d�1/

�

ˆ
B

.Mƒ;�jf j/
d=.d�1/

.d;ƒ;" L.B/Kd=.d�1/ C

ˆ
B

. zM.1C"/B jf j/
d=.d�1/:
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By (1.1) we have

ˆ
B

. zM.1C"/B jf j/
d=.d�1/ .d

ˆ
.1C"/B

jf jd=.d�1/

.d L..1C "/B/jf.1C"/B j
d=.d�1/

ˆ
.1C"/B

jf � f.1C"/B j
d=.d�1/:

We conclude the proof observing that K < 1 and jf.1C"/B j < 1, and that by Theo-
rem 3.4 we haveˆ

.1C"/B

jf � f.1C"/B j
d=.d�1/ .d .var.1C"/B f /d=.d�1/ <1:

Lemma 4.6 ([14, Theorem 5.2]). Let��Rd be an open set and assume that f1;f2; : : :2
L1loc.�/ are functions with var� fn <1 which converge in L1loc.�/ to a function f as
n!1. Then

var� f � lim inf
n!1

var� fn:

In [14, Theorem 5.2] it is assumed that fn 2 BV.�/, which is not necessary.

Corollary 4.7. Every set Q of open sets has a countable subset P �Q with
S

P D
S

Q:

Proof. Any open set U is the union of all balls B � U . This means that for

B D ¹ball B W 9U 2 Q; B � U º

we have
S

Q D
S

B and by Lemma 4.1 there is a countable subset C � B with
S

C DS
B. For each B 2 C choose an open Q 2 Q with B � Q and let P be the resulting set

of open sets Q. Then P is countable and[
Q D

[
B D

[
C �

[
P �

[
Q:

Proof of Theorem 2.6. By Corollary 4.5 we have MQf 2 L
d=.d�1/
loc .�/ and so it remains

to prove
var� MQf .d;L;ƒ var� f:

We first consider the case that all stars in Q are open. For every q 2 Q, let

Qq
D ¹Q 2 Q W fQ > qº:

By Corollary 4.7 it has a countable subset Rq with
S

Rq D
S

Qq . Recall that anyQ 2Q

has an L-decomposition P .Q/. For Q 2 Q inductively define

QQ;0 D ¹Qº; QQ;nC1 D

[
¹P .Q/\Q WQ 2 QQ;nº; QQ D QQ;0 [QQ;1 [ � � � :

With this definition let
� D

[
q2Q

[
Q2Rq

QQ:
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Then � is countable and L-complete because Q is L-complete. Let x 2 �. Then for
every � 2 R with MQf .x/ > � there exists a q 2Q with MQf .x/ > q � � and we have
f .x/ > q � � or

x 2
[

Qq
D

[
Rq �

[
�q :

We can conclude that

MQf .x/ D max
²
f .x/; sup

Q2�; x2Q

1

L.Q/

ˆ
Q

f .y/ dy
³
:

Take a sequence �1 � �2 � � � � of finite subsets of � which are L-complete and define

Mnf .x/ D max
²
f .x/; max

Q2�n; x2Q

1

L.Q/

ˆ
Q

f .y/ dy
³
:

Then for every x 2 � we have

f .x/ � Mnf .x/ � MQf .x/

and Mnf .x/ monotonically tends to MQf .x/ from below. Let B be a ball with B � �.
Since f 2 L1loc.�/ we have

´
B
jf j <1 and by Corollary 4.5 we have

´
B
jMQf j <1.

So we can conclude by monotone convergence that
ˆ
B

jMnf .x/ �MQf .x/j dx ! 0

for n!1. It follows from Lemma 4.6 that

var� MQf � lim inf
n!1

var� Mnf; (4.1)

and it suffices to bound var� Mnf uniformly. Since �n is finite we have

¹Mnf � �º D ¹f � �º [
[
¹Q 2 �n W fQ � �º

and thus by Lemma 3.9 we have

Hd�1.@� ¹Mnf � �º \�/ � Hd�1
�
@�
[
¹Q 2 �n W fQ � �º n ¹f � �º

�
�

CHd�1.@� ¹f � �º \�/:

Using Lemma 2.1 we can conclude from Theorem 2.5 that

var� Mnf

�

ˆ 1
�1

h
Hd�1

�
@�
[
¹Q 2 �n W fQ � �ºn¹f � �º

�
�
CHd�1.@� ¹f � �º\�/

i
d�

.d;L;ƒ
ˆ 1
�1

Hd�1.@� ¹f � �º\�/ d�

D var� f:

By (4.1) this finishes the proof when all stars in Q are open.
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Now let Q be an L-complete set Q of general ƒ-stars. Then by Lemma 3.3 (vi) the
set VQ is an L-complete set of open ƒ-stars and thus

var� M
VQ

.d;L;ƒ var� f

by what we have just shown. Moreover, by Proposition 2.9 the maximal functions MQf

and M
VQ
f only differ on a set of Lebesgue measure zero. That means MQf and M

VQ
f

have the same variation and so we can conclude the result also in the general case.
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