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Rotating solutions to the incompressible Euler–Poisson
equation with external particle

Diego Alonso-Orán, Bernhard Kepka, and Juan J. L. Velázquez

Abstract. We consider a two-dimensional, incompressible fluid body, together with self-induced
interactions. The body is perturbed by an external particle with small mass. The whole configuration
rotates uniformly around the common center of mass. We construct solutions, which are stationary
in a rotating coordinate system, using perturbative methods. In addition, we consider a large class of
internal motions of the fluid. The angular velocity is related to the position of the external particle
and is chosen to satisfy a non-resonance condition.

1. Introduction and previous results

The shape of fluid objects due to the combination of rotational and self-gravitating forces
is a classical research field which has been extensively considered for different fluid mod-
els. In particular, a detailed description of the historical evolution of the field can be
found [11] for the (three-dimensional) incompressible Euler equations. Further results
were established by Lichtenstein [31]. For the case of compressible fluids we refer to the
works [6, 12, 24, 27–30, 32–34, 39, 40] and references therein. A kinetic model, namely
the Vlasov–Poisson equation, has been studied as well; see e.g. [17, 29]. In fact, there is a
relation between steady states of the Vlasov–Poisson equation and the compressible Euler
equation; see [36] and references therein for an overview of the variational methods used
in these problems.

In this paper we consider a two-dimensional, self-interacting, incompressible fluid
body modeled by the Euler equations. Furthermore, we study the problem of deforma-
tions of the geometry when it is perturbed by some external particle. The fluid body
and the external particle are assumed to rotate around their center of mass. This prob-
lem (adding a small particle) can be seen as a test of stability of the rotating solutions and
also as a simple model of tides. Furthermore, differently from the results reviewed in [11]
(excluding the figures studied by Riemann), we construct solutions of the Euler–Poisson
equation for which the fluid velocity is in general different from zero in any coordinate
system. Recently, in [7], the authors studied the stability of solutions for long times in
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suitable functional spaces close to the equilibrium states of an inviscid, incompressible,
and irrotational fluid, subject to the self-gravitational force.

In this work we study a family of interaction potentials including the classical (New-
tonian) gravitational forces. The latter can be interpreted as an extremely simplified model
for galaxies. However, this does not correspond to a three-dimensional problem restricted
to planar geometries. The reason is that the pressure would necessarily act only in the
plane which contains the fluid body as well as the external particle. Nevertheless, such a
model can be considered in the case of the Vlasov–Poisson equation, assuming that the
velocities of the particles are contained only in the same plane as the fluid. In this situation,
the tensor describing the pressure is anisotropic and it yields zero forces in the direction
perpendicular to the plane but not in the horizontal direction; cf. [35].

Since we consider a two-dimensional fluid body we can apply two tools that cannot
be employed in three-dimensional problems. Specifically, we use conformal mappings as
well as the Grad–Shafranov method [20,38]. We restrict ourselves to the two-dimensional
setting since the corresponding three-dimensional version requires an understanding of
some small denominator problem which cannot be tackled with the methods employed in
this article.

Besides the problem treated here, a variety of different free-boundary problems arising
in fluid mechanics have been studied in the last decades. For instance, the problem of jets
and cavities with or without gravity has been studied in [3–5] and the theory of gravity
water waves has been developed in several works, cf. [26,41,42]. Let us also highlight the
recent survey [23] that covers the mathematical theory of the steady water waves problem.
A question that has been discussed in [23, Section 6.2] is the effect on the free boundary
of the presence of point vortices. This question is different from the one treated in this
article but has some mathematical analogies.

An important difference between the previous free-boundary problems and the one
studied in this paper is that the interacting force (e.g. gravity) is due to the fluid itself.
Another type of problem that has some similarities with the one considered in this article is
that related to the theory of rotating vortex patches. The first rigorous result was shown by
Burbea [8] where he constructed rotating vortex patches close to the disk by means of the
classical Crandall–Rabinowitz bifurcation approach. A more thorough study of rotating
vortex patches can be found in [22, 25] and the references therein.

1.1. Setting of the problem

We are concerned with a flat incompressible fluid body with density � D 1E . Here, 1E
denotes the indicator function of the setE. The shape of the bodyE.t/�R2 has a smooth
boundary, is simple connected and close to a disk; see below for the precise meaning of
this. We also include a particle X D X.t/ 2 R2 with small massm. However, we consider
only situations in which the particle and the fluid body are at a positive distance. The
velocity field v of the fluid body then satisfies the following free-boundary problem for
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the Euler–Poisson system:8̂̂<̂
:̂
@tv C .v � r/v D �rp � rUE.t/ �mrUX.t/ in E.t/;

r � v D 0 in E.t/;

n � v D VN on @E.t/;

(1.1)

where VN is the normal velocity of the interface @E.t/, n the outer unit normal vector
of @E.t/ and r denotes the classical gradient operator in two dimensions, namely, r D
.@x1 ; @x2/. Here, UE.t/ and UX.t/ are the gravitational potentials; see below for the precise
definitions. Furthermore, p D p.t; x/ is the scalar pressure which describes the internal
pressure of the body for x 2 E.t/ and the external pressure of the surrounding space for
x 2 R2nE.t/. We assume the external pressure to be constant on R2nE.t/ and without
loss of generality we can take this constant to be zero. This reflects that the configuration is
surrounded by a uniform medium. Therefore, the continuity of the pressure at the interface
that separates the liquid from the exterior implies that

p D 0 on @E.t/: (1.2)

Since there are no external forces acting on the configuration described by the fluid
body and the external particle, their common center of mass moves at constant speed.
Consequently, we can assume without loss of generality (using a change of the coordinate
system) that the center of mass is at zero, i.e.Z

E.t/

x dx CmX.t/ D 0:

As mentioned in the introduction, we study two cases for the potentials UE.t/ and
UX.t/ in (1.1):

(A) We consider a family of power law potentials, more precisely for � 2 .0; 1� we
define

UX.t/.x/ WD �
1

jx �X.t/j�
; UE.t/.x/ WD �

Z
E.t/

dy

jx � yj�
: (1.3)

(B) We consider potentials given via the fundamental solution of the two-dimensional
Laplace operator, i.e.

UX.t/.x/ WD ln jx �X.t/j; UE.t/.x/ WD

Z
E.t/

ln jx � yj dy:

Note that in both cases the signs are chosen to yield attractive forces. Furthermore, case
(A) with � D 1 can be interpreted as Newtonian gravitational interactions.

Let us mention here that in case (A) with � D 1, some care is needed in order to define
a solution to (1.1), since the gradient rUE.t/ is not well defined due to the onset of a
singularity. However, this does not suppose a problem since the pressure gradient rp also
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has a similar singularity with a reverse sign that compensates the singularity of rUE.t/.
In order to avoid these singular terms, it is convenient to rewrite problem (1.1) subtracting
the hydrostatic pressure. To this end, we define p D P � UE.t/ �mUX.t/, where P is the
non-hydrostatic pressure. Then system (1.1) turns into8̂̂̂̂

<̂
ˆ̂̂:
@tv C .v � r/v D �rP in E.t/;

r � v D 0 in E.t/;

n � v D VN on @E.t/;

P D UE.t/ CmUX.t/ on @E.t/;

(1.4)

where the last equation follows from (1.2). Now, these equations do not contain singular
terms.

The solutions to (1.4) studied in this paper are classical solutions, i.e. vWE.t/! R2

and @E.t/ are regular. However, the function P WE.t/! R is in general only continuous,
i.e. in case (A) the gradient rP is not defined on @E.t/. As we will see in the next section,
this condition of continuity of the pressure and the last equation in (1.4) yields an equation
for the free boundary.

Furthermore, the solutions constructed in this paper occur as perturbations of solutions
to the time-independent equation with m D 0, that is,8̂̂̂̂

<̂
ˆ̂̂:
.v � r/v D �rP in E;

r � v D 0 in E;

n � v D 0 on @E;

P D UE on @E:

(1.5)

One particular solution we consider is given by the unit disk E D D, together with a
corresponding velocity field v and the non-hydrostatic pressure P .

In addition, we assume that the perturbed fluid body and the external particle solving
(1.1) rotate around their center of mass with angular speed of rotation �0 > 0. Further-
more, we look for configurations which are time independent in a rotating frame at angular
speed�0; see Figure 1. Changing to such a rotating coordinate system we obtain the equa-
tions 8̂̂̂̂

ˆ̂̂̂̂̂̂
<̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂:

.v � r/v C 2�0Jv ��
2
0x D �rP in E;

r � v D 0 in E;

n � v D 0 on @E;

P D UE CmUX on @E;

�20X D rUE .X/;

jEj D �;R
E
x dx CmX D 0:

(1.6)
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x2

X

E
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Figure 1. Configuration of the fluid body E and the external particle X . Both rotate around their
common center of mass (at the origin) with angular speed �0.

In equations (1.6) we used the matrix J defined by

J D

�
0 �1

1 0

�
; (1.7)

which encodes the action of the vector product in the two-dimensional case.
Notice that in this setting, the shape of the bodyE, the velocity field v and the position

of the particle X do not depend on time. Furthermore, we construct solutions v ¤ 0,
which can be interpreted as some type of tidal wave induced by the gravity of the external
particle, as well as the velocity of the unperturbed fluid.

We briefly comment on the system of equations (1.6). First, note that the terms 2�0Jv
and ��20x represent the Coriolis and the centrifugal forces, respectively, which appear in
the rotating frame of reference. The third equation in (1.6) ensures that the free boundary
is stationary, i.e. the fluid inside the body does not move across the boundary. As stated
above, the external pressure is assumed to be constant outside the body. The equation
�20X D rUE .X/ follows from Newton’s law and ensures that the external particle is
at rest. Note that rUE .X/ is now well defined in case (A) also, since we consider only
cases with X separated from E. The centrifugal force acting on X balances with the
gravitational force of the fluid body. In addition, for definiteness, we assume that the total
mass of the fluid is � D jDj. The last equation in (1.6) ensures that the center of mass is
at the origin. In fact, as we will see in the proof of our main result (see Section 6) this last
equation in (1.6) follows from the other equations in (1.6).

Finally, let us mention that equations (1.6) are invariant under rotations around the
origin. Hence, we can assume without loss of generality that the particle X D .a; 0/ is
located on the x1-axis. In particular, a solution to (1.6) yields a family of solutions by
applying rotations.
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In this paper we construct solutions to (1.6) obtained as perturbation of solutions to
(1.5) with E D D by means of an implicit function theorem in Hölder spaces. We require
a non-resonance condition on �0 and a non-degeneracy condition on the unperturbed
velocity field solving (1.5); see Theorem 2.1 and Corollary 2.2.

The paper is organized as follows. In Section 2 we reformulate the problem using
Grad–Shafranov, the Bernoulli equation and conformal mappings to derive a reduced sys-
tem of equations that will be more amenable to mathematical analysis. This new system
is solved using an implicit function theorem. To this end, we provide some preliminary
results concerning conformal mapping properties and estimates for elliptic equations, as
well as suitable representations of the gravitational potentials in Section 3. In Section 4
we prove the Fréchet differentiability of the reduced system of equations with respect to
the unknowns of the problem. Furthermore, in Section 5 we prove the invertibility of the
Fréchet derivative at the unperturbed solution. Finally, we conclude the article with the
proof of the main results in Section 6.

2. Reformulation of the problem and main result

In this section we reduce problem (1.6) to a set of equations that will be studied in the
main part of the paper. To this end, we apply in particular conformal mappings, as well as
the Grad–Shafranov method.

Conformal mappings. We use conformal mappings, i.e. bijective analytic functions, to
parameterize the domain of the fluid. Recall that, by the Riemann mapping theorem, for
any simply connected domainE �C one can find a conformal mapping f WD!E. Here,
we identify C with R2 via z D x1 C ix2. In the case of smooth domains, the mapping
extends conformally to xD ! xE.

In our study, we consider conformal mappings of the form fhWD ! R2, fh.z/ D
z C h.z/, where h is small such that the domain is close to the disk. Let us mention that
under a general smallness condition on some arbitrary analytic function hWD ! C the
mapping fh is conformal; see Lemma 3.1. We denote the corresponding domain by Eh D
fh.D/ to emphasize the dependence on h. Accordingly, we use the notation Uh D UEh .
Furthermore, we denote by f 0

h
the complex derivative, i.e. understanding fh as a mapping

D � C ! C.
Let us also introduce the so-called Blaschke factors (see [37]), defined by

bc;d .z/ D d
z � c

1 � Ncz
; c 2 D; d 2 C; jd j D 1: (2.1)

These factors are the only conformal mappings D!D. Choosing c, d accordingly allows
us to set h.0/D 0 and h0.0/ 2 R by replacing fh by fh ı bc;d . This defines the conformal
mapping fh and hence also h uniquely.

Grad–Shafranov method. In order to construct the velocity field v solving (1.6) we
use the Grad–Shafranov method. Roughly speaking, the Grad–Shafranov approach allows
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us to transform the original problem (1.6) to an elliptic problem for the stream func-
tion. These ideas have been very useful for constructing solutions in different problems
arising in plasma physics, for instance to prove flexibility and rigidity results in magneto-
hydrostatics (cf. [13, 14, 21]) or to study boundary value problems (cf. [2]). In the next
paragraphs, we will recall the key ideas of this approach.

In this paper we are interested only in two-dimensional vector fields v D .v1; v2/:

However, in order to use classical formulas for fluid mechanics in three dimensions it
is convenient to think in those vector fields as three-dimensional fields with zero third
component, namely, Qv D .v1; v2; 0/: Therefore, the vorticity associated to this vector field
Qv is denoted by z!, i.e. z!D zr � Qv. Here we use the notation zr D .@x1 ; @x2 ; @x3/D .r; @x3/.
Due to the form of the vector field Qv, it turns out that z! D .0; 0; !.x// with x D .x1; x2/:
Similarly, the vector angular velocity is denoted by z�D .0;0;�0/. We denote by P WR3!
R2 the projector given by

P .y1; y2; y3/ D .y1; y2/; 8y D .y1; y2; y3/ 2 R3:

Using the classical formula

Qv � z! D �. Qv � zr/ Qv C
1

2
zr.j Qvj2/;

as well as
P . Qv � z!/ D �!Jv;

we infer that
�vJ! D �.v � r/v C

1

2
r.jvj2/:

Recall that J is the matrix defined in (1.7).
Hence, the first three equations in (1.6) can be written as8̂̂<̂

:̂
�.! C 2�0/J v D rH in Eh;

r � v D 0 in Eh;

nh � v D 0 on @Eh:

(2.2)

Here, H is called the Bernoulli head and is defined by

H WD P C
1

2
jvj2 �

�20
2
jxj2:

The term 2�0 can be interpreted as the third component of vorticity of the velocity field
P . z� � .x1; x2; x3// which occurs in terms of the Coriolis force due to the rotating frame
of reference. Applying the operator r?� D .�@x2 ; @x1/� to the first equation in (2.2) and
using that r � v D 0 yields

.v � r/.! C 2�0/ D 0:
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Let us remark that this identity holds in general only in two dimensions, which restricts
the Grad–Shafranov method to these situations. As a corollary of the above identity we
obtain that ! C 2�0 and thus ! is constant along stream lines (characteristics) of v.

The main object in the Grad–Shafranov approach is the stream function  WEh ! R
satisfying v D r? WD Jr D .�@x2 ; @x1 /. Let us mention that, in general, in order
to guarantee the existence of a stream function we need to work with a simply connected
domain. However, since the boundary conditions (cf. second equation in (2.2)) imply that
 is a constant in each of the connected components of the boundary of @Eh, as well
as the fact that the divergence-free condition on v implies that  is harmonic, it then
follows that the function  is well defined for arbitrary domains, not necessarily simply
connected. However, during this work Eh is simply connected.

Now, with the stream function at hand, we can write ! D� . Since  is also constant
along the characteristics of v D Jr , one might conclude the existence of a function
GWR! R such that � D G. /. Let us remark here that, in general, the existence of
G can be concluded only locally when r ¤ 0. Furthermore, the function G might be
multi-valued, a situation that although interesting we will not consider in this paper. In
addition, we require nh � v D 0 on @Eh, and thus

0 D nh � Jr D �h � r ;

where �h is the positively oriented tangential vector on @Eh. We integrate along the bound-
ary to get for x 2 @Eh that  .x/D c0 for some constant c0 2 R. Note that the potential  
is given up to a constant, so we can choose c0 D 0 by adapting the function G if needed.
Thus, the stream function solves the equation´

� D G. / in Eh;

 D 0 on @Eh:
(2.3)

In the Grad–Shafranov approach, the above reasoning is reversed in the sense that we are
given some (regular enough) function G and we construct the stream function (hence also
the velocity field) by solving equation (2.3).

Note that  WEh ! R is a function of h, so that we sometimes write  h if we want
to emphasize the dependence on h. Let us also remark that the existence and uniqueness
of solutions to (2.3) are ensured in general by assuming that G is non-decreasing; see
Lemma 3.4.

We now use the conformal mapping in order to reduce equation (2.3) to the domain D.
We set �h WD  h ı fh, which is now defined on the disk �hWD ! R. The corresponding
equation reads ´

��h D jf
0
h
j2G.�h/ in D;

�h D 0 on @D:
(2.4)

It must be stressed that the function G only depends on the stream function  h and the
conformal mapping, and not on the external mass particle m.
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Equation of the free boundary. The equation determining the free boundary can be
derived from the fact that the non-hydrostatic pressure P is continuous along the free
boundary. Using the stream function v D r? h we can write

P . Qv � .z! C 2 z�// D �.G. h/C 2�0/Jr
? h D .G. h/C 2�0/r h in Eh:

We conclude that

P . Qv � .z! C 2 z�// D rŒF . h/�; F . h/j@Eh D 0;

where F 0 D G C 2�0 is a primitive with F.0/ D 0. Consequently, in order to ensure
equality in the first equation in (2.2), the non-hydrostatic pressure is given (up to a constant
�) by

P D F. h/ �
1

2
jr hj

2
C
�20
2
jxj2 C � in Eh: (2.5)

The condition that P is continuous along the free boundary yields, with P D Uh CmUX
on @Eh and F. h/j@Eh D 0, the equation

1

2
jr hj

2
�
�20
2
jxj2 C Uh CmUX D � on @Eh: (2.6)

The evaluation at the boundary @Eh D fh.@D/ in (2.6) can be performed using the con-
formal mapping fh. We now summarize the reduced system that we aim to solve in our
study: 8̂̂̂̂

ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
:̂

1

2

jr�hj
2

jf 0
h
j2
�
�20
2
jfhj

2
C Uh ı fh CmUX ı fh D � on @D;

��h D jf
0
hj
2G.�h/ in D;

�h D 0 on @D;

�20a D @x1Uh.X/;

jEhj D �:

(2.7)

Recall that the position of the particle is chosen as X D .a; 0/. The unknown triplet
is .h; a; �/. As we will see (cf. Corollary 2.2), solutions of (2.7) constructed in this
paper yield solutions to (1.6). Let us mention that the fourth equation in (2.7) is the x1-
component of Newton equation for the particle X ; see also the fifth equation in (1.6). The
other component follows, as we will see in Corollary 2.2, by the symmetry of the domain
E with respect to the x1-axis.

Solution for m D 0. In the case when no external particle is present, i.e. m D 0, we
assume that the fluid body has the shape of a disk D. Furthermore, we consider a velocity
field on D with stream function �0 solving´

��0 D G.�0/ in D;

�0 D 0 on @D:
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Note that this coincides with (2.4) for h D 0. Observe that due to the rotational invariance
�0 D �0.jxj/, the equation reduces to the ODE

1

r
.r�00/

0
D G.�0.r//; �0.1/ D 0:

This ODE is complemented by the condition that limr!0 �0.r/ exists. Therefore, the
velocity field becomes v.x/ D �00.jxj/J x=jxj. It describes a non-uniform rotation with
angular speed depending on the distance to the center. Since the velocity field is rotation-
ally symmetric, the velocity in the non-rotating coordinate system is given by .�00.jxj/=jxj
C�0/J x. Furthermore, note that the function �0 can be extended to r > 1. This is nec-
essary, for instance, when evaluating �0 on the boundary @Eh, which is close to @D.

The position of the unperturbed particle is chosen of the form X0 D .a0; 0/. Since we
consider only cases for which the fluid body and the external particle are strictly separated,
we assume say a0 � 2. Hence, Eh does not contain X � X0 for small enough h. The
Newton equation for the particle requires that

�20X0 D rU0.X0/:

Further information on the potentials U0 of the disk in both cases (A) and (B) is given in
Lemmas 3.5 and 3.6. For a0 > 1 we have U 00.a0/ > 0 and furthermore U 00.a0/=a0! 0 as
a0 !1. In addition, a0 7! U 00.a0/=a0 is strictly decreasing for a0 > 1. Hence, there is
a one-to-one correspondence between �0 2 .0;

p
U 00.1/� and a0 � 1 via

�0 D

s
U 00.a0/

a0
: (2.8)

All in all, this defines a map �0 7! a0.�0/. Finally, the constant in (2.6) is given by
�0 D

1
2
�00.1/

2 �
1
2
�20 C U0.1/.

2.1. Notation

We will use the following notation throughout the manuscript:

• We use D to denote the unit disk with boundary @D and T D Œ0; 2�� the 2�-periodic
torus with endpoints identified.

• The Hölder seminorm of a function uWT ! R or uWD ! R is defined by

Œu�k;˛ D sup
x1¤x2

ju.k/.x2/ � u
.k/.x1/j

jx2 � x1j˛
; ˛ 2 .0; 1/;

Œu�k;0 D ku
.k/
k1; ˛ D 0:

• We abbreviate H k;˛ WD H k;˛.D/ WD H.D/ \ C k;˛.xD/, where H.D/ is the space of
analytic functions on D and k 2 N0, ˛ 2 .0; 1/. We equip it with the standard Hölder
norm k � kk;˛ .
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• We denote by H k;˛
0 � H k;˛ the subspace of analytic functions h such that h.0/ D 0

and h0.0/ 2 R.

• Furthermore, the Fourier coefficients of a function gWT ! R are given by

Ogn D
1

2�

Z 2�

0

g.'/ein' d':

Recall that Ogn D Og�n, since g is real valued.

• We denote by C k;˛0 .T / � C k;˛.T / those functions g with zero average, i.e. Og0 D 0.

• Let us abbreviate by Br D Br .0/ � H
k;˛
0 the ball of radius r around zero.

• We will denote by C a positive generic constant that depends only on fixed parameters
including �0 and norms of the function G in (2.7). Note also that this constant might
differ from line to line.

2.2. Main result and strategy towards the proof

In order to construct the desired solution, we make use of the implicit function theorem;
cf. Lemma 3.3. To do so, let us introduce the following functional spaces:

XkC2;˛ WD H kC2;˛
0 .D/ �R �R; ZkC1;˛ WD C kC1;˛.T / �R �R: (2.9)

We define the following function related to system (2.7). Define the map F WU � V !
ZkC1;˛ , where U � H kC2;˛

0 .D/ �R �R, V � R, with X D .a; 0/, by

F.h; a; �;m/ D

0B@
h
1
2
jr�hj

2

jf 0
h
j2
�
�20
2
jfhj

2 C Uh ı fh CmUX ı fh � �
iˇ̌̌
zDei'

�20a � @x1Uh.X/

jfh.D/j � �

1CA : (2.10)

The subset U is a sufficiently small neighborhood of .0; a0; �0/. In particular, it
ensures that h defines a conformal mapping fh.z/ D z C h.z/; see Lemma 3.1.

Our goal is to solve the equation F.h; a; �;m/ D 0 via the implicit function theorem.
To this end, we study the Fréchet derivative at the point .0; a0; �0; 0/. We will apply a
Fourier decomposition for the first component of F , which is a function on the torus T .
As we will see (cf. Lemma 5.7), the corresponding linear operator can be diagonalized
and the Fourier multipliers have the form

!n D �
1

2
�20 �

1

2
�00.1/

2.jnj C 1/C �00.1/A
0
jnj.1/.jnj C 1/C cjnj: (2.11)

The coefficients !n are visible in a non-resonance condition for �0 in our main result; cf.
Theorem 2.1. In the definition of !n, the function �0 is the unperturbed stream function
formD 0. The coefficients cn enter through the interaction potential h 7! .Uh ı fh/.e

i'/.
In case (A), they are given by (note we identify again R2 w C)

cn D
1

2

Z
D

�
�
1 � ynC1

1 � y
� 2.nC 1/yn

� dy

j1 � yj�
; (2.12)
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and in case (B) by

cn D

8̂<̂
:
�

2

�
1 �

1

n

�
; n � 1;

�

2
; n D 0:

(2.13)

Let us note that the integral in (2.12) defines a real quantity. Note also that only the first
term in (2.11) depends on �0, whereas all the other terms depend on either the function
G or the choice of the interaction.

Finally, the numbers A0n.1/ are computed by means of the functions AnW .0; 1/! R
solving the ODE

1

r
.rA0n/

0
�
n2

r2
An �G

0.�0.r//An D r
jnjG.�0.r//; An.1/ D 0: (2.14)

They appear in the Fréchet derivative of the stream function h 7! �h; cf. Section 5.
The main result of this work reads as follows:

Theorem 2.1. Let k 2 N0, ˛ 2 .0; 1/ and a0 � 2. Assume G 2 C kC3.RIR/ to be non-
decreasing. Let �0 � 0 be related to X0 D .a0.�0/; 0/ as stated in (2.8) and let the
non-resonance condition

8n 2 NW!n ¤ 0 (2.15)

be satisfied for !n given in (2.11). Furthermore, we assume for the unperturbed stream
function �0 that

�00.1/ ¤ 0: (2.16)

Then there are ı > 0, " > 0 such that for any m 2 Œ0; ı/ there is a unique solution
.h; a; �/ 2 XkC2;˛ of the equation F.h; a; �;m/ D 0 satisfying

khkkC2;˛ C ja � a0j C j� � �0j < ":

Furthermore, the dependence m 7! .h; a; �/.m/ is continuous.

As a corollary we obtain that a solution to F.h; a; �; m/ D 0 yields a solution to our
original problem (1.6).

Corollary 2.2. Under the assumption of Theorem 2.1, the domain Eh D fh.D/ in Theo-
rem 2.1 is symmetric with respect to the x1-axis. Finally, the corresponding velocity field
v D r? h, together with the position of the particle X D .a; 0/ and the non-hydrostatic
pressure P , yields a solution to (1.6).

Remark 2.3. Let us comment on the non-resonance condition (2.15).

(i) It ensures that the linearized operator can be inverted in order to apply the implicit
function theorem. In the case that (2.15) is not satisfied, bifurcations to other
shapes might occur.
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(ii) As mentioned before, the quantities !n in (2.11) contain a term only depending
on �0, while the other terms depend only on the choice of the function G and
the interaction. Thus, the non-resonance condition (2.15) is a condition on �0.
Furthermore, note that this condition (2.15) is needed only for n 2 N, since !n
only depends on jnj. Furthermore, as we will see in Lemmas 5.3 and 5.5, the
leading-order term on the right-hand side of (2.15) is given by ��00.1/

2.jnj C 1/,
whereas the other terms are at most of order O.ln n/ as n!1. In particular,
condition (2.15) is automatically satisfied for sufficiently large n. Hence, it is
possible to verify the condition numerically.

(iii) In the particular case that the fluid has no internal motion in the non-rotating coor-
dinate system formD 0 we have v.x/D��0Jx and thus �0.x/D��0.jxj2 �
1/=2. This corresponds to the choiceG D �2�0. Then we can readily check that
solutions to (2.14) have the form

An.r/ D �2�0
rn.r2 � 1/

4nC 4
; A0n.1/ D �

�0

nC 1
:

Hence, condition (2.15) reduces to

!n D �
jnj

2
�20 C cjnj ¤ 0:

Remark 2.4. Let us mention that assumption (2.16) in Theorem 2.1 is also needed to
prove the invertibility of the Fréchet derivative in order to apply the implicit function
theorem. This condition implies that the function �0 has no local extremum at the bound-
ary. When perturbing such extrema, saddle points are created generically. Consequently,
vortices would appear. Furthermore, let us comment on the assumption that G is non-
decreasing. This condition crucially implies that the stream function is well defined and
regular enough (see Lemma 3.4). It might be possible to relax this assumption and instead
assume that in a neighborhood of an initially chosen solution �0 to (2.3) for hD 0 one can
uniquely solve equation (2.3). This could be achieved using an auxiliary implicit function
theorem. However, we do not pursue this here.

Remark 2.5. We are assuming in Theorem 2.1 that m � 0 since it is the most natural
setting from the physical point of view. However, the proof of Theorem 2.1 is also valid
for the case m 2 .�ı; ı/.

Remark 2.6. In this paper we restricted ourselves to interaction potentials defined in
cases (A) and (B). The study of more general interactions would require further modifica-
tions, in particular a better understanding of results like Lemma 5.8 on pseudo-differential
operators on the torus.

Remark 2.7. Finally, let us mention that the corresponding three-dimensional problem
of (1.6) requires a different approach, since conformal mappings and the Grad–Shafranov
method are restricted to two-dimensional problems. Furthermore, the study of the eigen-
values of the linearization involves several technical complications due to instabilities.



D. Alonso-Orán, B. Kepka, and J. J. L. Velázquez 98

Let us mention that the presence of the external particle does not allow us to construct
axisymmetric configurations, since the interaction with the particle breaks this symmetry.

We conclude this section with the discussion of the particular case of constant G �
K 2 Rn¹0º. This corresponds to an unperturbed velocity field v0.x/ D KJx=2 in the
rotating and V0.x/ D .K C 2�0/J x=2 in the non-rotating frame of reference. In this
case, one can do a formal linearization using the ansatz @EhD T�.T /, T�.�/D 1C "�.�/,
� 2 T for the free boundary. Here, � 2 T ! R allows us to change the boundary of the
fluid body and " D m is the mass of the particle. More precisely, one can linearize the
system (compare with (2.7))8̂̂̂̂

ˆ̂<̂
ˆ̂̂̂̂:

1

2
jr �j

2
�
�20
2
C Uh CmUX D � on @E�;

� � D K in E�;

 h D 0 on @E�;

jEhj D �:

The linearization yields the following formula for � in terms of Fourier series:

�.�/ D
X
n2Z

O�ne
i�n; O�n D �

ySn

z!n
; z!n WD

K2

4
�
K2

4
jnj ��20 C � �

�

jnj
:

The terms ySn are the Fourier coefficients of the perturbation, that is,

ySn D
1

2�

Z 2�

0

UX .cos �; sin �/e�in� d�:

Here, X D .a0; 0/ is the unperturbed position of the external particle; cf. (2.8).
Let us mention that the mass constraint jE�j D � imposes O�0 D 0. Furthermore,

one obtains O�n D O��n 2 R. In particular, the function � is invariant under reflection
.x1; x2/! .x1;�x2/. In addition, the condition that the center of mass is at zero yields
(after linearizing) O�1 D �a0=2� , which in fact can be shown to match with the above
formula O�1 D �yS1=z!1 D yS1=�20. Furthermore, note that the Fourier coefficients O�n do
not depend on the sign of K or �0.

Let us mention that the non-resonance condition (2.15) is equivalent to z!n ¤ 0.
In Figure 2 we plot the function � for the values �0 D 1, K D �2; 0:1; 10 and for an

interaction potential UX as in case (B). In the plot the zero level line is shown. Outside this
circle the function is positive, whereas inside it is negative. Let us recall that the particular
case K D �2 D �2�0 corresponds to the situation in which the unperturbed fluid body
has no internal motion in the non-rotating coordinate system. Furthermore, in Figure 3 we
plotted the function � in a situation close to resonance due to the mode n D 8. In fact, for
�0 D 1, K D 1 we have !8 � 10�3 so that the largest contribution to the Fourier series
of � is due to the two coefficients O�8 D O��8.
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�0D1; KD�2

�0D1; KD0:1

�0D1; KD10

Figure 2. Plot of the function � for �0 D 1 and different values of K. The interaction is given as
in case (B). Furthermore, the particle is to the leading order at position X D .a0; 0/, a0 D

p
� ;

cf. (2.8).

3. Preliminary results

We collect here some auxiliary results that will be used in the subsequent sections. Let us
start with a well-known result in complex analysis regarding analytic functions.

Lemma 3.1. Consider the analytic function fh.z/ D z C h.z/ with khkC 1.xD/ < 1=
p
2.

Then fhWD ! fh.D/ is conformal.

Proof. We prove that fh is injective. Define the function �.'/ D fh.ei'/, ' 2 T . Let '1,
'2 2 T . We can assume j'1 � '2j � � . If j'1 � '2j � �=2 we have

j�.'2/ � �.'1/j � je
i'2 � ei'1 j � 2khkC.xD/ D 2

ˇ̌̌
sin
�'2 � '1

2

�ˇ̌̌
� 2khkC.xD/ > 0:

On the other hand, if j'1 � '2j < �=2 we estimate

j�.'2/ � �.'1/j D

ˇ̌̌̌Z '2

'1

f 0h.e
i /iei d 

ˇ̌̌̌
� jei'2 � ei'1 j � j'2 � '1jkhkC 1.xD/

D 2
ˇ̌̌
sin
�'2 � '1

2

�ˇ̌̌
� j'2 � '1jkhkC 1.xD/

� j'2 � '1j
� 1
p
2
� khkC 1.xD/

�
:



D. Alonso-Orán, B. Kepka, and J. J. L. Velázquez 100
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0
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180ı

270ı

�0D1; KD1

Figure 3. Plot of the function � for �0 D 1 and K D 1. In this case there is almost resonance since
z!8 � 10�3. In particular, the biggest contribution to the Fourier series of � is due to the Fourier
coefficients O�8 D O��8.

Hence, fh is one-to-one on the boundary. As a consequence of the Darboux–Picard theo-
rem (see [9, Theorem 9.16]), fh is injective on xD.

Lemma 3.2 (Faà di Bruno formula [15]). For any n 2 N and two functions f , g 2
C n.RIR/ we have the formula

dn

dxn
.f ı g/.x/ D

X
`1;:::;`n

1�`1C���Cn�`nDn

nŠ
h d `1C���C`n
dx`1C���C`n

f
i
.g.x//

nY
jD1

� 1

j̀ Šj Š

d j

dxj
g.x/

�
j̀

:

We recall the following version of the implicit function theorem.

Lemma 3.3 (Implicit function theorem, [16]). Let X, Y, Z be Banach spaces and U � X,
V � Y be neighborhoods of x0, y0, respectively, where F.x0; y0/ D 0. Suppose that
F W U � V ! Z is continuous, continuously differentiable with respect to x 2 U and
DxF.x0; y0/ 2L.X;Z/ is invertible. Then there are balls B".x0/� U , Bı.y0/� V and a
unique map �WBı.y0/!B".x0/with F.�.y/;y/D 0 for all y 2Bı.y0/. Furthermore, � is
continuous.

Here we denote by L.X;Z/ the space of bounded linear operators X! Z. Furthermore,
DxF.x0; y0/ 2 L.X; Z/ is the Fréchet derivative with respect to the first variable, i.e. we
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have

F.x0 C �; y0/ D F.x0; y0/CDxF.x0; y0/Œ��C o.k�kX/; as k�kX ! 0:

Let us also give an existence and uniqueness result for equation (2.4). Such elliptic
equations have been studied extensively in both Hölder and Sobolev spaces; see e.g. [18,
19].

Lemma 3.4. Let h 2B1=2 �H
kC2;˛
0 and assumeG 2C kC3.RIR/ to be non-decreasing.

Then there is a unique solution �h 2 C kC2;˛.xD/ to (2.4). Furthermore, there exists a
constant C > 0 independent of h such that

k�hkC kC2;˛.xD/ � C: (3.1)

Proof. We prove the assertion in terms of  h D �h ı f
�1
h

. The existence follows from
standard methods of The calculus of variations applied to the functional

 7!

Z
Eh

jr j2 dx C

Z
Eh

F. / dx;

where F 0 D G is a primitive. Note that F is convex, since G is non-decreasing. The
regularity follows via a bootstrapping argument, recalling that G 2 C kC3.RIR/. Observe
that due to fh 2 H kC2;˛ , the boundary @Eh is sufficiently regular. The uniqueness can be
proved using a comparison principle, since G is non-decreasing.

Estimate (3.1) is a consequence of the maximum principle and Schauder estimates.
Indeed, this will be done by separating two cases.

Case 1. We assume that there is y0 2 R with G.y0/ D 0. Since G is non-decreasing, we
can find N > 0 sufficiently large such that G.�N/ � 0 � G.N/. We conclude from a
comparison principle that k�hk1 � N . Hence, the right-hand side in (2.4) is uniformly
bounded in h. We apply regularity theory in Sobolev spaces to conclude that �h 2 W 2;2

with a bound independent of h 2B1=2. Hence, by Sobolev embedding we obtain �h 2 C ˛ .
Now, the right-hand side in (2.4) is uniformly bounded in C ˛ . We hence repeatedly apply
Schauder estimates to yield the result.

Case 2. If G is always non-zero, we can assume without loss of generality that G > 0. In
this case, we infer �h � 0 by the maximum principle. Thus, the right-hand side in (2.4) is
uniformly bounded. We can now argue as in Case 1.

Next we prove a formula for the unperturbed interaction potential of D, i.e. of the
unperturbed solution for m D 0, in case (A) with � D 1 and case (B).

Lemma 3.5. The following formulas hold in case (A) with � D 1:

U0.r/ D �
4

�2

X
k�0

W 2
2k

� r

2k C 2
C

r

2k � 1
�

r2k

2k � 1

�
; 0 � r � 1;

U0.r/ D �
4

�2

X
k�0

W 2
2k

2k C 2

1

r2kC1
; r � 1:

(3.2)



D. Alonso-Orán, B. Kepka, and J. J. L. Velázquez 102

Here, W` D �
2
.`�1/ŠŠ
`ŠŠ

is Wallis’ formula; see [1, formula 6.1.49]. In case (B) we have that

U0.r/ D

8<:�
�

2
.1 � r2/; r � 1;

� ln r; r � 1:
(3.3)

Let us recall that lim`!1

p
`W` D

p
�=2. Consequently, the series in (3.2) also con-

verges for the critical value r D 1.

Proof of Lemma 3.5. To this end, we use a multipole expansion for x D x.r; �; '/, y D
y.s; � 0; '0/ 2 R3,

1

jx � yj
D

1p
r2 C s2 � 2rs.cos � cos � 0 C sin � sin � 0 cos.' � '0//

D

X
`�0

X
jmj�`

4�

2`C 1

.r ^ s/`

.r _ s/`C1
Y`;m.�; '/Y`;m.�

0; '0/�;

where the spherical harmonics are given by

Y`;m.�; '/ D

s
2`C 1

4�

.` �m/Š

.`Cm/Š
eim'Pm` .cos �/:

Here, Pm
`

are the associated Legendre polynomials. We have for � D � 0 D �=2,

U0.r/ D �
X
`�0

4�c2
`

2`C 1

Z 1

0

.r ^ s/`s ds

.r _ s/`C1
; c` WD Y`0.�=2; 0/ D

r
2`C 1

4�
P`.0/:

A computation shows that

P`.0/ D

8<:.�1/`=2
.` � 1/ŠŠ

`ŠŠ
; ` even;

0; ` odd:

Rewriting the coefficients of the series in terms of the Wallis’ formula and choosing `D 2k
yields both formulas in (3.2). The formula in (3.3) follows by solving the Poisson equation
�U0 D 1D .

The following lemma contains information on the unperturbed potentialU0 in all cases
considered.

Lemma 3.6. In both cases (A) and (B) the potential U0 satisfies

(i) U 00.r/ > 0 for r > 1,

(ii) d
dr
ŒU 00.r/=r� < 0 for r > 1, and in particular r 7! U 00.r/=r is strictly decreasing

for r � 1. Furthermore, limr!1 U
0
0.r/=r D 0.
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Proof. In case (A) we first use equation (1.3), as well as polar coordinates, to derive the
explicit formula

U0.r/ D �

Z 1

0

Z 2�

0

s ds d'

.r2 C s2 � 2rs cos'/�=2
:

Then claim (i) follows by differentiating the previous formula and using that r > 1 � s.
Indeed,

U 00.r/ D �

Z 1

0

Z 2�

0

.r � s cos'/s ds d'
.r2 C s2 � 2rs cos'/1C�=2

> 0:

Next, let us show claim (ii). To that purpose, we use the change of variable s 7! �r yielding

U 00.r/

r
D �r��

Z 1=r

0

Z 2�

0

.1 � � cos'/� d� d'
.1C �2 � 2� cos'/1C�=2

:

Differentiating this formula with respect to r shows that d
dr
ŒU 00.r/=r� < 0 for r > 1, since

the integrand is non-negative and � > 0. Furthermore,U 00.r/=r! 0 as r!1 also follows
from the previous formula. In case (B) both claims (i) and (ii) are a direct consequence of
the explicit formula (3.3).

4. Fréchet derivative of the main problem

In this section we prove the Fréchet differentiability of the function F . We separately
consider the stream function �h and the interaction potential Uh ı fh.

4.1. Fréchet derivative of the stream function

In this subsection we derive the Fréchet differential of the function h 7! �h.

Lemma 4.1. Let k 2 N0 and ˛ 2 .0; 1/. There exists "0 > 0 sufficiently small such that
for B"0 � H

kC2;˛
0 ,

h 7! �h 2 C
1.B"0 IC

kC2;˛.xD//:

More precisely, the linear operator Dh�h is defined by g 7! Dh�hŒg� DW N�, where´
� N� D jf 0

h
j2G0.�h/ N� C 2ReŒ.1C h0/g0�G.�h/ in D;

N� D 0 on @D:
(4.1)

Proof. First of all, equation (4.1) has a unique solution N�, since G0 � 0. We apply
Schauder estimates for the Laplacian and absorb the term jf 0

h
j2G0.�h/ N� into the left-hand

side by choosing khkkC2;˛ � "0 sufficiently small. This yields

k N�kkC2;˛ � CkgkkC2;˛; (4.2)

where C > 0 is independent of h 2 B"0 � H
kC2;˛
0 by Lemma 3.4.
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Furthermore, by taking the difference of the equations for �hCg and �h, given respec-
tively via (2.4), we obtain�
��C

Z 1

0

G0..1 � t /�h C t�hCg/ dt

�
.�hCg � �h/ D �

�
jf 0hCg j

2
� jf 0hj

2
�
G.�hCg/:

Therefore, using Schauder estimates, we infer that

k�hCg � �hkkC2;˛ � CkgkkC2;˛; (4.3)

where C > 0 is independent of h.
Next we find that for Dh�hŒg� D N� and denoting R WD �hCg � �h � N�,

�R D .jf 0hCg j
2
� jf 0hj

2
� 2ReŒ.1C h0/g0�/G.�h/

C .jf 0hCg j
2
� jf 0hj

2/G0.�h/ N� C jf
0
hCg j

2.G.�hCg/ �G.�h/ �G
0.�h/ N�/

D jg0j2G.�h/C .jf
0
hCg j

2
� jf 0hj

2/G0.�h/ N� CG
0.�h/R

C

Z 1

0

G00..1 � t /�h C t�hCg/ dt .�hCg � �h/
2:

Similarly to above, invoking Schauder estimates and bounds (4.2)–(4.3) we obtain (note
that G 2 C kC3.RIR/)

kRkkC2;˛ � Ckgk
2
kC2;˛:

Here, the constant C > 0 is independent of h.
Finally, we need to prove that h 7!Dh�h 2L.H

kC2;˛
0 IC kC2;˛.xD// is continuous. To

this end, one has to consider differences of solutions to (4.1) for h1; h2 2 B"0 . Applying
Schauder estimates we find the bound

kDh�h2 Œg� �Dh�h1 Œg�kkC2;˛ � CkgkkC2;˛.kh1 � h2kkC2;˛ C k�h1 � �h2kkC2;˛/;

which shows the continuity property.

4.2. Fréchet derivative of the interaction potential

Here we derive the Fréchet derivative of the mapping h 7! .Uh ı fh/.e
i'/. We give only

the details of the proof of case (A) with � D 1. The remaining cases can be shown in a
similar way (and are in fact simpler since the integrals are less singular). We summarize
the corresponding results for case (B) at the end of this section.

First of all, it is convenient to apply a change of variables

.Uh ı fh/.e
i'/ D �

Z
D

jf 0
h
.y/j2

jfh.ei'/ � fh.y/j�
dy D �

Z
D

jf 0
h
.ei'y/j2

jfh.ei'/ � fh.ei'y/j�
dy:

We then have the following result:
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Proposition 4.2. Let Uh be defined as in case (A) and let k 2 N0, ˛ 2 .0; 1/. There exists
"0 > 0 sufficiently small such that for h 2 B"0 � H

kC2;˛
0 we have

h 7! .Uh ı fh/.e
i'/ 2 C 1.B"0 ; C

kC1;˛.T //:

More precisely, for hC g 2 B"0 it holds that

Dh.Uh ı fh/Œg�.e
i'/ D �

Z
D

�1
h
Œg�.'; y/

dh.'; y/�
dy C �

Z
D

�2
h
Œg�.'; y/

dh.'; y/�C2
jf 0h.e

i'y/j2 dy;

where we define

dh.'; y/ WD jfh.e
i'/ � fh.e

i'y/j;

�1h Œg�.'; y/ WD 2Re
�
.1C h0.ei'y//g0.ei'y/

�
;

�2h Œg�.'; y/ WD Re
�
.ei'.1 � y/C h.ei'/ � h.ei'y//.g.ei'/ � g.ei'y//

�
:

(4.4)

From now on we restrict ourselves to the case � D 1. In order to prove Proposition 4.2
it is convenient to introduce the following notation:

eh.'; y/ D dh.'; y/
2
D jfh.e

i'/ � fh.e
i'y/j2:

Furthermore, we need the following computation with t 2 Œ0; 1�:

d2

dt2

h
�
jf 0
hCtg

.ei'y/j2

dhCtg.'; y/

i
D T 0hCtg;g.'; y/C T

1
hCtg;g.'; y/C T

2
hCtg;g.'; y/;

T 0hCtg;g.'; y/ WD �
2jg0.ei'y/j2

dhCtg.'; y/
;

T 1hCtg;g.'; y/ WD
�1
hCtg;g

.'; y/

dhCtg.'; y/3
;

�1hCtg;g.'; y/ WD 2�
1
hCtg Œg�.'; y/�

2
hCtg Œg�.'; y/

C jf 0hCtg.e
i'y/j2jg.ei'/ � g.ei'y/j2;

T 2hCtg;g.'; y/ WD
�2
hCtg;g

.'; y/

dhCtg.'; y/5
;

�2hCtg;g.'; y/ WD �3jf
0
hCtg.e

i'y/j2.�2hCtg.'; y//
2:

(4.5)

Lemma 4.3. Let k 2N0, ˛ 2 Œ0;1/. For "0 >0 sufficiently small and g;h2B"0 �H
kC2;˛
0

the following estimates hold:

(i) For ` 2 N0, ` � k C 1, y 2 D we have

sup
t2Œ0;1�

�
�2hCtg Œg�.�; y/

�
`;˛
� CkgkkC2;˛j1 � yj

2�˛:
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(ii) For ` 2 N0, ` � k C 1, m D 1; 2, y 2 D we have

sup
t2Œ0;1�

�
�mhCtg Œg�.�; y/

�
`;˛
� Ckgk2kC2;;˛j1 � yj

2m�˛:

(iii) For ` 2 N0, ` � k C 1, y 2 D we have

sup
t2Œ0;1�

�
ehCtg Œg�.�; y/

�
`;˛
� C j1 � yj2�˛:

Proof. The proof of this lemma is straightforward. Indeed, one can readily check the
bounds by means of the following general estimate: for any u 2 H 1.D/ we have

1

j'2 � '1j˛
jŒu.ei'1y/ � u.ei'1/� � Œu.ei'2y/ � u.ei'2/�j

� .2ku0k1/
˛.2j1 � yjku0k1/

1�˛
� 2kukC 1 j1 � yj

1�˛:

The next lemma is also useful.

Lemma 4.4. Let k 2 N0, ˛ 2 Œ0; 1/. There is a sufficiently small "0 > 0 such that for any
h 2 B"0 � H

kC2;˛
0 and y 2 D we have

dh.'; y/ � cj1 � yj: (4.6)

Furthermore, for any q 2 N, n 2 N0, n � k C 1 and y 2 D the estimate�
1

dh.�; y/q

�
n;˛

�
Ck;q

j1 � yjqC˛

holds. Both c > 0 and Ck;q> > 0 are independent of h.

Proof. The first assertion follows using the mean-value theorem and choosing "0 > 0

sufficiently small. To prove the second assertion we first consider n D 0. It then suffices
to consider q D 1. We have

1

j'1 � '2j˛

ˇ̌̌ 1

dh.'1; y/
�

1

dh.'2; y/

ˇ̌̌
D
jdh.'1; y/ � dh.'2; y/j

j'1 � '2j˛
1

dh.'1; y/dh.'2; y/

�
C

j1 � yj2
jfh.e

i'1/ � fh.e
i'2/C fh.e

i'1y/ � fh.e
i'2y/j

j'1 � '2j˛

�
C

j1 � yj1C˛
:

We now compute the nth-order derivative, n � k C 1. By Faà di Bruno’s formula (cf.
Lemma 3.2) applied to the composition of the functions x 7! x�q=2 and eh D d2

h
, the
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preceding expression is a sum of terms of the form

1

dh.'; y/2.`1C���C`n/Cq

nY
jD1

� d j
d'j

eh.'; y/

�
j̀

D
1

dh.'; y/q

nY
jD1

� 1

dh.'; y/2
d j

d'j
eh.'; y/

�
j̀

;

where `1; `2; : : : ; `n 2N0 satisfy `1C 2`2C � � � C n`n D n. The supremum norm of each
term in the product j D 1; : : : ; n is bounded due to Lemma 4.3 (iii) and (4.6).

We estimate now the seminorm Œ��˛ of this expression. Note that for products, only one
term is estimated in this seminorm, while the other terms are estimated in the supremum
norm. For the seminorm we apply Lemma 4.3 (iii) and the case nD 0 we discussed above.
Hence, the seminorm is bounded up to a constant by j1 � yj�q�˛ .

As a result of the previous lemmas we obtain the following estimates:

Lemma 4.5. Let k 2 N0 and ˛ 2 .0; 1/. We have for sufficiently small "0 > 0, g; h 2
B"0 � H

kC2;˛
0 and m D 0; 1; 2,�1h Œg�.�; y/
dh.�; y/


kC1;˛

C

�2h Œg�.�; y/
dh.�; y/3


kC1;˛

� CkgkkC2;˛j1 � yj
�1�˛;

kTmhCtg;g.�; y/kkC1;˛ � Ckgk
2
kC2;˛j1 � yj

�1�˛:

The constant C > 0 is independent of h, g.

Proof. The previous lemmas can be applied without difficulty. Note that in the case of
T 2
hCtg;g

there is a factor d5
hCtg

in the denominator. This is compensated by the extra
factor in Lemma 4.3 (ii) for m D 2.

With the previous lemmas we can give the proof of Proposition 4.2.

Proof of Proposition 4.2. We consider only �D 1. For the sake of the exposition we divide
the proof into two steps.

Step 1. We first show the Fréchet differentiability. We write

R.'/ WD .UhCg ı fhCg/.e
i'/ � .Uh ı fh/.e

i'/ �Dh.Uh ı fh/Œg�.e
i'/

D

Z
D

Z 1

0

.1 � t /
d2

dt2

�
�
jf 0
hCtg

.ei'y/j2

dhCtg.'; y/

�
dt dy

D

Z
D

Z 1

0

.1 � t /ŒT 0hCtg;g.'; y/C T
1
hCtg;g.'; y/C T

2
hCtg;g.'; y/� dt dy;

recalling (4.5). We apply Lemma 4.5 to get (note that �1 � ˛ > �2)

kRkkC1;˛ � Ckgk
2
kC2;˛;

which implies the Fréchet differentiability.
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Step 2. Now we show that h 7! Dh.Uh ı fh/Œg� is continuous. First of all, one can esti-
mate using Lemma 4.5,

kDh.Uh ı Yh/Œg�kkC1;˛ � CkkgkkC2;˛;

where Ck > 0 is independent of h; g 2 B"0 � H
kC2;˛
0 . We can use these estimates to cut

out the singularity in the integral uniformly in h;g 2 B"0 . The remaining integrand is then
a smooth function with respect to h. As a consequence it is continuous in h. The above
bounds show that this is also uniform in kgkkC2;˛ , which ensures these estimates in the
operator norm. Hence, h 7!Dh.Uh ı fh/Œ��.e

i'/ 2L.H
kC2;˛
0 IC kC1;˛.T // is continuous.

Let us give the corresponding result to Proposition 4.2 in case (B). To this end, we
write

.Uh ı fh/.e
i'/ D

Z
D
jf 0h.y/j

2 ln jfh.ei'/ � fh.y/j dy

D

Z
D
jf 0h.e

i'y/j2 ln jfh.ei'/ � fh.ei'y/j dy:

Proposition 4.6. Let Uh be defined as in case (B) and let k 2 N0, ˛ 2 .0; 1/. There exists
"0 > 0 sufficiently small such that for h 2 B"0 � H

kC2;˛
0 we have

h 7! .Uh ı fh/.e
i'/ 2 C 1.B"0 ; C

kC1;˛.T //:

More precisely, for hC g 2 B"0 it holds that

Dh.Uh ı fh/Œg�.e
i'/ D

Z
D
�1h Œg�.'; y/ ln dh.'; y/ dy C

Z
D

�2
h
Œg�.'; y/

dh.'; y/2
jf 0h.e

i'y/j2 dy;

where �1
h
Œg�, �2

h
Œg� and dh.'; y/ are given in (4.4).

4.3. Fréchet derivative of the full problem

Here we compute the Fréchet derivative of the second and third components of F in (2.10).
For the second component note that the continuous differentiability of the mapping

.h;X/ 7! rUh.X/ involves no complications since X D .a; 0/ is assumed to be close to
X0 D .a0; 0/ with a0 � 2. Hence, rUh is smooth on a neighborhood of X0 and

rUh.X/ D �

Z
Eh

X � y

jX � yj�C2
dy D �

Z
D

X � fh.y/

jX � fh.y/j�C2
jf 0h.y/j

2 dy

in case (A), and

rUh.X/ D

Z
D

X � fh.y/

jX � fh.y/j2
jf 0h.y/j

2 dy

in case (B). Here, we identify fh with a function D! R2. We obtain the following result
for the Fréchet derivative (we again identify X D .a; 0/ 2 R2 w C).
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Lemma 4.7. Let Uh be defined as in case (A) or case (B) and k 2N0, ˛ 2 .0; 1/. The map
.h; a/ 7! @x1Uh.a; 0/ is continuously differentiable for ja � a0j � "0, h 2 B"0 �H

kC2;˛
0 ,

"0 > 0 sufficiently small, with derivative

D.h;a/.@x1Uh.a; 0//Œg; b� D @
2
x1
Uh.a; 0/b CWh;aŒg�:

The function Wh;aŒg� is defined by

Wh;aŒg� WD �

Z
D

�ReŒg.y/�jf 0
h
.y/j2 C 2ReŒ.1C h0.y//g0.y/�ReŒa � fh.y/�

ja � fh.y/j�C2
dy

� �.� C 2/

Z
D

ReŒ.a � fh.y//g.y/�ReŒa � fh.y/�
ja � fh.y/j�C4

jf 0h.y/j
2 dy

in case (A), and by

Wh;aŒg� WD

Z
D

�ReŒg.y/�jf 0
h
.y/j2 C 2ReŒ.1C h0.y//g0.y/�ReŒa � fh.y/�

ja � fh.y/j2
dy

�

Z
D

2ReŒ.a � fh.y//g.y/�ReŒa � fh.y/�
ja � fh.y/j4

jf 0h.y/j
2 dy

in case (B).

The mass constraint, i.e. the third component of F , leads to the following Fréchet
derivative:

Lemma 4.8. The Fréchet derivative of the map

h 7! jEhj D

Z
D
jf 0h.x/j

2 dx

is given by

g 7! 2Re
Z

D
.1C h0/g0 dx:

We omitted the proof of the previous lemmas since they can be easily checked. Finally,
the following differentiability result follows from combining Lemma 4.1, Proposition 4.2,
respectively Proposition 4.6, and Lemmas 4.7, 4.8.

Proposition 4.9. Let k 2 N0, ˛ 2 .0; 1/. There is "0 > 0 sufficiently small such that F 2
C 1.U IZkC1;˛/, where

U D B"0.0/ � .a0 � "0; a0 C "0/ � .�0 � "0; �0 C "0/ � XkC2;˛:

5. Invertibility of the linearized operator

In order to apply the implicit function theorem we need to invert the linearized operator at
the point .0; X0; �0; 0/, i.e. the linear operator

XkC2;˛ ! ZkC1;˛W .g; b; �/ 7! D.h;a;�/F.0; a0; �0; 0/Œg; b; ��: (5.1)
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We recall that the functional spaces are defined in (2.9). It is convenient to write the func-
tion g 2 H kC2;˛

0 using power series of the form

g.z/ D
X
n�0

Ognz
nC1: (5.2)

Recall that g.0/ D 0 and g0.0/ D Og0 2 R since g 2 H kC2;˛
0 .

Remark 5.1. Let us briefly comment on the form of the power series (5.2).

(i) We choose an index shift in the coefficients of (5.2), in order that the linearized
operator (5.1) is diagonalized when using a Fourier decomposition; cf. Lemma
5.7.

(ii) With this choice the coefficient Og0 corresponds to a rescaling z 7! .1 C Og0/z.
Consequently, it appears in the linearization of h 7! jEhj; cf. Lemma 5.7. In the
Fourier series it appears as the zeroth coefficient.

(iii) Furthermore, infinitesimal translations are given by the conformal mappings T"W
z 7! z C " for small " > 0. In order to satisfy the conditions T".0/ D 0 and
T 0".0/ 2 R we use a Blaschke factor (see (2.1)), yielding the conformal mapping

z 7!
z � "

1 � "z
C " D

z � "2z

1 � "z
D z C h".z/;

h".z/ D
"z2 � "2z

1 � "z
D "z2 CO."2/;

(5.3)

as "! 0. In particular, infinitesimal translations correspond to the coefficient of
z2, i.e. Og1 in (5.2). In Fourier series they correspond to the coefficients for e˙i' ,
which is Og1 respectively Og1 in the linearization; cf. Lemma 5.7.

The main result of this section is the following proposition.

Proposition 5.2. Let k 2 N0, ˛ 2 .0; 1/. The operator (5.1) is an isomorphism under the
assumptions of Theorem 2.1.

For the purpose of proving Proposition 5.2 it is necessary to compute explicitly the
form of the linear operator (5.1). This is done in the following subsections, which also
contain further needed auxiliary results.

Linearization of the stream function. For the proof we write the operator N�Œg� WD
Dh�h.0/Œg�, i.e. the Fréchet derivative of �h at h D 0, more explicitly. Due to Lemma
4.1 it solves the equation

� N� D G0.�0/ N� C 2ReŒg0�G.�0/; N�j@D D 0: (5.4)

Hence, using expression (5.2) we find that

2ReŒg0.rei'/� D 2Re
�X
n�0

.nC 1/ Ognr
nein'

�
D

X
n2Z

.jnj C 1/ O�nŒg�r
jnjein' ; (5.5)
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where the coefficients O�nŒg� are given by

O�nŒg� WD

8̂̂<̂
:̂
Ogn; n � 1;

2 Og0; n D 0;

Ogn; n � �1:

Recall that g0.0/ D Og0 2 R since g 2 H kC2;˛
0 . We use a Fourier decomposition to obtain

the formula
N�Œh�.r; '/ D

X
n2Z

.jnj C 1/ O�nŒg�An.r/e
in' ;

where An.r/ solves the ordinary differential equation (see (2.14))

1

r
.rA0n/

0
�
n2

r2
An �G1An D r

jnjG0; An.1/ D 0: (5.6)

Above we used the shortcut notation G0.r/ WD G.�0.r//, G1.r/ WD G0.�0.r//. Moreover,
notice that An D A�n by symmetry.

The function N� enters the linearization of F in the following way:

Œr�0 � r N��.e
i'/ D �00.1/@r

N�.1; '/ D �00.1/
X
n2Z

.jnj C 1/ O�nŒg�A
0
n.1/e

in' : (5.7)

Recall that the unperturbed stream function �0 is radial. Hereafter we provide a crucial
result concerning the asymptotics of A0n.1/ as n!1.

Lemma 5.3. Consider the solution N� of (5.4). Then the coefficients An have the asymp-
totics

lim
n!1

nA0n.1/ D
G.�0.1//

2
: (5.8)

Remark 5.4. Compare (5.8) with the explicit solutions forG��2�0 in Remark 2.3 (iii).

Proof of Lemma 5.3. Let n � 1 throughout the proof. Writing Q�n.r; '/ D An.r/ein' we
have

.� �G1/ Q�n D r
nein'G0; Q�n.1; '/ D 0:

SinceG1 DG0 ı �0 � 0, the operator��G1 with zero boundary conditions is invertible.
Furthermore, since G0 2 C kC3;˛ we have Q�n 2 C kC5;˛.xD/.

Let us look at the following auxiliary ODE:

1

r
.rb0n/

0
�
n2

r2
bn D r

nG0; bn.1/ D 0:

Note that comparing it with the ODE solved by An given in (5.6), only the term G1 is
removed, which is expected to be of lower order for n ! 1. It is convenient to write
bn.r/ D r

nˇn.r/ with

1

r
.rˇ0n/

0
C
2n

r
ˇ0n D G0; ˇn.1/ D 0:
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We can find the solution explicitly up to a parameter

ˇn.r/ D �
ˇ0n.1/

2n

1 � r2n

r2n
�
1

2n

Z 1

r

G0.s/s ds C
1

2n

1

r2n

Z 1

r

G0.s/s
2nC1 ds:

In order that ˇn exists for r ! 0 we choose

Bn WD ˇ
0
n.1/ WD

Z 1

0

G0.s/s
2nC1 ds; (5.9)

yielding

ˇn.r/ D
Bn

2n
�
1

2n

Z 1

r

G0.s/s ds �
1

2n

1

r2n

Z r

0

G0.s/s
2nC1 ds:

Observe that jˇn.r/j � C=n for some constant C > 0 independent of r and n.
Let us now decompose

Q�n.r; '/ D Q�
1
n.r; '/C

Q�2n.r; '/;
Q�1n.r; '/ WD r

nˇn.r/e
in' :

Accordingly, we get the decomposition

An.r/ D A
1
n.r/C A

2
n.r/; A1n.r/ D r

nˇn.r/: (5.10)

Hence, with the above calculations we have

.� �G1/ Q�
2
n D .� �G1/.

Q�n � Q�
1
n/ D G1

Q�1n;
Q�2nj@D D 0:

We can apply regularity estimates in Sobolev spaces to obtain

k Q�2nkW 2;2.D/ � Ckg Q�
1
nkL2.D/ �

C

n

�Z 1

0

s2nC1 ds

�1=2
�

C

n3=2
:

Here we used j Q�1n.r; '/j � jˇn.r/j � C=n. Applying the trace theorem (cf. [19]) gives

k@r Q�
2
n.1; �/kL2.@D/ �

C

n3=2
;

and hence j.A2n/
0.1/j � C=n3=2. In conclusion, combining (5.10) and (5.9) we find that

lim
n!1

nA0n.1/ D lim
n!1

n.A1n/
0.1/ D lim

n!1
nˇ0n.1/ D lim

n!1
nBn

D lim
n!1

n

Z 1

0

G0.s/s
2nC1 ds

D lim
n!1

n

�
G0.1/

2nC 2
�

1

2nC 2

Z 1

0

G00.s/s
2nC2 ds

�
D
G0.1/

2
D
G.�0.1//

2
;

showing the desired result.



Rotating solutions to the incompressible Euler–Poisson equation with external particle 113

Linearization of the interaction potential, case (A). Due to Proposition 4.2 we have for
x D ei' (we use here the change of variables ei'y 7! y),

Dh.Uh ı fh/jhD0Œg�.x/ D �

Z
D

2ReŒg0.y/�
jx � yj�

dy C �

Z
D

ReŒ.x � y/.g.x/ � g.y//�
jx � yj2C�

dy:

As before we use the power series expansion for g given in (5.2). We have

Dh.Uh ı fh/jhD0Œg�.x/ D

1X
nD0

Re
�
Ogn

Z
D

�
�
xnC1 � ynC1

x � y
� 2.nC 1/yn

� dy

jx � yj�

�
:

Since x D ei' we can use a rotation to obtain
1X
nD0

Re
�
Ogne

in'

Z
D

�
�
1 � ynC1

1 � y
� 2.nC 1/yn

� dy

j1 � yj�

�
:

Recalling the definition of cn in (2.12), the fact that cn are real and the definition of O�nŒg�
in (5.5), we obtain

Dh.Uh ı fh/jhD0Œg�.e
i'/ D

X
n2Z

cn O�nŒg�e
in' ; (5.11)

where we define cn D cjnj for n < 0. The following result will be useful:

Lemma 5.5. The sequence cn defined in (2.12) with � D 1 satisfies

lim
n!1

cn

lnn
D 0 with 0 WD

Z 1
0

Z 1
0

e�r� sin.�/
.r2 C �2/3=2

dr d�: (5.12)

For � 2 .0; 1/ we have supn�0 jcnj <1.

Proof. First of all, we have

cn D

nX
kD0

�

2

Z
D

yk

j1 � yj�
dy � .nC 1/

Z
D

yn

j1 � yj�
dy:

Let us define

Qck WD
1

2

Z
D

yk

j1 � yj�
dy:

We show below that

lim
k!1

k2�� Qck D 
�
0 ; �0 WD �

Z 1
0

Z 1
0

e�r� sin.�/
.r2 C �2/.2C�/=2

dr d�: (5.13)

Note that 10 D 0 for � D 1. With this we infer for � D 1,

lim
n!1

cn

Hn
D 0; Hn D

nX
kD1

1

k
:
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Since Hn D ln.n/.1C o.1// as n!1, this implies the asymptotics (5.12) for � D 1.
The claim for � 2 .0; 1/ is also a consequence of the above asymptotics.

We now prove (5.13). The term Qck is real valued so that

Qck D
1

2

Z 1

0

Z 2�

0

rkC1 cos.k'/
.1C r2 � 2r cos'/�=2

d' dr D I 1k C I
2
k : (5.14)

The two terms I 1
k

and I 2
k

are defined by splitting the integral (5.14) with respect to r into
the regions .0; 1=2/ and .1=2; 1/. We can readily check that

k2�� jI 1k j �
Ck2��

2kC1
! 0: (5.15)

To deal with the I 2
k

we notice that with the change of variables r D 1 � s,

k2��I 2k D
k2��

2

Z 1=2

0

Z 2�

0

.1 � s/kC1 cos.k'/
.s2 C 4.1 � s/ sin2.'=2//�=2

d' ds

D
k1��

2

Z k=2

0

Z 2�

0

.1 � r
k
/kC1 cos.k'/

Œ. r
k
/2 C 4.1 � r

k
/ sin2.'

2
/��=2

d' dr:

In the second equality we used the change of variables ks D r . Furthermore, writing
k' D  we get

k2��I 2k D
1

2

Z k=2

0

Z 2k�

0

.1 � r
k
/kC1 cos. /

Œr2 C 4.1 � r
k
/k2 sin2.  

2k
/��=2

d dr

D

Z k=2

0

Z k�

0

.1 � r
k
/kC1 cos. /

Œr2 C 4.1 � r
k
/k2 sin2.  

2k
/��=2

d dr;

where we used the symmetry in the last equality. Let us now define the function �k W .0;k�/
! .0; 2k/ by

�k. / D 2k sin
�  
2k

�
;

which is one-to-one and onto. Furthermore, by a Taylor expansion one can show that
�k. /! for any 2 .0;k�/ as k!1. Consequently, we have for the inverse function
 k.�/! � as k !1. We obtain by the change of variables  7! �,

k2��I 2k D

Z k=2

0

Z 2k

0

.1 � r
k
/kC1

Œr2 C .1 � r
k
/�2��=2

cos. k.�// 0k.�/ d� dr:

We now use an integration by parts in � to obtain (note that the boundary terms vanish
since  k.0/ D 0,  k.2k/ D k�)

k2��I 2k D �

Z k=2

0

Z 2k

0

.1 � r
k
/kC2� sin. k.�//

Œr2 C .1 � r
k
/�2�.�C2/=2

d� dr:
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The integrand converges pointwise to

e�r� sin.�/
.r2 C �2/.�C2/=2

as k !1. Since �
1 �

r

k

�kC2
D exp

�
.k C 2/ ln

�
1 �

r

k

��
� e�r ;

 k.�/ D 2k arcsin
� �
2k

�
� C�;

for say � 2 .0; 1/, a majorant is given by

e�r min.C �2; �/
.r2 C �2=2/.2C�/=2

:

Hence, we get k2��I 2
k
! �0 . Combining this with (5.15) and (5.14) yields (5.13).

Linearization of the interaction potential, case (B). By Proposition 4.6 we have for
x D ei' ,

Dh.Uh ı fh/jhD0Œg�.x/

D 2

Z
D

ln jx � yjReŒg0.y/� dy C
Z

D

ReŒ.x � y/.g.x/ � g.y//�
jx � yj2

dy:

Again, we use the power series expansion for g (cf. (5.2)), yielding

Dh.Uh ı fh/jhD0Œg�.e
i'/

D

1X
nD0

2Re
�
Ogn

Z
D

�
.nC 1/yn ln jx � yj C

1

2

xnC1 � ynC1

x � y

�
dy

�
:

For x D ei' and applying the change of variables y 7! ei'y gives

1X
nD0

2Re
�
Ogne

in'

Z
D

�
.nC 1/yn ln j1 � yj C

1

2

1 � ynC1

1 � y

�
dy

�
:

As we will see below we have (see (2.13))

cn D

Z
D

�
.nC 1/yn ln j1 � yj C

1

2

1 � ynC1

1 � y

�
dy D

8̂<̂
:
�

2

�
1 �

1

n

�
; n � 1;

�

2
; n D 0:

(5.16)

Recalling the definition of O�nŒg� in (5.5), we have (see (5.11))

Dh.Uh ı fh/jhD0Œg�.e
i'/ D

X
n2Z

cn O�nŒg�e
in' ;

where we again define cn D cjnj for n < 0.
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Let us now prove (5.16). For n D 0 the integral reduces to U0.1/C �=2 D �=2; cf.
Lemma 3.5. For the other cases let us first observe that

1

2

Z
D

1 � ynC1

1 � y
dy D

1

2

nX
kD0

Z
D
yk dy D

1

2

nX
kD0

Z 2�

0

Z 1

0

rkeik'r dr d' D
�

2
: (5.17)

Moreover, we can also write

.nC 1/

Z
D
yn ln j1 � yj dy D .nC 1/

Z 1

0

Z 2�

0

rnein' ln j1 � rei' jr dr d': (5.18)

Hence, using the expansion

ln j1 � rei' j D
1

2
.ln.1 � rei'/C ln.1 � re�i'//

D �
1

2

� 1X
kD0

rkC1ei.kC1/'

k C 1
C

1X
kD0

rkC1e�i.kC1/'

k C 1

�
;

and plugging it in (5.18) we find that

.nC 1/

Z
D
yn ln j1 � yj dy D �2�

nC 1

2n

Z 1

0

r2nC1 dr D �
�

2n
:

Thus, combining (5.17) and (5.18) we infer (5.16).

Remark 5.6. Let us note that in both cases (A) and (B) we have c1 D 0. This holds
in general since .Uh" ı fh"/.1/ D U0.1/, where h".z/ D "z2 C O."2/ is associated to
translations; see formula (5.3) in Remark 5.1. We hence obtain

c1 D Dh.Uh ı fh/jhD0Œz
2�.1/ D

d

d"

ˇ̌̌
"D0

.Uh" ı fh"/.1/ D 0:

As mentioned in Remark 5.1, the effects of conformal mappings due to translations appear
to first order in the Fourier modes n D ˙1 and thus in the coefficient c1.

Linearization of the full problem. We summarize the full linearized operator at .h0 �
0; a0; �0; m D 0/ in the following lemma:

Lemma 5.7. The operator D.h;a;�/F.0; a0; �0; 0/ has the form

.g; b; �/ 7!

0@ Lg � �

�20b � @
2
x1
U0.a0; 0/b �W0;a0 Œg�

� Oh0

1A ;
Lg.'/ WD 2!0 Og0 C

X
n�1

!n Ogne
in'
C

X
n��1

!n Ogjnje
in' ;

!n D �
1

2
�00.1/

2.jnj C 1/C �00.1/A
0
n.1/.jnj C 1/ �

1

2
�20 C cjnj:

Here, W0;a0 Œg� is defined in Lemma 4.7 in both cases (A) and (B).



Rotating solutions to the incompressible Euler–Poisson equation with external particle 117

Note that in the last component of the linearized operator we again identify R2 w C.
Furthermore, the coefficients !n have appeared already in (2.11).

Proof of Lemma 5.7. The first component of F in (2.10) has the linearization at the point
.h D 0;X0; �0; m D 0/

.g; �/ 7! �00.1/@r
N�.1; '/ � �00.1/

2 ReŒg0.ei'/�

��20 ReŒe�i'g.ei'/�CDh.Uh ı fh/jhD0Œg�.ei'/ � �:

Using (5.2) and (5.5) we obtain

ReŒe�i'g.ei'/� D
1

2

X
n2Z

O�nŒg�e
in' :

Using both (5.7) and (5.11) yields the expression for the first component. Applying the
definition of O�nŒg� in (5.5) yields the form of the operator Lg.

The linearization of the second component F in (2.10) is a consequence of Lemma
4.7. For the last component, note that the linearization of the mass constraint in Lemma
4.8 becomes g 7! � ReŒ Og0� D � Og0, since g 2 H kC2;˛

0 . This concludes the proof.

Before providing the proof of Proposition 5.2 we need to show the following result on
Fourier multipliers on the torus in Hölder spaces.

Lemma 5.8. Let k 2 N and ˛ 2 .0; 1/. Consider a sequence ˇ D .ˇn/n of the form
ˇn D �=.jnj C bn/, ˇ0 D 0, n 2 Z with some real constant � ¤ 0. Assume that bn ¤ �jnj
is a sequence satisfying supn¤0 jbnj jnj

� � C for some 0 �  � 1=2. Then the periodic
pseudo-differential operator

OP.ˇ/�.'/ D
X

n2Zn¹0º

ˇn O�ne
in'

defines a bounded map C k;˛0 .T /! C
kC1;˛
0 .T /.

Proof. Recall that the Hilbert transform H defined by the Fourier multipliers �isgn.n/ is
a bounded map C k;˛0 .T /! C

k;˛
0 .T / for all k 2 N, ˛ 2 .0; 1/. Since the operator with

multiplier 1=in corresponds to integration, we conclude that the operator with multiplier
1=jnj D isgn.n/=in is a bounded map C k;˛0 .T /! C

kC1;˛
0 .T /.

We now write

ˇn D
�

jnj
�
�

jnj
�

bn

.jnj C bn/
D

�

jnj
.1C rn/:

By assumption it holds that c1 � j1C bn=jnj j for some constant c1 > 0. Hence, we have

jrnj �
jbnj

c1jnj
�

C

jnj1�
�

C

jnj1=2
:
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Thus, the sequence r D .rn/n satisfies the �-condition in [10, Theorem 3.1] with � D 1=2
and hence OP.r/ constitutes a bounded mapC k;˛0 .T /!C

k;˛
0 .T / for all k 2N, ˛ 2 .0;1/.

In the mentioned reference, periodic Besov spaceBs1;1 have been used. Recall thatBs1;1
coincides with the classical Hölder space C k;˛.T / for s D kC ˛ 62N. This concludes the
proof.

Proof of Proposition 5.2. We consider cases (A) and (B) simultaneously, since the proof
is the same. Given .S; Z; M/ 2 ZkC1;˛ D C kC1;˛.T / � R � R we want to solve for
.g; b; �/ 2 H

kC2;˛
0 �R �R the equations

Lg � � D S;

�20b � @
2
x1
U0.a0; 0/b �W0;a0 Œg� D Z;

� Og0 DM:

(5.19)

First, we have Og0 DM=� . For the first equation in (5.19) we decompose S in its Fourier
coefficients . ySn/n2Z. Then the first equation in (5.19) becomesX
n�1

!n Ogne
in'
C

X
n��1

!n Ogjnje
in'
D yS0 �

2!0M

�
C �C

X
n�1

ySne
in'
C

X
n��1

ySjnje
in' :

Recall that yS�n D ySn for n � 0 since S is a real-valued function. We then choose � D
2!0M=� � yS0. Since the multipliers !n of L are non-zero by assumption (2.15), we can
define L�1 D OP.!�1n /. By Lemmas 5.3 and 5.5 we can write

!n D
jnj C bn

�
; ��1 WD ��00.1/

2;

with supn¤0 jbnj jnj
� � C for any  > 0. Note that by our assumption in Theorem 2.1 we

also have �00.1/ ¤ 0. We can hence apply Lemma 5.8 yielding F 2 C kC2;˛0 .T / defined
by

F D OP.!�1n /.S � yS0/:

Note that F is real valued with yFn D ySn=!n for n � 1.
The function F is only defined on the torus. We now define the function g from F via

g.z/ D Og0z C
X
n�1

yFnz
nC1
D
M

�
z C

X
n�1

ySn

!n
znC1: (5.20)

We need to show that g 2 H kC2;˛
0 . To this end, define the function zF WD 1

2
.I CH/F ,

recalling that H denotes the Hilbert transform. The function zF has the Fourier decompo-
sition

zF .'/ D
X
n�1

yFne
in' ; k zF kC kC2;˛.T/ � kF kC kC2;˛.T/:
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The last inequality follows from the fact that HWC kC2;˛.T /! C kC2;˛.T / is bounded
with kHk D 1. Since zF contains only Fourier modes n� 0, there is a unique holomorphic
extension in C kC2;˛.xD/. This extension has the power series expansion

zF .z/ D
X
n�1

yFnz
nC1:

Consequently, the function g.z/ WD Og0z C zF .z/ 2H
kC2;˛
0 satisfies (5.20) and hence also

(5.19).
Finally, we determine b in (5.19). To this end, we need to solve

.�20 � U
00
0 .a0//b D Z CW0;a0 Œg�:

At this point W0;a0 Œg� is a determined real number. We observe that due to (2.8) and
Lemma 3.6,

�20 � U
00
0 .a0/ D

U 00.a0/

a0
� U 000 .a0/ D �a0

�
�
U 00.a0/

a20
C
U 000 .a0/

a0

�
D �a0

d

dr

ˇ̌
rDa0

hU 00.r/
r

i
> 0:

Thus, we can invert the above equation in terms of b.
The above arguments show thatD.h;a;�/F.0; a0; �0; 0/ is one-to-one and onto. Hence,

it is an isomorphism which concludes the proof.

6. Proof of Theorem 2.1 and consequences

In this last section we first provide the proof of Theorem 2.1. We also include the details
towards Corollary 2.2, which is a direct consequence of the previous main result.

Proof of Theorem 2.1. Due to Proposition 4.9 the function F is continuously differen-
tiable. Under assumption (2.15) and by Proposition 5.2 we can invert the linearized opera-
torD.h;a;�/F.0;a0;�0; 0/. Hence, we can apply the implicit function theorem; see Lemma
3.3. This concludes the proof.

Proof of Corollary 2.2. For the sake of clarity we divide the proof into three steps.

Step 1: Symmetry. We first prove the symmetry of the domain Eh. To this end, we show
that the function g.z/ WD h. Nz/ 2H kC2;˛

0 satisfies F.g; a;�;m/D 0. Note that g induces a
conformal map fg which parameterizes the domainR.Eh/, whereR.x1;x2/D .x1;�x2/.
As a consequence of the uniqueness of solutions to (2.3), the stream function satisfies
 g.x/ D  h.Rx/. Furthermore, we have, recalling X D .a; 0/,

Ug.x/ D UR.Eh/.x/ D Uh.Rx/;

UX .x/ D UX .Rx/:
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Since .h; a; �; m/ is a solution, we obtain from (2.6), which is equivalent to the first
component of F , and application of x 7! Rx,

1

2
jr
? g.x/j

2
�
�20
2
jxj2 C Ug.x/CmUX .x/ D �; x 2 @Eg :

The other components of F.g; a; �; m/ D 0 follow in the same manner. By the unique-
ness statement of the implicit function theorem we have fh.z/ D fg.z/ D fh. Nz/, i.e. the
domain Eh is symmetric.

Step 2: Solution. The symmetry of the domain Eh implies

@x2Uh.X/ D 0 D �
2
0X2:

We can now define the non-hydrostatic pressure P as in (2.5) and observe that all equa-
tions but the last one in system (1.6) are satisfied for v D r? h, X D .a; 0/ and P .

Step 3: Center of mass. We now show that the last equation in (1.6) is a consequence of
the other equations in (1.6). More precisely, they imply that the center of mass is zero:

Xc WD
1

� Cm

�Z
Eh

x dx CmX

�
D 0:

Combining the first equation and the fifth equation in (1.6) gives

.� Cm/�20Xc D

Z
Eh

..v � r/v C 2�0Jv CrP / dx CmrUh.X/:

Since .v � r/v D div.v ˝ v/ and v � nh D 0 on @Eh, the first term is zero. Furthermore,
due to v D r? h D Jr h and  h D 0 on @Eh we haveZ

Eh

Jv dx D �

Z
Eh

r h dx D �

Z
@Eh

 hnh dS D 0:

We have for the non-hydrostatic pressure,Z
Eh

rP dx D

Z
Eh

Pnh dS D

Z
@Eh

.Uh CmUX /nh dS;

where we used the fourth equation in (1.6). Furthermore, we have in case (A),

mrUh.X/ D �m

Z
Eh

ry

h 1

jX � yj�

i
dy D �m

Z
@Eh

nh

jX � yj�
dS.y/

D �m

Z
@Eh

UXnh dS:

In case (B) we get a corresponding equality. This yields

.� Cm/�20Xc D

Z
@Eh

Uhnh dS:
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By symmetry of the interaction potential we obtain in case (A),Z
@Eh

Uhnh dS D

Z
Eh

rUh.x/ dx D �

Z
Eh

Z
Eh

x � y

jx � yj�C2
dx dy D 0:

However, this argument holds only for � < 1 due to the singularity. For � D 1 we use
an approximation. The same conclusion holds in case (B). This implies Xc D 0, since
�0 ¤ 0, which concludes the proof.
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