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Twisting cubic rabbits

Justin Lanier and Rebecca R. Winarski

Abstract. We solve an infinite family of twisted polynomial problems that are cubic generalizations
of Hubbard’s twisted rabbit problem. We show how the result of twisting by a power of a certain
Dehn twist depends on the 9-adic expansion of the power. For the cubic rabbit with three post-
critical points, we also give an algorithmic solution to the twisting problem for the full pure mapping
class group.

1. Introduction

In this paper we give closed-form and algorithmic solutions to cubic generalizations of the
twisted rabbit problem. The twisted rabbit problem was formulated by Hubbard and asks:
to which polynomial is Dm

x ı r Thurston equivalent? Here r is the post-critically finite
quadratic polynomial known as the Douady rabbit with post-critical set Pr consisting
of three points, Dx is the left-handed Dehn twist on the simple closed curve encircling
the “ears” of the rabbit and m varies over the integers. Bartholdi–Nekrashevych gave a
closed-form solution to this problem, and they also gave an algorithm for determining the
Thurston equivalence class of g ı r for arbitrary pure mapping classes g 2 PMod.R2; Pr /
(see [1]). Their method of analyzing self-similar groups associated to post-critically finite
polynomials can be used to solve other twisted polynomial problems; in the same paper
they carry this out for other quadratic polynomials where the post-critical set consists of
three points.

In work with Belk and Margalit, we gave an alternative solution to the twisted rab-
bit problem and some additional twisted polynomial problems. To do so, we followed
the strategy of Bartholdi–Nekrashevych but applied methods of combinatorial topology
instead of their more group-theoretic approach; see [2] for a comparison of the methods.
The present paper is a close sequel to Section 5 of that paper. There we gave a solution to
the original twisted rabbit problem as well as an infinite family of related problems: for
each n, there is an analogue of the rabbit polynomial that is a quadratic polynomial with
post-critical set of size n. For each of these polynomials, we defined an analogous Dehn
twist cyclic subgroup and gave a closed-form solution to the associated family of twisting
problems using a uniform argument.
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Figure 1. For nD 3 and 6, we show the Julia set forRn, the post-critcal set forRn, and the curve xn.

Increasing the length of the critical cycle is one way to generalize the rabbit polyno-
mial. Another is to change the degree of the polynomial. In this paper we consider twists
of a unicritical cubic polynomial with post-critical set of size 3 called the cubic rabbit, as
well as an infinite family of unicritical cubic polynomials—“many-eared” cubic rabbits—
that have critical cycles of arbitrary length. In each case we give a closed-form solution
to the twisting problem on a cyclic subgroup of Dehn twists. The resulting maps depend
on the 9-adic expansion of the power of the twist. For the cubic rabbit with 3 post-critical
points, we also give two algorithmic solutions to the problem of determining the Thurston
equivalence class of post-composing the cubic rabbit with arbitrary pure mapping classes.
One algorithm uses the wreath recursion approach employed by Bartholdi–Nekrashevych,
while the other applies an elementary word length argument.

In Figure 1 we depict the Julia sets and post-critical sets of cubic rabbits R3 and R6
with 3 and 6 post-critical points, respectively. These two polynomials areRn.z/D z3C cn
with c3 � 0:558C 0:540i and c6 � 0:510C 0:089i . They belong to an infinite familyRn
of polynomials that share combinatorial and dynamical properties. For each map, Figure 1
also shows a curve xn that encircles the two points Rn.0/ and R2n.0/.

Up to Thurston equivalence, there are four unicritical cubic polynomials with 3 post-
critical points: the cubic rabbit, the cubic airplane, and their complex conjugates. We
notate these as R3; R3; A3, and A3; see Section 3 for their descriptions. All four of these
arise as twists of the cubic rabbit R3 about the curve x3.

Theorem 1.1. Let x D x3 and let m 2 Z. Let s be the right-most digit in the 9-adic
expansion of m that is not a 0, 4, or 8, if this exists. Then,

Dm
x R3 '

8̂̂̂̂
<̂
ˆ̂̂:
R3 if the 9-adic expansion of m � 0 contains only 0’s, 4’s, and 8’s;

R3 if the 9-adic expansion of m < 0 contains only 0’s, 4’s, and 8’s;

A3 if s D 1, 5, or 6;

A3 if s D 2, 3, or 7:
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As illustrations of this result, the integers 89 and �77 have 9-adic expansions 1089
and : : : 888049. (Note that : : : 8889 D �1.) Therefore, D89

x R3 ' A3 and D�77x R3 ' R3.
As n increases, the number of unicritical cubic polynomials with n post-critical points

increases exponentially. As an organizing principle, we can find families of polynomials,
indexed by n, with shared combinatorics and dynamics. The maps Dm

x Rn in the “many-
eared” twisted cubic rabbit problem are Thurston equivalent to polynomials in nine such
families for all n � 4. We describe the families that appear in Theorem 1.2 in Section 5.

Theorem 1.2. Let n � 4, x D xn, and m 2 Z. If m ¤ 0, let s be the right-most non-zero
digit of the 9-adic expansion of m. Then, Dm

x Rn is equivalent to the map described in
Table 1.

To prove Theorems 1.1 and 1.2, we follow the strategy of Bartholdi–Nekrashevych [1],
which consists of two main steps: producing reduction formulas and calculating base
cases. Producing the reduction formulas involves lifting mapping classes through Rn. To
calculate the base cases, we use the approach of Belk–Lanier–Margalit–Winarski [2] to
find the topological Hubbard trees and accompanying data for a small number of twisted
polynomials, to which all other cases reduce.

m D 0 s D 1 s D 2 s D 3 s D 4 s D 5 s D 6 s D 7 s D 8

Dm
x Rn ' Rn An An Kn;1 Bn Y n Kn;2 Yn Bn

Table 1. The branched cover to which Dmx Rn is equivalent.

The 9-adic expansion of m appears in Theorems 1.1 and 1.2 for the same reason that
the 4-adic expansion ofm appears in the solution of the original twisted rabbit problem; for
a degree d rabbit R with n post-critical points and a similarly situated curve x, twisting R
by the mapping class Dd2k

x always yields the same equivalence class of topological poly-
nomial as twisting by Dk

x . Thus, powers of d2 can be divided out of m without affecting
the equivalence class of Dm

x R, and this is the same as dropping initial 0’s in the d2-adic
expansion m. It is possible for similar reductions to happen for other residue classes s
mod d2, whenever Dd2kCs

x R happens to be equivalent to Dk
xR, as shown through a lift-

ing calculation. For these values of s, initial s’s in the d2-adic expansion of m can also
be dropped. For both d D 2 and 3, additional reductions occur when n D 3 (the digits 4
and 8 in Theorem 1.1) but do not occur for n� 4. Forthcoming work of Mukundan and the
second author further explores this phenomenon by giving solutions to twisted degree d
rabbit problems for n D 3 and all d � 2.

Outline of the paper. In Section 2 we review the relevant definitions and background.
This includes techniques we developed with Belk and Margalit; for full details, see [2]. In
Section 3 we define the cubic rabbit polynomial and prove Theorem 1.1. In Section 4 we
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give two algorithmic solutions to the problem of determining the Thurston equivalence
class of post-composing the cubic rabbit with arbitrary pure mapping classes. In Section 5
we define the “many-eared” cubic rabbits and prove Theorem 1.2.

2. Background and techniques

We refer the reader to joint work of the authors with Belk and Margalit for additional
background [2], but we review here the definitions and results essential to stating and
solving our twisted cubic rabbit problems.

Topological polynomials. A topological polynomial f is an orientation-preserving
branched cover f W R2! R2 with finite degree d greater than 1 and finitely many critical
points. The post-critical set Pf is the forward orbit of the critical points of f . We say that
a topological polynomial f is post-critically finite if Pf is finite.

Let f W .R2; Pf /! .R2; Pf / and g W .R2; Pg/! .R2; Pg/ be topological polyno-
mials with jPf j D jPg j. We say that f and g are equivalent (or Thurston equivalent, or
combinatorially equivalent) if there exist orientation-preserving homeomorphisms h1;h2 W
.R2; Pf /! .R2; Pg/ such that h1f D gh2 and h1 and h2 are isotopic relative to Pf .
When topological polynomials f and g are equivalent, we write f ' g.

Hubbard trees. Every post-cricially finite polynomial has an associated tree called its
Hubbard tree. Let f be a polynomial with finite post-critical set Pf . Following Douady–
Hubbard [3, 4], we define the Hubbard tree for f to be the union of the regulated (or
allowable) arcs of Pf in the filled Julia set for f . The Hubbard tree Hf of f is invariant
under f , that is, f .Hf / � Hf . Moreover, if f is a polynomial with Hubbard tree Hf
and g is a topological polynomial that is equivalent to f , then there is an isotopy class
of tree associated to g, which we obtain by pulling back Hf through the equivalence. We
call this tree the topological Hubbard tree Hg of the topological polynomial g.

Lifting trees. Let f be a post-critically finite topological polynomial with post-critical
set Pf . Let T � R2 be a tree containing Pf such that all edges of the tree are contained
in a path between points in Pf . In particular, all leaves of T must lie in Pf . The lift of T
under f is defined as a composition of two operations and is notated as �f .T /. First,
take the preimage f �1.T /, which is also a tree in R2. Then, take the hull relative to Pf ,
that is, remove any edges of f �1.T / that are not part of paths between points in Pf . The
composition of these two operations produces a tree �f .T / in R2 containing Pf . The
topological Hubbard tree Hf for f is isotopic (relative to Pg ) to its lift through f and so
is an invariant tree for f . However, it need not be the unique tree with this property.

Tree maps and angle assignments. While the topological Hubbard tree alone is not in
general sufficient to determine the equivalence class of a topological polynomial f , we
can endow it with additional information that then determines the equivalence class com-
pletely. The first piece of data needed is the restriction of f to the edges of the tree. This
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data, for instance, distinguishes the rabbit and corabbit polynomials in the quadratic case
and in their higher-degree generalizations. The second piece of data is an invariant angle
assignment; see Poirier [11] or Belk–Lanier–Margalit–Winarski [2, Section 3] for details.
This data, for instance, distinguishes what we call the airplane and the coairplane cubic
polynomials.

Lifting mapping classes. We follow the strategy of Bartholdi–Nekrashevych of replacing
a mapping class with its lift under a branched cover in order to determine the equivalence
class of a twisted topological polynomial.

Let f W .R2; Pf / ! .R2; Pf / be a branched cover and h W .R2; Pf / ! .R2; Pf /
be a homeomorphism. We say that h lifts under f if there exists a homeomorphism zh W
.R2; Pf /! .R2; Pf / such that hf D f zh. In this case, we say that h is liftable and that h
lifts to zh. Because homotopy is preserved under lifting, the homotopy classes of liftable
homeomorphisms form a (finite index) subgroup of the mapping class group called the
liftable mapping class group LMod.R2; Pf /.

If h lifts to zh under f , then hf and zhf are equivalent. More generally, for any h 2
PMod.R2; Pf /, there exists g such that g�1h 2 LMod.R2; Pf /. Then, g�1h is liftable
and let  .g�1h/ denote the lift. In this case, hf is equivalent to  .g�1h/gf (cf. [1,
Proposition 4.1] and [2, Lemma 5.1]). When f is specified, we use the notation

h
g

Ý  .g�1h/g

to indicate equivalence obtained by choosing g as a coset representative of the mapping
class h 2 LMod.R2; Pf / and lifting. Observe that when h 2 LMod.R2; Pf /, we may
choose g to be the identity and we suppress g in the notation.

For f a topological polynomial and g and hmapping classes, whenever gf ' hf , we
say g � h, where it is understood that this is with respect to the map f .

A criterion for trivial lifts. To find the result of lifting a curve, one can simply take the
preimage and forget the inessential components. However, there exists a useful criterion
that guarantees that the preimage of a curve will have only inessential components. To this
end, we prove a generalization of [2, Lemma 5.2] of Belk–Lanier–Margalit–Winarski,
extending it to topological polynomials of degree higher than 2. We first require some
definitions.

Let f be a unicritical topological polynomial of degree d . A branch cut b for f is an
arc in .R2; Pf / connecting the critical value of f to1. The preimage f �1.b/ is a union
of d arcs that intersect only at the critical point. The complement of f �1.b/ in R2 has d
components. We say that b is a special branch cut for f if all points in Pf lie in the same
component of f �1.b/. A special branch cut for R3 (and similarly, Rn) is the straight arc
from the critical value to1 that avoids the interior of the triangle determined by PR3 ; this
is depicted as the arc b in Figure 3.
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Let c be a simple closed curve that is isotopic to the boundary of a diskD that contains
exactly two marked points. A defining arc for c is a simple arc contained in D that has an
endpoint at each marked point in D. Up to isotopy, there is a unique defining arc for any
such c.

Lemma 2.1. Let f be a topological polynomial of degree d and let b be a special branch
cut for f . Suppose c is a curve in .R2; Pf / that surrounds exactly two points of Pf ,
neither of which is the critical value, and that a is a defining arc for c. If the algebraic
intersection number of a and b is not 0 mod d , then the lift of Dc is trivial.

See the discussion of the reduction formulas in Section 3 for an illustrated application
of this lemma. Recall that a curve is trivial if it is homotopic to a point (or a boundary
component). The Dehn twist about a curve 
 is trivial if and only if 
 is trivial.

Proof. Since c does not surround the critical value of f , the arc a does not have an
endpoint at the critical value. Therefore, f �1.a/ consists of d arcs that are disjoint, in-
cluding at their endpoints. Since the algebraic intersection number of a and b is
not 0 mod d , the endpoints of each component of f �1.a/ lie in different connected com-
ponents of R2 n f �1.b/. Since a non-trivial arc must have the property that both of its
endpoints are in the same connected component of R2 n f �1.b/ (the component contain-
ing Pf ), all arcs of f �1.a/ are trivial. The lift  .Dc/ is equal to the product of the Dehn
twists about the curves of the boundary of a neighborhood of f �1.a/. Since each such
curve surrounds at most one point of Pf , this product is trivial.

3. Twisting the cubic rabbit

Every unicritical cubic polynomial is affine conjugate to a polynomial of the form
f .z/ D z3 C c with critical point 0. There are eight distinct non-zero solutions to the
equation .c3 C c/3 C c D 0, each of which yields a post-critically finite cubic polynomial
with critical portrait 0! c! c3 C c! 0. These eight polynomials come in four equiva-
lent pairs; each pair is affine conjugate under the map z!�z. We take as representatives
of these four equivalence classes the following four polynomials, which we call: the cubic
rabbitR3, the cubic corabbitR3, the cubic airplaneA3, and the cubic coairplaneA3. These
polynomial representatives have the form z3 C c, where the four approximate values of c
are 0:558C 0:540i , 0:558� 0:540i , :264C 1:260i , and :264� 1:260i , respectively. The
Julia sets for R3 and A3 are depicted in Figure 2.

Also depicted in Figure 2 are three curves x, y, and z lying in .R2; PR3/; they are
analogues of the curves in the original twisted rabbit problem. The curve x is obtained
as the boundary of a regular neighborhood of the straight line segment between Rot3.0/
and Rot23.0/.
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Figure 2. (a) The Julia set for the cubic rabbit R3. (b) The curves x, y, and z in .R2; PR3/. (c) The
Julia set for the cubic airplane A3.

By the Berstein–Levy theorem, a topological polynomial with all post-critical points
in a critical cycle is unobstructed [8]. Therefore, the composition of a pure mapping class
with R3 must be equivalent to one of R3, R3, A3, or A3. In particular, this is true for all
maps Dm

x R3.
We now describe a topological polynomial that is homotopic (and so also equivalent)

to R3 using techniques of combinatorial topology. We describe the map topologically in
order to lift isotopy classes of trees and curves through R3 without the need to compute
images of analytic maps. Let PR3 D ¹0; R3.0/; R

2
3.0/º be the post-critical set of R3, and

let� be the solid triangle in R2 with vertex setPR3 . Let Cub be any orientation-preserving
cubic branched cover .R2; PR3/! .R2; PR3/ that is branched over 0 and that fixes �
pointwise. Any such map fixes any tree contained in �. By the Alexander method, there
are two isotopy classes relative to the set PR3 of such branched covers, and these branched
covers are equivalent (relative to the setPR3 ). Let Rot3 be a homeomorphism of .R2;PR3/
that rotates the points PR3 counterclockwise and preserves� as a set. Any two such maps
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(a) Dx.z/ (b) The lift of Dx.z/

Figure 3. In general, the defining arc for Dkx .z/ intersects b in k points.

are isotopic relative to PR3 . Then, the map Rot3 ıCub is homotopic to the cubic rabbit
polynomial relative to PR3 ; this is straightforward to check using the Alexander method
(cf. [2, Proposition 3.1]).

3.1. Reduction formulas

We are now ready to explain the first of the two steps in our solution to the twisted cubic
rabbit problem. The reduction formulas are

Dm
x R3 '

8̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂:

Dk
xR3 m D 9k;

DxR3 m D 9k C 1;

D2
xR3 m D 9k C 2;

DyR3 m D 9k C 3;

Dk
xR3 m D 9k C 4;

DxR3 m D 9k C 5;

D2
yR3 m D 9k C 6;

D�2x R3 m D 9k C 7;

Dk
xR3 m D 9k C 8:

To verify these formulas, we apply a number of facts about lifting individual curves
and their corresponding Dehn twists throughR3. For instance, the curve z has three preim-
ages under R3, and the only essential one is homotopic to x. Therefore, as in the original
twisted rabbit problem, Dz is in LMod.R2; PR3/ and we have Dz Ý Dx . The preim-
age of x has a single component, isotopic to y. Therefore, Dx is not in LMod.R2; PR3/,
but D3

x is in LMod.R2; PR3/ and D3
x Ý Dy . Similarly, D3

y Ý Dz . We illustrate this
lifting process for several additional curves in Figures 3 and 4.
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(a) D�1x .y/ (b) R�13 .D�1x .y//

Figure 4. The curve R�13 .D�1x .y// is homotopic to z.

We now give an example of Lemma 2.1 in action, showing thatDk
xDzD

�k
x DDDk

x .z/

Ý id for k 6� 0 mod 3 (similarly, DDk
y .z/

Ý id for k 6� 0 mod 3). Figure 3 illustrates
the case k D 1. Indeed, let a be the defining arc of z. Then, a is disjoint from the spe-
cial branch cut b and intersects x only once. Therefore, the geometric intersection of b
with Dk

x .a/ is ˙k (this is a special case of [5, Proposition 3.4] for arcs). In this situation,
the absolute value of the algebraic intersection of Dk

x .a/ and b is the same as the geo-
metric intersection, because all intersections between b and Dk

x .a/ arise from twisting a
about x in the same direction. The same argument applies to Dk

y .z/.
We are now prepared to justify the reduction formulas.
Case 1: m D 9k. In this case, we have

D9k
x D .D

3
x/
3k ÝD3k

y D .D
3
y/
k ÝDk

z ÝDk
x :

Thus, D9k
x � D

k
x , as desired.

Case 2:mD 9kC1. In this case, we require one additional fact—namely, thatD3
D�1x .y/

ÝDz . This follows from the fact that the preimage of the curve D�1x .y/ has a single
component, which is isotopic to z; see Figure 4. We have

D9kC1
x

DxÝ D3k
y Dx

DxÝ Dk
zDx

DxÝ  .Dk
D�1x .z/

/Dx D Dx :

Thus, D9kC1
x � Dx , as desired.

Case 3:mD 9kC2. In this case, we use the fact that the preimage of the curveD�2x .y/

has a single component, which is isotopic to z. We have

D9kC2
x

D2
xÝ D3k

y D
2
x

D2
xÝ Dk

zD
2
x

D2
xÝ  .Dk

D�2x .z/
/D2

x D D
2
x :

Thus, D9kC2
x � D2

x as desired.
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Case 4: m D 9k C 3. We have

D9kC3
x ÝD3kC1

y

Dy
Ý Dk

zDy
Dy
Ý  .Dk

D�1y .z/
/Dy D Dy :

Thus, D9kC3
x � Dy , as desired.

Case 5: m D 9k C 4. In this case, we have

D9kC4
x

DxÝ D3kC1
y Dx D D

3k
y D

�1
x D�1z Dx D D

3k
y D

�1
D�1x .z/

ÝDk
z ÝDk

x ;

where we used the lantern relation in the first equality. Then, both D3k
y and D�1

D�1x .z/
lift,

where the latter lifts to the identity by Lemma 2.1. Thus, D9kC4
x � Dk

x , as desired.
Case 6: m D 9k C 5. We use two facts that have not previously appeared. First, the

preimage of Dx.y/ is a single component that is homotopic to Dy.z/. Second, the curve
defining arc of DxD2

y.z/ has algebraic intersection 1 with b; therefore, the preimage
of DxD2

y.z/ is trivial, by Lemma 2.1. We have

D9kC5
x

D�1xÝ D3kC2
y D�1x

D�1y D�1x
Ý  .DxD

3kC3
y D�1x /D�1y D�1x D.DyD

kC1
z D�1y /D�1y D�1x

D�1y D�1x
Ý  .DxD

2
yD

kC1
z D�2y D�1x /D�1y D�1x D D

�1
y D�1x D Dz ÝDx ;

where the final equality is an application of the lantern relation. Thus, D9kC5
x � Dx , as

desired.
Case 7: m D 9k C 6. We have

D9kC6
x ÝD3kC2

y

D2
y

Ý Dk
zD

2
y

D2
y

Ý  .Dk
D�2y .z/

/D2
y D D

2
y :

Thus, D9kC6
x � D2

y , as desired.
Case 8:mD 9k C 7. In this case, we use the fact that the preimage ofD2

x.y/ consists
of a single connected component, which is homotopic to D�1x .z/. We have

D9kC7
x

D�2xÝ D3kC3
y D�2x

D�2xÝ DkC1

D�1x .z/
D�2x

D�2xÝ  .D2
xD

kC1

D�1x .z/
D�2x /D�2x

D  .DkC1
Dx.z/

/D�2x D D
�2
x :

Thus, D9kC7
x � D�2x , as desired.

Case 9:mD 9kC 8. In this case, we use the fact that the preimage of the curveDx.y/
consists of a single connected component, which is homotopic to Dy.z/. We also apply
the lantern relation to show that DxDy.z/ D z. We have

D9kC8
x

D�1xÝ D3kC3
y D�1x

D�1xÝ DkC1
Dy.z/

D�1x
D�1xÝ  .DxD

kC1
Dy.z/

D�1x /D�1x

D  .DkC1
z /D�1x D D

k
x :

Thus, D9kC8
x � Dk

x , as desired.
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3.2. Base cases

The second step in our proof of Theorem 1.1 is to determine the polynomials to which the
maps DxR3, D2

xR3, DyR3, D2
yR3, and D�2x R3 are equivalent.

The Hubbard trees for R3 and R3 are tripods and the Hubbard trees for A3 and A3
are paths of length 2. This can be seen from their Julia sets, as shown in Figure 2. As dis-
cussed in Section 2, the Hubbard tree, an invariant angle assignment on the tree, and the
dynamical map on the edges of the tree induced by the polynomial suffice to determine
the polynomial. The polynomial R3 maps the edges of its Hubbard tree (a tripod) coun-
terclockwise, while R3 maps the edges of its Hubbard tree clockwise. In both cases, the
angles at the leaves are 2� and the angles at the vertex of valence 3 each have measure 2�

3
.

The polynomial A3 supports an invariant angle assignment where the counterclockwise
angle from edge e1 and to edge e2 is 2�=3, while for A3 this angle is 4�=3. In each
case, e1 is the edge from the critical point 0 and the critical value.

Therefore, in order to determine the equivalence class of gR3 for g 2 PMod.R2;PR3/,
we first find a tree that is invariant under the lifting map. If it is a path of length 2 that sup-
ports an invariant angle assignment, then this is the topological Hubbard tree for gR3 and
the map is equivalent to either A3 or A3; the invariant angle assignment distinguishes
between the two possibilities. Moreover, the invariant angle assignment can be recov-
ered from the full preimage: the critical value is a leaf of the topological Hubbard tree
and, therefore, the single angle adjacent to it has measure 2� . In the full preimage of the
topological Hubbard tree, the critical point is trivalent, and each adjacent angle will have
measure 2�

3
. Because the critical point is bivalent in the topological Hubbard tree, one of

the edges of the full preimage is not in the hull. When this edge is removed, the angle
on the side of the topological Hubbard tree from which the extra edge was removed will
have angle 4�

3
. If the invariant tree for gR3 is instead a tripod, then this is the topological

Hubbard tree for the map and the direction in which the dynamical map on the edges of
the tree rotates the edges distinguishes between the two possibilities R3 and R3.

Proof of Theorem 1.1. If m � 0 and the 9-adic expansion of m contains only 0’s, 4’s,
and 8’s, then the reduction formulas reduce Dm

x R3 to R3.
If m < 0 and the 9-adic expansion of m contains only 0’s, 4’s, and 8’s, the reduction

formulas reduce m to : : : 888 D �1. So, in this case, we have Dm
x R3 ' D�1x R3. The

topological Hubbard tree for D�1x R3 is shown in Figure 5. Since D�1x R3 maps the edges
of this tripod clockwise (relative to the trivalent point), we have D�1x R3 ' R3.

If there exists a digit in the 9-adic expansion of m that is not 0, 4, or 8, let s be
the first such digit. Then, the reduction formulas determine that Dm

x R3 is equivalent
to one of DxR3, D2

xR3, DyR3, D2
yR3, or D�2x R3, depending on s. The topological

Hubbard tree for each of these base cases is depicted in Figure 5. Each of these topo-
logical Hubbard trees is a path of length 2, so the corresponding maps are equivalent
to either A3 or A3. Furthermore, the trees for DxR3 and D2

yR3 support an invariant
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(a) (b) (c)

(d)

Figure 5. (a) The topological Hubbard tree forDxR3 andD2xR3. (b) The topological Hubbard tree
for DyR3 and D2yR3. (c) The topological Hubbard tree for D�2x R3. (d) The topological Hubbard
tree for D�1x R3.

angle assignment with angle †.e1; e2/ D 2�=3, and so DxR3 is equivalent to A3. Sim-
ilarly, the trees for D2

xR3; DyR3, and D�2x R3 support an angle structure with angle
†.e1; e2/D 4�=3, and soD2

xR3 is equivalent to A3. (Angles are measured counterclock-
wise from e1 to e2).

4. The general solution for the twisted cubic rabbit

In this section we describe two closely related algorithms for determining the equiv-
alence class of gR3, where g is an arbitrary pure mapping class in PMod.R2; PR3/.
We first give a “whole word” algorithm that is directly analogous to the one given by
Bartholdi–Nekrashevych for the quadratic rabbit [1, Section 4.1]. The proof we give for
this algorithm follows their approach via the theory of self-similar groups. Second, we
give a “prefix” algorithm and justify it through an elementary argument using word length.
Finally, we give some computational results of applying these algorithms.

4.1. Whole word algorithm

The pure mapping class group PMod.R2; PR3/ is a free group generated by Dx and Dz
as a free basis. There is an index-3 subgroup LMod.R2; PR3/ < PMod.R2; PR3/ consist-
ing of elements that are liftable through R3 to pure mapping classes. This subgroup is
generated by the following elements:

L D
®
D3
x ; Dz ; D

�1
x DzDx ; DxDzD

�1
x

¯
:
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In the previous section, we showed the following facts:

D3
x ÝDy D D

�1
x D�1z ; Dz ÝDx ; D�1x DzDx Ý id; DxDzD

�1
x Ý id:

These facts yield a homomorphism  W LMod.R2; PR3/! PMod.R2; PR3/.
We can extend the homomorphism  to a well-defined set map  from the group

PMod.R2; PR3/ to itself as follows:

 W g 7!

8̂̂<̂
:̂
 .g/; g 2 LMod.R2; PR3/;

 .D�1x g/Dx ; D�1x g 2 LMod.R2; PR3/;

 .Dxg/D
�1
x ; Dxg 2 LMod.R2; PR3/:

By [2, Lemma 5.1], we have that gR3 '  .g/R3 for all g 2 PMod.R2; PR3/.

Wreath recursions. Following Bartholdi–Nekrashevych [1, Proposition 4.2], we encode
the map x using a wreath recursion; see their Section 2.2 for additional background. Note
that our convention of function composition notation runs opposite to their group-theoretic
notation. A wreath recursion is a homomorphism ˆ W G ! G o †n, where G is a group
and †n is a symmetric group acting on X D ¹1; : : : ; nº. We write elements of the wreath
product in the form �hhgn; : : : ;g1ii, with � 2†n and gi 2G. If � is the identity in†n or if
all of the gi are the identity inG, these may be suppressed in the notation. Multiplication in
the wreath recursion is carried out through two rules. First, two adjacent elements in angle
brackets are multiplied in the group G entrywise, that is, hhhn; : : : ; h1iihhgn; : : : ; g1ii
D hhhngn; : : : ; h1g1ii. Second, an element � acts by permutation on the indices of the gi
when pushed past an angle bracket term: hhgn; : : : ; g1ii� D �hhg�.n/; : : : ; g�.1/ii. For
a wreath recursion ˆ and g 2 G, the restriction map gji is the i th coordinate of ˆ.g/.
Restriction maps can be composed; inductively, we put gjxv D .gjv/jx for all x 2 X and
v 2 X�, where X� is the set of finite words in X .

A benefit of this coding is that wreath recursions have a simple criterion that deter-
mines when there exists a finite set to which the restriction map contracts under iteration
(i.e., a nucleus); a self-similar action of a group G with finite symmetric generating set S
(with 1 2 S ) is contracting if and only if there exists a finite set N � G and a number
k 2 N such that ..S [N /2/jXk � N [10, Lemma 2.11.2]. The GAP package AutomGrp
can be used to compute the nucleus of a contracting wreath recursion [9].

Theorem 4.1. Iterating  on an element g 2 PMod.R2; PR3/ yields exactly one mem-
ber of the set ¹id; Dx ; D�1x ; DzD

2
xº. The equivalence class of gR3 is then determined

as follows:

gR3 '

8̂̂̂̂
<̂
ˆ̂̂:
R3 if  

n
.g/ D id;

R3 if  
n
.g/ D D�1x ;

A3 if  
n
.g/ D Dx ;

A3 if  
n
.g/ D DzD

2
x :
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Proof. Consider the wreath recursionˆ W PMod.R2; PR3/! PMod.R2; PR3/ o†3 given
by

ˆ.Dx/ D �hhD
�1
x D�1z ; id; idii and ˆ.Dz/ D hhid; id;Dxii;

where � is the permutation .132/: �.1/ D 3, �.3/ D 2, �.2/ D 1.
This wreath recursion encodes the map  ; computing  .g/ is the same as com-

puting gj1, and then adjusting the result according to the value of the accompanying
permutation factor. For g 2 L, we have that x .g/ D gj1 and that ˆ.g/ has trivial per-
mutation factor; sinceˆ is a homomorphism, the same is true for all g 2 LMod.R2;PR3/.
In the case where D�1x g 2 LMod.R2; PR3/, we have that ˆ.g/ D �hhg3; g2; g1ii and

x .g/ D  .D�1x g/Dx D .D
�1
x g/j1Dx D .�

2
hhid;DzDx ; idii�hhg3; g2; g1ii/j1Dx

D gj1Dx :

Similarly, in the case where Dxg 2 LMod.R2; PR3/, we have x .g/ D gj1D
�1
x . Since

Dxj1 D D
�1
x j1 D id, we have by induction for all n 2 N that

x n.g/ D gjv or x n.g/ D gjvDx or x n.g/ D gjvD
�1
x for some v 2 Xn:

A small computation yields the following nucleus set for the restriction map for ˆ:

N D
®
id; Dx ; D�1x ; DzDx ; D

�1
x D�1z

¯
:

Therefore, for all g 2 PMod.R2; PR3/, we have that x n.g/ 2 N [ ND�1x [ NDx
for all sufficiently large n. It then suffices to analyze the dynamics of  acting on this
finite set; the only cycles are the fixed points id, Dx , and D�1x and the 2-cycle on DzD2

x

and D�1x D�1z D�1x . Taking DzD2
x as the representative for the 2-cycle yields the four

elements ¹id; Dx ; D�1x ; DzD
2
xº in the theorem statement. The computations of the base

cases in Section 3 then yield the result, since DxR3 ' A3 and D�1x R3 ' R3 are among
these, while DzD2

x � D
�2
x and D�2x R3 ' A3.

4.2. Prefix algorithm

Any g 2 PMod.R2; PR3/ of reduced word length at least 4 in the free generating
set ¹Dx ; Dzº can be subdivided into two pieces g D hp, where h is possibly the empty
word and p is one of the eight prefixes as shown in Table 2 (or their inverses). (Note
that words in the group are written in function notation and so are read from right to left;
hence, each prefix is indeed at the beginning of its word and not at the end.)

In each case, the prefix p may be lifted through R3 (perhaps with borrowing) and
then the lift may appended to h. This yields a new word g0, and by the same logic as
[2, Lemma 5.1] we have that g0R3 ' gR3. In the first four cases, p itself is liftable; each
is a generator in L. In the sixth case, p can be rewritten as a product of two of these
generators. In the remaining three cases, borrowing is required in order to lift p. The
change in reduced word length in each case is recorded in Table 2; the fact that in some
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Case g D hp g0 � D jg0j�jgj

1 hDz Dxh � � 0

2 hD3
x D�1x D�1z h � � �1

3 hD�1x DzDx h � D �3

4 hDxDzD
�1
x h � D �3

5 hDzDx D hDxD
�1
x DzDx hDx � D �1

6 hDxDzDxDx D hDxDzD
�1
x D3

x D�1x D�1z h � � �2

7 hD�1x DzDxDx D hDxD
�2
x DzD

2
x hDx � � �3

8 hDzDzDxDx D hD
�1
x DxDzDzD

�1
x D3

x D�1x D�1z hD�1x � � �1

Table 2. The eight cases of prefixes for words in PMod.R2; PR3/ of length at least 4 and the effects
of lifting these through R3 on reduced word length.

cases we have an inequality for this change comes from the fact that the new word may
admit free reduction. Note that the same changes in reduced word length also hold for the
inverses of the prefixes listed in the table.

Let P.g/ D g0 be the prefix lifting map just described, which is well defined on all
g 2 PMod.R2; PR3/ of reduced word length at least 4, as well as for some shorter words.
For the remaining reduced words in g 2 PMod.R2; PR3/ of length at most 3, we define
P.g/D g. We do this for the sake of making the algorithm as simple as possible, although
the trade-off is that there are more terminal words than is necessary. (The issue is that
further lifting shows that some of these short words are in the same equivalence class, but
this further lifting does not necessarily decrease reduced word length.) We now show that
iterating the map P yields an algorithm for determining the equivalence class of gR3.

Theorem 4.2. For any g 2 PMod.R2; PR3/, there exists a k � 0 such that jP k.g/j < 4.
Moreover, for any g, there exists an k such that P k.g/ is one of the nine values as shown
in Table 3, and the equivalence class of gR3 is determined by the corresponding value in
Table 3.

Proof. If jgj < 4, the first statement holds trivially. Then, let g 2 PMod.R2; PR3/ be a
reduced word of length at least 4. We show that for some k > 0, we have jP k.g/j <
jgj; the first statement will then hold by induction. If the prefix of g falls into one of
Cases 2 through 8 in Table 2, we have that� � �1 and so we have the desired decrease in
reduced word length with k D 1. Otherwise, we are in Case 1 and g D hDz (or, similarly,
g D hD�1z ). Then, g0 DDxh and reduced word length may not have decreased, but it has
not increased, and now there is a new prefix. Further applications of P do not increase
word length and eventually produce a word that begins with Dx or D�1x . Note that every
word g0 in Table 2 begins with either h or Dx or D�1x , and that even in the situation
where g is a power of Dz , applications of P eventually produce a power of Dx . Thus,
Case 1 reduces to the other cases.
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P k.g/ D id Dx D�1x D2
x D�2x DzD

2
x DzD

�2
x D�1z D2

x D�1z D�2x

gR3 ' R3 A3 R3 A3 A3 A3 A3 A3 A3

Table 3. The nine terminal words under iterates of P on PMod.R2; PR3/ and the corresponding
equivalence classes of gR3.

It remains to consider the dynamics of P on words of length at most 3. The only cycles
are the 9 fixed points recorded in Table 3 along with the corresponding equivalence classes
of gR3. Again, these were either computed as base cases in Section 3 or (in the case of the
five words yielding A) are shown to be equivalent to a base case with a small amount of
direct calculation.

Computations. Recall that the group PMod.R2; PR3/ is a free group of rank 2. With the
generating set ¹Dx ;Dzº, it contains 2 � 3` � 1 elements of reduced word length at most `.
In Table 4 we give the counts of these elements according to their equivalence classes gR3
for small values of `. We have computed these results using both the whole word and
prefix algorithms. Note that the tallies given in the chart are dependent on the chosen
generating set.

It would be interesting to know whether there is a limiting ratio among the equivalence
classes as ` goes to infinity; if so, what this ratio is; and more generally, how these ratios
depend on a choice of generating set. (Note that the free group of rank 2 is not amenable;
nor is any pure braid group on at least three strands, since these contain such a free group.)
To our knowledge, an exact result along these lines is not known even in the case of the
quadratic rabbit. Answers to these questions would represent a significant step forward in
the study of twisted polynomial problems.

5. Twisting the many-eared cubic rabbit

We now turn to many-eared cubic rabbits Rn: the analogues of the cubic rabbit, but where
the critical portrait is a cycle of n marked points. We begin by giving a combinatorial
description of the maps Rn, just as we did for R3. We then describe the families of topo-
logical polynomials that arise in Theorem 1.2, the solution of the twisted many-eared
cubic rabbit problem. We then solve this problem in two steps, first producing reduction
formulas and then determining the base cases.

The Hubbard tree for Rn is depicted in Figure 6. Labeling the edges so that ei has pi
as one of its endpoints, the induced map of Rn on the edges of its Hubbard tree is

.Rn/�.ei / D
°
eiC1 0 � i � n � 1;

with indices taken mod n. The complex kneading sequence for the family Rn is 11 � � � 1�.
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` 0 1 2 3 4 5 6 7 8 9

R3 1 1 3 11 27 94 287 857 2527 7341

R3 0 2 4 8 29 82 258 785 2294 6802

A3 0 2 4 12 48 139 445 1367 4078 12495

A3 0 0 6 22 57 170 467 1364 4222 12727

Table 4. The relative frequency of R3, R3, A3 and A3 for gR3 with jgj � ` in the generating
set ¹Dx ;Dzº.

The polynomials in the family Rn also have n-pods as their Hubbard trees, but Rn rotates
the edges of these n-pods clockwise instead of counterclockwise. The complex kneading
sequence for Rn is also 11 � � � 1�.

We now give a combinatorial topology description of a map that is homotopic to Rn
relative toPRn , and so also equivalent toRn. For the post-critical setPRn , let 0Dp0 be the
origin and let the points pi beRin.0/ for 1� i � n� 1. Let�n denote the solid n-gon with
vertex set PRn . Let Cub be any cubic branched cover .R2; PRn/! .R2; PRn/ that is only
branched over 0 and fixes �n pointwise. Let Rotn be a homeomorphism of .R2; PRn/
that rotates the points PRn counterclockwise, with each pi mapping to piC1, and that
preserves �n setwise. This homeomorphism is unique up to homotopy relative to PRn .
Then, Rotn ı Cub is homotopic to Rn, for each value of n, as follows: the n-pod con-
tained in �n is invariant under lifting by Rotn ıCub and Rotn ıCub permutes the edges
counterclockwise. Moreover, the n-pod satisfies Poirier’s conditions to be the topological
Hubbard tree for Rotn ıCub. (See [11, Proposition 5.6] and [2, Proposition 3.5].) Since
the Hubbard tree for Rn is a homotopic n-pod relative to PRn and Rn permutes the edges
counterclockwise, Rn and Rotn ıCub are homotopic. This is again an application of the
Alexander method.

For any fixed n, let the curve ci be the boundary of a regular neighborhood of the
straight arc from pi�1 to pi with indices taken mod n. Set x D c2, y D c1, and z D c0.
These curves are also depicted in Figure 6.

5.1. The required polynomial families

We now describe the polynomials that appear in the statement of Theorem 1.2. These
polynomials fall in nine families, three of which are in complex conjugate pairs, that is,
one family in the pair is a sequence of polynomials z3 C cn while the other is a sequence
of polynomials z3 C cn. While the corresponding maps in the families are not equivalent,
they are conjugate via the orientation-reversing homeomorphism of complex conjugation.
Therefore, it suffices to give descriptions in detail of six families. For each of the fam-
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ilies, we provide multiple pieces of identifying information: the kneading sequence, the
Hubbard tree and the dynamical map on the edges, the angle at the critical point, and
the direction of rotation of the post-critical set. This data is redundant, but we hope that
readers with different mathematical tastes will find their preferred descriptions. Note that
the Hubbard trees are depicted schematically. The complex kneading sequence, defined
by Hubbard–Schleicher [6], is in the cubic case a string of digits in the set ¹0; 1; 2;�º that
describes the itinerary of the post-critical points relative to the unit circle. (See Kauko [7]
for a definition of higher-degree kneading sequences and details of the convention we use).
In what follows, we name the critical point p0 and pi D f i .p0/ for 1 � i � n � 1.

Five of the families of polynomials that arise in our solution are cubic analogues of
families that appeared in the quadratic twisted many-eared rabbit problem. The first of the
families is Rn and we will call the other four An, Bn, Kn;1 and Kn;2, as in Belk–Lanier–
Margalit–Winarski [2, Section 5]. The maps Kn;1 and Kn;2 are both generalizations of
the quadratic Kokopelli family Kn. As in the quadratic case, the Hubbard trees for the
families An and Bn are paths of length n � 1. Unlike the quadratic case, the families An
and Bn do not have real coefficients; note that their Hubbard trees do not lie in the real
line and their post-critical sets do not lie on a line, although we depict them in this way.

The family An. After Rn, the second family of polynomials is An. The Hubbard tree
for An is depicted in Figure 7a and the induced map on the edges is

.An/�.ei / D

´
e1e2 � � � en�1 i D 1;

ei�1 2 � i � n � 1:

The complex kneading sequence for the family An is 122 � � � 2�. There is a homeomor-

5

4

3

2
1

0

Figure 6. The Julia set for R6. The Hubbard tree and the curves ci for Rn.
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phism between the Hubbard tree for An and a subset of the real line such that p1 is to the
left of p0 and p2; : : : ;pn�1 are to the right of p0. As in the 2-eared cubic rabbit case, let e1
be the edge between p0 and p1, and let e2 be the edge between p0 and pn�1. The angle
in An measured counterclockwise from e1 to e2 is 2�=3. This is indicated in the knead-
ing sequence because the second digit is one more than the first, which encodes the fact
that p2 is one sector counterclockwise from p1. The polynomial An has the same Hub-
bard tree as An, but the invariant angle between e1 and e2 (measured counterclockwise)
is 4�=3. The complex kneading sequence for An is 10 � � � 0�.

The family Bn. The third family is Bn. The Hubbard tree for Bn is also a path of len-
gth n � 1, depicted in Figure 7b. The induced map on the edges is given by

.Bn/�.ei / D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

e3 � � � en�1 i D 1;

e1e2 i D 2;

e1 i D 3;

e2e3 i D 4;

ei�1 5 � i � n � 1:

The cubic complex kneading sequence of Bn is 12 � � � 21� (the intermediate digits are
all 2). There is a homeomorphism between the Hubbard tree for Bn and a subset of the
real line such that p1 and pn�1 are to the left of p0 and all the other post-critical points are
to the right of p0. We name the edges e1; : : : ; en�1 from left to right in this embedding.
Then, e2 and e3 are the edges that meet at the critical point. The (counterclockwise) angle
between e2 and e3 has measure 2�=3. This is indicated in the kneading sequence because
the .n � 1/th digit is one less than the .n � 2/th, which encodes the fact that pn�2 is
one sector counterclockwise from pn�1 (and pn�1 and pn�2 are the endpoints of the
edges e1 and e2, respectively). The polynomial Bn has the same Hubbard tree as Bn, but
the invariant (counterclockwise) angle between e2 and e3 has measure 4�=3. The complex
kneading sequence for Bn is 10 � � � 01�.

The families Kn;1 and Kn;2. The fourth and fifth families Kn;1 and Kn;2 have the same
Hubbard tree and differ only by their invariant angle assignments. Unlike in the fami-
lies An and Bn, this difference cannot be accounted for with complex conjugation. (As
a consequence, we are in effect defining four families: Kn;1, Kn;1, Kn;2, and Kn;2.)
The Hubbard tree for Kn;1 and Kn;2 is depicted in Figure 7c; we label e1 as the edge
between p0 and pn�1. For j 2 ¹1; 2º, the induced map on the edges of the Hubbard tree
is given by

.Kn;j /�.ei / D

8̂̂<̂
:̂
e2e3 i D 1;

eiC1 2 � i � n � 1;

e1e2 i D n:
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The polynomial Kn;1 has cubic complex kneading sequence 1 � � � 10�. The (counter-
clockwise) angle between e1 and e2 has measure 2�=3. This is indicated in the kneading
sequence because the first digit is one more than the .n � 1/th digit, which encodes the
fact that p1 is one sector counterclockwise from pn�1 (and pn�1 and p1 are the endpoints
of e1 and e2, respectively).

The polynomial Kn;2 has cubic complex kneading sequence 1 � � � 12�. The (counter-
clockwise) angle between e1 and e2 has measure 4�=3. This is indicated in the kneading
sequence because the first digit is two more than the .n� 1/th digit, which encodes the fact
that p1 is two sectors counterclockwise from pn�1 (and pn�1 and p1 are the endpoints
of e1 and e2, respectively).

Both polynomials Kn;1 and Kn;2 map the post-critical set counterclockwise relative
to the critical point.

While the polynomials Kn;1 and Kn;2 do not arise in the answer to the cubic twisted
many-eared rabbit problem, we observe that both polynomials rotate the post-critical set
clockwise with respect to the critical point. The kneading sequence for Kn;1 is 1 � � � 12�
and the kneading sequence for Kn;2 is 1 � � � 10�.

The family Yn. Unlike the polynomials we have seen so far, the sixth and final family has a
trivalent critical point. This is not possible for quadratic polynomials or polynomials with
three post-critical points, so it does not have a direct analogue to any family of polynomials
that appear in previously considered twisting problems. We call this family Yn to reflect
the trivalent critical point. The Hubbard tree for Y6 is depicted in Figure 7d. The induced
map on the edges of the Hubbard tree is given by

.Yn/�.ei / D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

e2e4 � � � e2n�6e1 i D 1;

e3e4 i D 2;

eiC2 3 � i � 2n � 7;

e1 i D 2n � 6;

e1 i D 2n � 5:

The polynomial Yn has cubic complex kneading sequence 120 � � � 0�. The critical point
is valence 3 and the angle between each pair of edges that are adjacent in the cyclic order
around the critical point is 2�=3. The map Yn permutes the vertices of Yn counterclock-
wise with respect to the critical point. This is coarsely seen in the kneading sequence
because the second digit is one more than the first and the .n� 1/th digit is one more than
the .n � 2/th, which encodes the fact that p2 (and p3; : : : ; pn�2) is one sector counter-
clockwise from p1 and pn�1 is one sector counterclockwise from pn�2.

On the other hand, the polynomial Y n has complex kneading sequence 10 � � � 02�. The
map Y n permutes the vertices of Y n counterclockwise with respect to the critical point.
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(a) The Julia set for A6 and the Hubbard tree for An.
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(b) The Julia set for B6 and the Hubbard tree for Bn.
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(c) The Julia set for K6;1. The Hubbard tree for Kn;1 and Kn;2. The Julia set for K6;2.
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(d) The Julia set for Y6 and the Hubbard tree for Yn

Figure 7. The Julia sets for A6; B6;K6;1;K6;2 and Y6 and the Hubbard trees for the corresponding
families.
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5.2. Reduction formulas

As in Section 3 (and [1]), the first step in solving the many-eared twisted cubic rabbit
problem is to compute reduction formulas.

In what follows, we assume n � 4. The reduction formulas are as follows:
Let m 2 Z. Then,

Dm
x Rn '

8̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂:

Dk
xRn m D 9k;

DxRn m D 9k C 1;

D2
xRn m D 9k C 2;

DyRn m D 9k C 3;

DyDxRn m D 9k C 4;

D�1y D�1x Rn m D 9k C 5;

D2
yRn m D 9k C 6;

D�2x Rn m D 9k C 7;

D�1x Rn m D 9k C 8:

The reduction formulas for the twisted many-eared cubic rabbit problem are similar
to the reduction formulas for the twisted cubic rabbit problem from the previous sec-
tion. Some of the calculations are in fact identical. The only cases that are different are
when m is 9k C 5; 9k C 6, or 9k C 8. The difference in these cases is that when n D 3,
we have the lantern relation Dz D D�1y D�1x . The same relation does not hold when
n � 4, which affects the calculation in two different ways. The first difference affects
the base cases when m D 9k C 6. If n � 4 and m D 9k C 6, then Dm

x Rn is equivalent
to D�1y D�1x Rn. When n D 3 and m D 9k C 6, the same sequence of steps hold, but
the lantern relation gives us that D�1y D�1x Rn D DzRn, which is equivalent to DxRn,
hence yielding a different base case. The second difference arises when m D 9k C 5 and
mD 9kC 8. The calculations for the reduction formulas whenmD 9kC 5 involve lifting
the curve D�1y D�1x .z/ and the calculations for the reduction formulas when m D 9k C 8
involve lifting the curve DxDy.z/. When n � 4, the curves D�1y D�1x .z/ and DxDy.z/
both lift trivially, which allows these cases to reduce to a base case. On the other hand,
when n D 3, the curves D�1y D�1x .z/ and DxDy.z/ are both equal to z (by the lantern
relation), which results in the reduction formula Dk

x .
Before beginning our justifications of the reduction formulas, we observe several pre-

liminary facts. For all i ¤ 1 or 2, we haveDci ÝDci�1 ; in particular, we haveDc3 ÝDc2
DDx . As in the case of R3, for all n � 3, the straight line arc b from the critical value p1
to infinity is a special branch cut for Rn. We again have thatDDk

y .z/
Ý id, by Lemma 2.1.

Unlike the case where n D 3, when n � 4, the curves x and z are disjoint and so the
Dehn twists Dz and Dx commute; therefore, DDk

x .z/
D Dz ÝDcn�1 . On the other hand,

DDk
x .c3/

Ý id when k 6� 0 mod 3, by Lemma 2.1.
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The calculations justifying the reduction formulas are given below.
Case 1: m D 9k. We have D9k

x D .D
3
x/
3k ÝD3k

y D .D
3
y/
k ÝDk

z Ý � � �ÝDk
x :

Case 2: m D 9k C 1. As above, we use the fact that D3
D�1x .y/

ÝDz . We have

D9kC1
x

DxÝ D3k
y Dx

DxÝ Dk
zDx

DxÝ Dk
cn�1

Dx
DxÝ : : :

DxÝ Dk
c3
Dx

DxÝ Dx :

Case 3:mD 9kC 2. As above, we use the fact that the preimage of the curveD�2x .y/

has a single component, which is isotopic to z. We also use that Dx commutes with Dci
for i ¤ 1 or 3. We have

D9kC2
x

D2
xÝ D3k

y D
2
x

D2
xÝ Dk

zD
2
x

D2
xÝ : : :

D2
xÝ Dk

c3
D2
x

D2
xÝ D2

x :

Case 4: m D 9k C 3. We have D9kC3
x ÝD3kC1

y

Dy
Ý Dk

zDy
Dy
Ý Dy :

Case 5: m D 9k C 4. We have

D9kC4
x

DxÝ D3kC1
y Dx

DyDx
Ý Dk

zDyDx
DyDx
Ý DyDx :

Case 6:mD9kC5. As above, we use two additional facts. First, the preimage ofDx.y/
is a single component that is homotopic to Dy.z/. Second, the curve DxD2

y.z/ has alge-
braic intersection 1 with b, therefore the preimage of DxD2

y.z/ is trivial, by Lemma 2.1.
We have

D9kC5
x

D�1xÝ D3kC2
y D�1x

D�1y D�1x
Ý  .DxD

3kC3
y D�1x /D�1y D�1x D .DyD

kC1
z D�1y /D�1y D�1x

D�1y D�1x
Ý  .DxD

2
yD

kC1
z D�2y D�1x /D�1y D�1x D D

�1
y D�1x :

Case 7: m D 9k C 6. We have D9kC6
x ÝD3kC2

y

D2
y

Ý Dk
zD

2
y

D2
y

Ý D2
y :

Case 8:mD 9k C 7. In this case, we use the fact that the preimage ofD2
x.y/ consists

of a single connected component, which is homotopic to D�1x .z/. We have

D9kC7
x

D�2xÝ D3kC3
y D�2x

D�2xÝ DyD
kC1
z D�1y D�2x

D�2xÝ D�2x :

Case 9:mD 9kC 8. In this case, we use the fact that the preimage of the curveDx.y/
consists of a single connected component, which is homotopic to Dy.z/. We also use the
fact that DyDzD�1y lifts to the identity, by Lemma 2.1. We have

D9kC8
x

D�1xÝ D3kC3
y D�1x

D�1xÝ DyD
kC1
z D�1y D�1x

D�1xÝ D�1x :
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(a) DxRn and D2
xRn (b) DyRn and D2

yRn (c) DyDxRn

(d) D�1y D�1x Rn (e) D�2x (f) D�1x Rn

Figure 8. The topological Hubbard trees for the indicated maps.

5.3. Base cases

To complete our solution to the twisted many-eared rabbit problem, it remains to deter-
mine the base cases.

Proof of Theorem 1.2. It follows from the reduction formulas that when m ¤ 0, the
map Dm

x Rn is equivalent to one of the base cases, depending only on s, the first non-
zero digit of the 9-adic expansion of m.

It remains to determine the polynomials to which the base cases are equivalent. We
do this by applying the Alexander method [2, Proposition 3.1]. For each base case, let g
be the twisted rabbit under consideration and let f be the polynomial to which we claim
it is equivalent. We check that f and g are equivalent by checking that the preimage of
the Hubbard tree for f is homeomorphic to the preimage of the topological Hubbard tree
for g, that the invariant angle assignments of the trees are equal, and that the dynamical
maps agree on the edges of the preimage trees. Topological Hubbard trees for each of the
base cases are depicted in Figure 8. The maps DxRn and D2

xRn have the same topolog-
ical Hubbard tree, but the (counterclockwise) angle between e1 and e2 that is invariant
under DxRn is 2�=3 and the angle that is invariant under D2

xRn is 4�=3. Thus, DxRn
is equivalent to An and D2

xRn is equivalent to An. The maps DyRn and D2
yRn have

the same topological Hubbard tree, but the (counterclockwise) angle between e1 and e2
that is invariant under DyRn is 2�

3
and the invariant angle under D2

yRn is 4�
3

. Indeed,
the bottom row of Figure 9 demonstrates the process of lifting the topological Hubbard
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D�1y
�!

R�1n
�!

D�1y
�!

R�1n
�!

p0
e1

e2

Figure 9. The top row shows the lift of the Hubbard tree for Rn under DyRn. The second row
shows that the resulting tree is invariant under DyRn. In the figures on the right, the dark edges are
those that are in the hull of the post-critical set.
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forDyRn through the mapDyRn. Moreover, it also shows that the edges of the lift of the
topological Hubbard tree that are homotopic (relative to endpoints) to e1 and e2 have angle
measure 2�

3
. Thus,DyRn is equivalent toKn;1 and a similar calculation shows thatD2

yRn
is equivalent toKn;2. The topological Hubbard tree forDyDxRn is a path of length n� 1
with the same edge map as Bn, and indeed, the angle between e2 and e3 (measured coun-
terclockwise) is 2�

3
. Therefore, DyDxRn is equivalent to Bn. On the other hand, the

topological Hubbard tree for D�1x Rn has the same edge map as Bn, but the (counter-
clockwise) angle between e2 and e3 is 4�

3
. Therefore, D�1x Rn is equivalent to Bn. The

topological Hubbard tree for D�1y D�1x Rn is trivalent at the critical point and the edges
¹e1; e2n�3; e2n�4º are cyclically permuted counterclockwise, which agrees with the edge
map for Y n. Similarly, the topological Hubbard tree forD�2x Rn is also trivalent at the crit-
ical point. However, D�2x Rn permutes the edges ¹e1; e2n�3; e2n�4º cyclically permutes
the edges clockwise, which agrees with the edge map for Yn.

As mentioned in [2, Section 5], the tree lifting algorithm is used to find the topological
Hubbard tree for each base case. Once found, however, the earlier steps of the algorithm
are not needed in order to verify that the output tree is invariant under lifting. We illustrate
both the algorithm and the invariance check for the map DyRn from case 9k C 3 in
Figure 9. Using the Hubbard tree forRn as the input tree, the tree lifting algorithm requires
only a single step in order to find the topological Hubbard tree for DyRn.

More generalizations. Notice that because each of c3; c4; : : : ; cn�1 and c0 D z lifts to x
under iteration of the lifting map for Rn, we have that Dm

ci
' Dm

x for all i ¤ 1 and for
all m 2 Z. Thus, our solution to the twisted rabbit problems of the form Dm

x Rn also
immediately give solutions to all twisted rabbit problems of the form Dm

ci
Rn with i ¤ 1.
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