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Introduction by the Organizers

The workshop Explicit methods in number theory, organized by Karim Belabas
(Université de Bordeaux), Bjorn Poonen (Massachusetts Institute of Technology,
Cambridge, US), and Fernando Rodriguez Villegas (International Centre for Theo-
retical Physics, Trieste), was attended by a lively group of 45 in-person participants
and 10 virtual participants.

Progress in number theory, since its ancient origins, has been informed by cal-
culations. This has become even more true with the advent of computers and the
development of the theory of computing. Our aim was to bring together people at-
tacking key modern problems in number theory via techniques involving concrete
or computable descriptions. Here, number theory was interpreted broadly, includ-
ing algebraic and analytic number theory, Galois theory and inverse Galois prob-
lems, arithmetic of curves and higher-dimensional varieties, zeta and L-functions
and their special values, and modular forms and functions. Considerable attention
was paid to computational issues, but the emphasis was on aspects of interest to
the pure mathematician.

https://creativecommons.org/licenses/by-sa/4.0/deed.en
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We wanted to hear from many participants. At the same time, we wanted to
allow enough breaks in the schedule to allow participants to discuss topics and
work together. To balance these goals, we scheduled many talks, but limited them
to 30 or 45 minutes, the length being dictated by the needs of each speaker. In
the end, we had 27 talks, on a wide variety of topics. Some discussed break-
throughs on classical problems, concerning the complexity of multiplying integers
and polynomials and concerning the question of which integers or rational num-
bers are expressible as a sum of two cubes. Some studied the local behavior of
curves with bad reduction. Concerning rational points on varieties, we had a new
conditional algorithm for determining the rational points on a curve of genus at
least 2, a study showing that low-height rational points on hyperelliptic curves
are rare, a novel study of the wild Brauer–Manin obstruction, and new results
on the Manin–Peyre conjecture on points of bounded height. Some talks studied
arithmetic aspects of higher-dimensional algebraic varieties and motives: 0-cycles
on a product of elliptic curves, Ceresa cycles, hypergeometric motives, and K3
surfaces and abelian surfaces. On the analytic side of number theory, we had
lectures on the “landscape” of L-functions, special values of Dirichlet L-functions,
computation of Heegner points, 2-dimensional Artin representations, and the new
phenomenon of murmurations. Finally, some talks discussed applications of num-
ber theory to quite different areas of mathematics, such as the construction of
isospectral manifolds and the growth rate of hyperbolic Coxeter groups.

After the workshop ended, we asked participants to complete a survey. Partic-
ipants overwhelmingly responded positively to questions on the scientific quality,
organization, and importance of the workshop to them. When asked, on a scale
of 1–5 (with 5 being most positive), whether the “Explicit methods in number
theory” workshop series should continue, 30 of 32 respondents responded with a
5.

Acknowledgement: The MFO and the workshop organizers would like to thank the
National Science Foundation for supporting the participation of junior researchers
in the workshop by the grant DMS-2230648, “US Junior Oberwolfach Fellows”.
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Abstracts

Galois Groups of Low Degree Points on Curves

Samir Siksek

(joint work with Maleeha Khawaja)

1. Low Degree Points on Curves

Let C be a nice curve (i.e. smooth, projective, geometrically irreducible) defined
over Q, and let g be the genus of C. An algebraic point P ∈ C(Q) is said to have
degree n if its Galois orbit consists of n points. This is equivalent to [Q(P ) : Q] = n.
The following celebrated theorem of Harris and Silverman [6] may be regarded as
the beginning of the study of low degree points on curves.

Theorem 1 (Harris and Silverman). Let C/Q be a curve of genus g ≥ 3. Suppose
C has infinitely many quadratic points. Then C is either hyperelliptic or bielliptic.

The proof of this theorem makes use of the Mordell–Lang conjecture for subva-
rieties of abelian varieties which has been established by [4]. Ever since, low degree
points have been a subject of intense study, both from the theoretical point of view
(e.g. [12]), and from a computational point of view (e.g. [10]). One often also
studies low degree integral points on hyperbolic curves, such as the unit equation
(e.g. [5]).

2. Galois Groups of Low Degree Points

A recent trend for low degree points on curves (and more generally low degree
integral points on hyperbolic curves) has been to stratify the points by Galois
group (e.g. [2], [3], [7], [11]). In this talk, based on [8] and [9], we look at Galois
groups of low degree points in more generality. An algebraic point P ∈ C(Q) is said
to be primitive if Gal(Q/Q) acts primitively on its Galois orbit {P1, P2, . . . , Pn}.
This is equivalent to the number field Q(P ) not admitting a proper non-trivial
subextension. We sketch a proof of the following theorem.

Theorem 2 (Khawaja–S.). Let C/Q have genus g and Jacobian J . Suppose

• 3 ≤ n <
√
g + 1;

• J is simple.

If C has infinitely many primitive degree n points, then there exists a single

morphism φ : C → P1 of degree n such that all but finitely many occur as fibres of
φ.

We call this the “single source theorem”. The proof makes use of the geometry
of linear systems of curves as well as the aforementioned proof by Faltings of the
Mordell–Lang conjecture for subvarieties of abelian varieties.

Through a strengthening of the proof of Hilbert’s irreducibility theorem (in the
context of curves), and by invoking powerful results regarding fixed point ratios
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of permutation groups due to Burness and Guralnick [1], we deduce the following
theorem.

Theorem 3 (Khawaja–S.). Under the same hypotheses, if C has infinitely many
degree n points with Galois group Sn or An then C has only finitely many degree
n points with primitive Galois group 6= An or Sn.

3. Open Problems

It would be interesting (and probably not too difficult) to extend the proof of
Theorem 3 to other families of simple and almost simple groups. Here is a par-
ticularly interesting situation. Consider the modular curve X0(N) for large N .
Write j : X0(N) → X(1) for the usual j-map. The proof of Hilbert’s irreducibility
theorem constructs a thin set S ⊂ X(1)(Q), such that for α ∈ X(1)(Q) \ S the
fibre j∗(α) has Galois group PGL2(Z/NZ). Is the set S finite or infinite? If it is
infinite then what are the possible Galois groups that arise infinitely often? More-
over, is there an infinite family of algebraic points on X0(N) with Galois group
PGL2(Z/NZ) that is not arising from j?
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Isospectrality, regulators and torsion homology of Vignéras manifolds

Aurel Page

(joint work with Alex Bartel)

In 1966, Marc Kac [6] asked the famous question ”Can one hear the shape of a
drum?”, triggering a blossom of research on isospectrality problems. The idea
is that one should start with a domain of the plane, and make a drum of that
shape. When one hits the drum, it vibrates and produces sound; the question is
whether this sound determines the shape, i.e. the isometry class of the domain. To
eliminate complications related to where and how the drum is hit, one simplifies
the problem an retains only the set of vibrating frequencies of the drum, which in
turn are completely determined by the eigenvalue of the Laplace operator

∆ =
∂2

∂x2
+

∂2

∂y2

acting on functions on the plane domain (with some boundary conditions).
We will shift our attention away from actual drums to compact Riemannian

manifolds1. Such a manifold M is equipped, for each integer i, with a Laplace
operator ∆ acting on the space Ωi(M) of differential i-forms, which has a discrete
spectrum. We say that two manifolds M and N are isospectral if for all i, the
spectra of ∆ on Ωi(M) and Ωi(N) agree with multiplicity. Kac’s question becomes:
are isospectral manifolds always isometric? This question was answered negatively
by Vignéras [10] in all dimensions ≥ 2, but we can fruitfully refine it.

Question 1. Which isometry invariants of manifolds are isospectral invariants?

The dimension, volume and Betti numbers are indeed isospectral invariants.
On the other hand, the ring structure of the rational cohomology is not [7], and
neither is the size of the p-power torsion of integral homology for any prime p [2, 3].

We can go further by repackaging the spectrum into spectral zeta functions

ζM,i(s) =
∑

λ>0

(dimΩi(M)∆=λ)λ
−s.

These zeta functions admit a special value formula, the Cheeger–Müller formula [4,
8]; as a consequence, isospectral 3-manifolds M,N satisfy

#H1(M,Z)tors
Reg1(M)2

=
#H1(N,Z)tors
Reg1(N)2

where the regulator Regi(M) is the covolume of Hi(M,Z) in Hi(M,R). In par-
ticular, Reg1(M)2/Reg1(N)2 is rational. This is analogous to the situation of
arithmetically equivalent number fields (i.e. having the same Dedekind zeta func-
tion) and the analytic class number formula. This equality, and its generalisation
for higher dimensions, naturally leads to the following questions.

1or orbifolds, but we will mostly swipe this under the rug.
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Questions 2.

• Is Regi(M)2/Regi(N)2 rational for every isospectral M,N?
• When it is true, what primes enter these rational numbers?
• At which primes can Hi(M,Z)tors and Hi(N,Z)tors differ?

Vignéras’s construction of isospectral manifolds is number theoretic: they are
arithmetic manifolds. In particular, the corresponding homology groups afford an
action of Hecke operators, and we can expect that Questions 2 have a number
theoretic significance.

The construction is as follows. We start from a quaternion algebra A over a
number field F . To each orderO in A, we can associate the arithmetic groupO× ⊂
G, where G = (R⊗A)× acts on a symmetric space X (a product of hyperbolic 2-
and 3-space), and we can form the arithmetic manifold M(O) = O×\X .

Theorem 3 (Vignéras). If O1 and O2 are maximal orders and extra conditions

hold, then M(O1) and M(O2) are isospectral.

The proof actually proves the stronger statement that O×
1 and O×

2 are represen-
tation-equivalent, i.e. there is an isomorphism

L2(O×
1 \G) ∼= L2(O×

2 \G)
of unitary representations of G.

This has lead to the question of how much stronger representation-equivalence is
compared to isospectrality. For hyperbolic surfaces, Doyle and Rossetti proved [5]
that the two notions are equivalent, and they conjectured that this also holds in
higher dimensions. However, this was too optimistic.

Theorem 4 (Bartel–P. [1]). There exists a pair of isospectral hyperbolic 3-mani-
folds of volume 0.251 . . . that are isospectral, but not representation-equivalent.

Our example is obtained from Vignéras’s construction, and is a candidate for the
isospectral pair of smallest volume among hyperbolic 3-manifolds. The analysis of
this example is made possible by a new method that applies both to isospectrality
and to the analysis of torsion homology, contrary to the trace formula. The refined
criteria that we obtain fit in the following theorem template.

Theorem〈∗〉 (Bartel–P. [1]). At least one of the following two statements is true:

(i) there exists a number field L in an a-priori finite list and a ∗-shady char-
acter of L;

(ii) the manifolds M(O1) and M(O2) are ∗-isospectral.
For each instance of ∗, the ∗-shady characters are certain Hecke characters,

whose existence can be checked using PARI/GP’s new Hecke characters package
gchar [9]! More precisely:

• when ∗ is representation-equivalence, the ∗-shady characters are certain
possibly transcendental Hecke characters;

• when ∗ is isospectrality, the ∗-shady characters are certain possibly tran-
scendental Hecke characters of a more restricted type;
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• when ∗ is ”having rational regulator ratio”, the ∗-shady characters are
certain algebraic Hecke characters;

• when ∗ is ”having the same regulators and torsion homology at p”, the

∗-shady characters are certain mod p Hecke characters.

In particular, we mostly answer Questions 2 for isospectral pairs obtained from
Vignéras’s construction.

The proof uses the large supply of Hecke operators between the two arithmetic
manifolds; under suitable conditions, we are able to construct a Hecke operator
that realises an isomorphism between the modules of interest.

In the mod p case, the theorem is actually conditional on a widely believed
conjecture on the existence of Galois representations attached to torsion classes in
the homology of the relevant arithmetic manifolds.

Question 5. Can one bypass mod p Galois representations? More precisely, can
one construct and characterise mod p automorphic induction?

On the other hand, we are able to prove that some primes are excluded from
the ratios of regulators or of torsion homology, but we cannot quantify the ones
that do appear.

Question 6. Can one predict the p-adic valuation of Regi(M(O1))
2/Regi(M(O1))

2

or of #Hi(M(O1),Z)/#Hi(M(O2),Z) when it is nonzero?

This would be a mod p analogue of the Labesse–Langlands multiplicity formula.
Finally, the techniques we use to analyse the regulator ratios suggest that they

should have a p-adic avatar.

Question 7. Can one define a notion of p-adic regulators, whose ratios give the
same rational numbers as the real regulators?
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Reduction types of curves

Tim Dokchitser

In the talk I discussed the question of classifying singular fibres in 1-dimensional
families of curves. These are usually called ‘reduction types’, and their classifica-
tion is known in genus ≤ 3 [Ko, NU, AI]. I would like to propose a classification
in arbitrary genus.

One motivation for the classification is that recently several methods have
emerged to compute reduction types for classes of curves in any genus, notably by
Donnelly in Magma [Ma], for ∆v-regular curves [Do], and an Muselli’s analogue
[Mu] of Tate’s [Ta] and Liu’s [Liu] algorithms for hyperelliptic curves.

This classification problem makes sense in any genus g, in that there are finitely
many families for a fixed genus. Their number for g ≤ 6 turns out to be

10 (elliptic), 104 (g=2), 1901 (g=3), 43440, 1344722, 49483812, . . .

and it grows superexponentially with g.

A curve over a discretely valued field has a unique minimal regular model, and
special fibres of these models have traditionally been used for listing reduction
types. I discussed the advantages to moving to minimal models with normal
crossings (mrnc), as they seem to be better suited for classification purposes. Any
curve has a unique mrnc model, and one can obtain the minimal regular model
from it by repeatedly blowing down exceptional curves.

For example, for elliptic curves, there are three reduction types for which the mrnc
model is different from the minimal regular one:

Type II 1 2 3
6

1 2 3 1 2 1

Type III 2 1 1
4

1 1 2 1 1

Type IV 1 1 1
3

1 1 1

Minimal regular with
normal crossings (mrnc)

Minimal regular

Blowing down exceptional curves (dashed) from left to right yields a minimal
regular model. For all other reduction types of elliptic curves, the mininal regular
and the mrnc model coincide:
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1 g1 21 1 1 1 11

1

...

1

1 21 1

2

2

...2

1 1

Type 1g1 (I0) Type I∗0 Type In Type I∗n

32

1

2

1

2

1

43

21

2 3

21

63 4

2

5

43

2 1

Type IV∗ Type III∗ Type II∗

In genus g > 1, one can classify reduction types roughly as follows. Say we have
an mrnc model of a genus g curve, and consider its special fibre. Call a component
principal if it either has positive (geometric) genus or meets the rest of the special
fibre in at least three points. One can associate to such a component Γ its Euler
characteristic χΓ and these add up to 2−2g over all principal components. In turns
out that χΓ ≤ 0, and with one exception (I∗0-like tails, called D-links), χΓ < 0.
Considering every a component with its loops and D-links break the special fibre
into ‘principal types’, like this one:

8
Γ1

1 2 1
1

1 1

1

2
2

1 1

loop principal component Γ1

D-link

It turns out to be easy to classify these principal types combinatorially, and the
question of getting all reduction types reduces to glueing these together in all
possible ways, which is again combinatorial, and not hard.

The classification is currently being implemented, and an interested reader is
welcome to get the library from here and try it:

https://people.maths.bris.ac.uk/~matyd/redlib/redlib.html

This reduction type library also aims to compute reduction types of curves over
discrete valuation rings in practice. It includes an implementation of Muselli’s
work for hyperelliptic curves in odd residue characteristic [Mu], and ∆v-regular
machinery [Do].
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Semistable reduction of covers of curves of degree p

Stefan Wewers

(joint work with Ole Ossen)

1. Computing semistable reduction

Let K be a complete, discretely valued field. We denote by OK the ring of integers
and by k its residue field. Let Y be a smooth, projective curve of genus g over
K. In my talk I reported on recent progress towards a solution of the following
problem.

Problem 1. Compute a finite extension L/K, a semistable model Y of YL, and
the action of the Galois group of L/K on the special fiber Ys.

A solution to this problem is trivial for g = 0 and well known for g = 1. For
genus g ≥ 2 there are only partial solutions in special cases, some of which we
review below.

There are many potential applications of Problem 1 to computational arithmetic
geometry. For instance, in [1] (joint work with Irene Bouw) it was shown how to
compute L-factors and conductor exponents of superelliptic curves with ‘tame’
exponent. More recently, in joint work with Duc Do and Irene Bouw, we extended
these methods to the calculation of the Weil representation of curves with reduction
of compact type, see [2]. In an article in preparation (joint work with Irene Bouw,
Giovanni Bruno, Robert Nowak and Xiaodong Zhang), we extend this to the
calculation of the Weil-Deligne representation of curves with bad reduction of
arbitrary type.

For some of these applications, an alternative method is to compute a regu-
lar model of the curve in question. We refer to Tim Dokchitser’s talk at this
conference.

2. Semistable reduction of covers

Most work on Problem 1 so far is based on exploiting a particular representation
of the curve Y as a cover of the projective line. In this section we formulate a very
general version of this approach and give a class of examples where it has been
applied successfully. See [16] and Eliza Lorenzo Garcia’s talk at this conference
for an alternative and very different approach when Y is a smooth plane quartic.
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Let K and Y be as in §1. We choose a finite, generically etale morphism

φ : Y → X,

where X is a smooth and projectiveK-curve whose semistable reduction is known.
In practise, X will mostly be the projective line, but for the following definitions,
and future investigations, it makes sense to consider a more general setup.

Let X0 be a normal OK -model of X and L/K a finite field extension. Let X
(resp. Y) denote the normalization of X0 in the function field of XL (resp. of YL).
Then X (resp. Y) is a normal OL-model of X (resp. Y ), and we have a diagram

Y

��

X

��

// X0

��

SpecOL
// SpecOK .

Definition 2.

(i) We say that the model X0 separates the branch points of φ if, for some
extension L/K, the branch locus of φ splits into distinct L-rational points on
XL which specialize to pairwise distinct smooth points on the special fiber
Xs of the model X .

(ii) We say that X0 is potentially semistable if, for some extension L/K, the
model X of XL is semistable.

(iii) We say that X0 is potentially φ-semistable if, for some extension L/K, the
model Y of YL is semistable.

The ‘cover method’ for computing semistable reduction proceeds through the
following steps:

(1) Choose a suitable map φ : Y → X .
(2) Find a potentially φ-semistable model X0 fo X .
(3) Compute a suitable extension L/K and the semistable model Y.

The rationale for this division is that Step (3) can be implemented in a general
way, without any particular assumption on the cover. To some extend, a general
implementation of Step (3) has already been realized within the sofware project
MCLF, see [12].

In this talk, we focused on Step (2). Here we have a good solution in a large
class of examples, using the following theorem.

Theorem 3 (Folklore). Assume that the order of the Galois group of the Galois
closure of the cover φ is invertible in OK

1. If X0 is potentially semistable and
separates the branch locus of φ, then X0 is also potentially φ-semistable. Moreover,
we can take for L/K an extension which is at most tamely ramified of degree ≤ n
over the subextension which contains the residue field of all branch points bi.

1For instance, this is the case if p = char(k) is strictly larger than the degree of φ.
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Theorem 3 is a consequence of basic results on tame ramification (see e.g. [8])
and the theory of admissible covers, first developed in [9]. It is the theoretical
basis for most known results on Problem 1, for instance the results of [1] and [5].

3. Covers of the projective line of degree p

In his recent PhD thesis ([14]), Ole Ossen studies the case where the curve Y can
be realized as a finite, generically etale cover

φ : Y → X := P1
K

of degree p, where p is equal to the characteristic of the residue field k. This is
the simplest case where Theorem 3 does not apply, and its conclusion is typically
false. It is then much more difficult to find a φ-semistable model.

If we assume in addition that the cover φ is Galois, then the curve Y is actually
a superelliptic curve of degree p, i.e. is given by an equation of the form

Y : yp = f(x).

This particular case has been much studied. Inspired by ideas of Coleman ([4]),
Lehr and Matignon ([11], [10]) have essentially solved Problem 1 in this case, under
the extra condition of equidistant branch locus.

The speaker has extended the results of Lehr and Matignon to the general case
of superelliptic curves of degree p (i.e. not assuming equidistant branch locus),
see e.g. [3]. The results are still unpublished, but have been implemented within
MCLF. More recently, the case p = 2 (i.e. the reduction of hyperelliptic curves at
p = 2) has been studied by Fiore and Yelton ([6]) and also by Gehrunger and Pink
([7]).

The main result of Ole Ossen’s thesis generalizes these works to the case of a
general cover of degree p, not necessarily Galois. It can be summarized as follows.

Theorem 4 (Ossen). Let K and Y be as before, and let φ : Y → X be a cover
of degree p = char(k). Assume that the semistable reduction of X is known. Then
there exists an explicit description, in terms of the equations defining X, Y and
φ, of a potentially φ-semistable model X0 of X.

With this new result, the classes of curves where the cover method can be used
to compute semistable reduction has been significantly expanded.

Example 5. Assume that K has residue characteristic p = 3, and let Y ⊂ P2
K

be a smooth plane quartix. Assume, moreover, that Y has a K-rational point P
(since we probably need to extend the base field K anyway, this is not a severe
restriction). Then the projection with center P defines a cover φ : Y → P1

K of
degree 3. This map is never a Galois cover. We can compute the semistable
reduction of Y via Theorem 4 and the methods implemented in MCLF. To our
knowledge, no other practical method is known in this case.

For an explict example with some arithmetic interest, see [15], [14, §5.6] and
[13]. Here K = Q3(ζ3) and Y is a certain quotient of the modular curve X+

ns(27),
given by an explicit quartic equation. It has semistable reduction over a certain
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totally ramified extension L/K of degree 54, and the special fiber of the stable
model of YL consists of one rational curve with three tails of genus one.
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Reduction of Plane Quartics and Cayley Octads

Elisa Lorenzo Garćıa

(joint work with Raymond van Bommel, Jordan Docking, Vladimir Dokchitser,
Reynald Lercier)

Deligne and Mumford’s proof of the irreducibility of the moduli space of smooth
projective curves of genus g ≥ 2 over an algebraically closed field consists of
compacting this space by adding the curves with mild singularities, the stable
curves [1]. Singularities of a stable curve are ordinary double points, and its irre-
ducible components of geometric genus 0 have at least three such double points,
counted with multiplicity. A consequence of the Deligne-Mumford construction is
the stable reduction theorem: any curve over a local field acquires stable reduction
after a finite extension of the base field. Stable models of a curve give access to
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much information of arithmetic nature about the curve and its Jacobian (genus,
conductor, etc.), and their actual calculation is a motivating question. A com-
monly used way to determine it is to repeatedly blow up the singular points and
components of the special fibre and take normalizations [3]. However, this method
can also be a difficult task from a computational point of view, even for genus 3
curves that are the focus of this work.

One of the first results that goes in the direction of greater effectivity is due to
Liu, for the case of curves of genus 2 [5]. Liu gives, in terms of the Igusa invariants
of a curve, C, not only the stable type, i.e. the graph of the irreducible components
of C as well as the genera of their normalisations, but also the j-invariant of the
irreducible components of genus 1 when the special fibre is not smooth.

While there are only 7 possibilities for the type of stable reduction in genus 2, the
situation is considerably more involved for curves of genus 3. The multiplicity of
cases and also the complexity of invariant algebras complicate the generalisation of
Liu’s approach to genus 3. Partial results exist, however, characterising potentially
good reduction of a quartic, or determining when a plane quartic reduces to a
hyperelliptic curve [4]. The hyperelliptic genus 3 case, y2 = f(x), is fairly well-
understood via the machinery of “cluster pictures” [2], combinatorial objects that
encode p-adic distances between the roots of the polynomial f(x).

The aim of this work is to describe a new approach to understanding the stable
reduction of curves of genus 3. We believe to have identified the correct replace-
ment for the roots of the polynomial f(x) in the context of non-hyperelliptic genus
3 curves. We propose to replace the eight Weierstraß points in the hyperelliptic
case by a Cayley octad. Fixing one of the 36 even theta characteristics θ (i.e.
a divisor on the curve such that 2θ lies in the canonical divisor class and the
Riemann-Roch space of θ has even dimension) gives rise to both an embedding of
the plane quartic into P3, and 8 points in P3 which form the Cayley octad. Anal-
ogous to the Weierstraß points of a hyperelliptic curve, these 8 points determine
the curve. We conjecture that combinatorial data about the configuration of these
eight points fully determines the stable reduction type of the curve, analogously
to the cluster picture in the hyperelliptic case.

There are two natural complications compared to the hyperelliptic case. First,
our eight points live in P3 rather than in P1. In particular, this means that
there are new possible degenerations to consider when looking at the points over
the residue field. Specifically, there are the following four basic degenerations: (i)
several points coinciding (the direct analogue of a cluster), (ii) four points lying on
a plane, (iii) three points lying on a line, (iv) seven points lying on a twisted cubic
curve (as with cluster pictures, the case of no degenerations occurring corresponds
to good reduction).

Second, unlike the case of the Weierstraß points of a hyperelliptic curve, the
8 points of a Cayley octad are not independent and satisfy an algebraic relation,
under which any point is determined by the other seven. Because of this relation,
the degenerations that can actually occur are harder to describe.
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The central point of this work is to understand all possible degenerations (lead-
ing us to the notion of octad pictures and relate them to stable reduction types.
We give a conjectural characterisation of the stable reduction of plane quartics
over local fields in terms of their Cayley octads. This results in p-adic criteria
that efficiently give the stable reduction type amongst the 42 possible types, and
whether the reduction is hyperelliptic or not. We also construct explicit families
of quartic curves that realise all possible stable types, against which we test these
criteria. We give numerical examples that illustrate how to use these criteria in
practice.
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Hypergeometric motives and Fermat’s generalized equation

Ariel Pacetti

(joint work with Franco Golfieri and Fernando Rodriguez Villegas)

The goal of the present talk is to show how 2-dimensional hypergeometric motives
can be used to prove non-existence of solutions to the generalized Fermat equation

(1) Axp +Byq = Czr,

following the strategy proposed by Darmon in [1]. In loc. cit. the author studies
what he calls “Frey representations”, which are representations of the Galois group
Gal(Q(t)/K(t)) (for K a number field) with coefficients on a finite field. The
advantage to work with hypergeometric motives is that they are also a source of
“Frey representations”, but with characteristic zero coefficient field.

Rank two hypergeometric motives are parametrized by pairs of rational num-
bers (a, b), (c, d) satisfying a genericity condition. In this talk we will state their
main properties (including its existence and its field of definition) in terms of the
parameters. A key fact is that hypergeometric motives satisfy many congruences
among themselves, an important property used to prove their modularity.

In the second part of the lecture, we will show how the parameters have to be
chosen to study solutions of (1). We will focus in the particular case of exponents
(p, p, 3) (where we can attach a new elliptic curve to a putative solution) and
(q, 3, p). In the later case, we will prove that the motive attached to a solution is
modular for all values of p, q with q > 5 and all specialization of the parameter t.

The talk contains results proven in the articles [2] and [3].
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K3 surfaces with maximal complex multiplication

Eva Bayer-Fluckiger

Let X be a complex, projective K3 surface, let TX be the transcendental lattice
of X and set TX,Q = TX ⊗Z Q. We denote by E(X) = EndHdg(TX,Q) the Hodge
endomorphisms of TX,Q; set m(X) = dimE(X)(TX,Q). Zarhin proved that E(X)
is a totally real or CM number field. It is natural to ask

Question. What are the possiblities for (E(X),m(X)) ?

The preprint [2], joint with Bert van Geemen and Matthias Schütt, gives a
complete answer to this question (see the bibliography of [2] for previous results).
Theorems 1 and 2 below are proved in [2] :

Theorem 1. Let E be a totally real number field of degree d and let m be an
integer with m ≥ 3 and md ≤ 21. Then there exists an (m − 2)-dimensional
family of complex projective K3 surfaces such that a very general member X has
the properties E(X) ≃ E and m(X) = m.

Theorem 2. Let E be a CM number field of degree d and let m be an integer with
m ≥ 1 and md ≤ 20.

If m ≥ 2, then there exists an (m− 1)-dimensional family of complex projective
K3 surfaces such that a very general member X has the properties E(X) ≃ E and
m(X) = m.

If m = 1, then there exist infinitely many non-isomorphic complex projective
K3 surfaces X such that E(X) ≃ E and m(X) = 1.

If E(X) is totally real, the surface X is said to have real multiplication; the
condition m ≥ 3 in Theorem 1 is necessary by [3], Lemma 10.1, hence Theorem 1
is optimal.

We say that X has complex multiplication if E(X) is CM and m(X) = 1; in this
case, X can be defined over a number field. Let O(X) be the ring of integers of
E(X); we say that X has maximal complex multiplication (or CM by the ring of
integers) if EndHdg(TX) = O(X); this notion was introduced by Domenico Valloni
in [4], see also [5]. Similarly to the above question, one can ask for which CM fields
do there exist K3 surfaces with maximal complex multiplication. In [4], Valloni
proved that if E is a CM field of degree ≤ 10, then there exist infinitely many K3
surfaces with this property. His result can be imporved as follows.
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Theorem 3. If E is a CM field of degree ≤ 14, then there exist infinitely many
complex projective K3 surfaces with CM by the ring of integers OE .

This is proved in [1], see Theorem 7.4; moreover, this results is optimal (see [1],
Example 7.6).
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From hyperbolic growth rates to Salem numbers and back

Ruth Kellerhals

(joint work with Livio Liechti)

A hyperbolic Coxeter group Γ = (W,S) is a discrete groupW generated by a finite
set S of hyperplane reflections in hyperbolic space Hn. The growth series fS(t) of
Γ is the formal power series whose coefficients ak count the number of words of
S-length equal to k ≥ 0. The growth rate τ of Γ as given by the inverse of the
convergence radius of fS(t) turns out to be an algebraic integer > 1.

In fact, by means of the classical formulas of Steinberg and Solomon, one has
the following systematic approach in terms of polynomial expressions [k] := 1 +
t+ . . .+ tk−1 in order to deal with fS(t).

1

fS(t−1)
=

∑

WT <W

|WT |<∞

(−1)|T |

l∏
i=1

[mT
i + 1]

,

where WT , T ⊂ S , is the finite Coxeter subgroup of W generated by T , with
W∅ = {1}, and where mT

1 , . . . ,m
T
l denote the exponents ofWT . In particular, the

dihedral group of order 2p has growth polynomial [p].
As a consequence, fS(t) is a rational function and quotient of two coprime inte-

ger polynomials of equal degree whose explicit form can be derived easily from the
presentation of Γ in terms of S. As an example, the reflection group Γ associated
to a compact hyperbolic Coxeter k-polygon P = (p1, . . . , pk) ⊂ H2 with angles
π/pi , 1 ≤ i ≤ k , can be expressed as follows.

fS(t) =
[2] [p1] · · · [pk]

[2] [p1] · · · [pk]−
k∑
i=1

t [p1] · · · [̂pi] · · · [pk]
.
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With fS(t) given in this form, E. Hironaka [3] was able to show that the smallest
growth rate of any cocompact planar hyperbolic Coxeter group is achieved in
a unique way by the Coxeter triangle group (2, 3, 7), and it is equal to Lehmer’s
number αL ≈ 1.17628 with minimal polynomial 1+t−t3−t4−t5−t6−t7+t9+t10.

Observe that, by a result of C. L. Siegel, the Coxeter group (2, 3, 7) is also distin-
guished by realisingminimal covolume among all fundamental groups of hyperbolic
orbifolds of dimension two. The analogy [minimal growth rate] ↔ [minimal co-
volume] holds also in the 3-dimensional case (each in the cocompact and cofinite
settings); see [4], for example.

Moreover, the growth rate τ = αL of (2, 3, 7) is the smallest known Salem
number, where a Salem number is a real algebraic integer α > 1 such that all Galois
conjugates have absolute value not greater than 1 and at least one of them has
absolute value equal to 1. This observation is of particular interest in connection
with Lehmer’s Question restricted to Salem numbers: Is there a universal bound
µ > 1 such that α ≥ µ for any Salem number α ?

In fact, there are close connections between Lehmer’s Question about Salem
numbers and problems in hyperbolic geometry. For example, the existence of a
minimal Salem number is equivalent to the so-called Short Geodesic Conjecture
which states that there is a geodesic of minimal length amongst all simple closed
geodesics on all arithmetic hyperbolic 2- and 3-orbifolds, respectively; see [1], [7]
and [8].

Here, we present our result about the appearance of Salem numbers as growth
rates, which constitutes a part of our joint work with L. Liechti [5]. It can be
stated as follows.

Theorem. Not every Salem number is the growth rate of a cocompact hyperbolic
Coxeter group.

In the proof of the above theorem, it was important to dispose of the 47 known
Salem numbers less than 1.3 as displayed in the online list established by Moss-
inghoff.

Finally, let us look at Coxeter groups acting cocompactly on hyperbolic n-space
for n ≥ 4. We observed, among other things, that their growth rates are not Salem
numbers anymore. Together with G. Perren [6], we then formulated the following
general conjecture in terms of Perron numbers, that is, real algebraic integers
> 1 such that all of whose other Galois conjugates have strictly smaller absolute
value. Before doing so, let us mention, that among the Perron numbers whose
minimal polynomials have degree ≤ 12, the smallest one is about ≈ 1.06217 and
has minimal polynomial of degree 12.

Conjecture. The growth rate of any cocompact hyperbolic Coxeter group is a
Perron number.

Remark. By means of the software designed by R. Guglielmetti [2], one can check
whether the growth rate of a given cofinite hyperbolic Coxeter group is a Salem
number, a Pisot number or a Perron number. Furthermore, the software computes



Explicit Methods in Number Theory 2329

the group Euler characteristic and indicates whether or not the Coxeter group is
arithmetic.

Remark. Seemingly the above conjecture remains valid under the weaker condi-
tion of finite covolume.
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The wild Brauer–Manin obstruction on K3 surfaces

Margherita Pagano

Let V be a proper, smooth and geometrically integral k-variety. Let Ak, the ring
of adèles of k. We say that V satisfies weak approximation if the image of V (k) in
V (Ak) is dense.

In 1970 Manin [1] introduced the use of the Brauer group of a variety V to study
the image of V (k) in V (Ak). In particular, he used the Brauer group to build an
intermediate set V (Ak)

Br such that

V (k) ⊆ V (Ak)
Br ⊆ V (Ak).

Using class field theory it is possible to prove that for every place ν ∈ Ωk and for
every element A ∈ Br(V ), there is a map, called the evaluation map

evA : V (kν) → Q/Z

such that

(1) V (Ak)
Br :=

{
(xν) ∈ X(Ak) | ∀A ∈ Br(V ), such that

∑

ν∈Ωk

evA(xν) = 0

}

is a closed subset of V (Ak) that contains the set of k-points V (k).
We say that a place ν plays a role in the Brauer–Manin obstruction to weak

approximation on V if there is an elementA ∈ Br(V ) such that evA : V (kν) → Q/Z
is non-constant.
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Let k̄ be an algebraic closure of k and V̄ be the base change of V to k̄, i.e.
V̄ := V ×k k̄. The results presented in this talk are inspired by the following
question:

Q: Assume Pic(V̄ ) to be torsion-free and finitely generated. Which places can
play a role in the Brauer–Manin obstruction to weak approximation on V ?

This question is a reformulation of a question that was originally asked by
Swinnerton–Dyer; he asked whether under the same assumption on Pic(V̄ ) as
above the only places that can play a role in the Brauer–Manin obstruction to
weak approximation are the archimedean ones and the ones of bad reduction for
the variety.

In [2] Colliot-Thélène and Skorobogatov showed that under this assumption on
Pic(V̄ ) if a prime of good reduction plays a role, then the corresponding element
A in the Brauer group cannot be algebraic, i.e. it cannot lie in the kernel of
Br(V ) → Br(V̄ )1. If the transcendental Brauer group is finite, then the only
places that can play a role are the archimedean places, the places of bad reduction
and the places whose residue characteristic divides the order of the transcendental
Brauer group, see [2]. Using this result, they give several examples of varieties for
which the answer to Swinnerton-Dyer’s question is positive.

For curves and surfaces with negative Kodaira dimension we have all the ele-
ments in the Brauer group are algebraic, i.e. Br(V ) = Br1(V ). Hence, K3 surfaces
are one of the first example of varieties where the transcendental Brauer group is
potentially non-trivial. However, this is not always the case: for example in [4] the
authors show that, under certain conditions, the whole Brauer group of a diagonal
quartic surface over Q is algebraic. The first example of a transcendental element
in the Brauer group of a K3 surface defined over a number field was given by Wit-
tenberg in [3]. In particular, Wittenberg constructed a 2-torsion transcendental
element that obstructs weak approximation on the surface. Other examples of
2-torsion transcendental elements that obstruct weak approximation can be found
in [5] and [6]. In all these articles, the obstruction to weak approximation comes
from the fact that the transcendental quaternion algebra has non-constant evalu-
ation at the place at infinity. With a construction similar to the one used in [5],
Hassett and Várilly-Alvarado [7] have also built an example of a 2-torsion element
on a K3 surface that obstructs the Hasse principle.

Furthermore, there are examples of transcendental elements of order 3 on K3
surfaces that obstruct weak approximation (for example, see [8], [9] and [10]). In all
these cases, the evaluation map at the place at infinity has to be trivial, since Br(R)
does not contain elements of order 3, and the obstruction to weak approximation
comes from the evaluation map at the prime 3, which in every example is a prime
of bad reduction for the K3 surface taken into account. Therefore, none of the
examples mentioned above can be used to give a negative answer to the question
formulated by Swinnerton-Dyer.

1Elements in the Brauer group that are not algebraic are called transcendental.
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After Colliot-Thélène and Skorobogatov’s work the main remaining difficulty was
to control the evaluation map of a p-power element in the Brauer group on the
V (kp)-points, where p is a prime of good reduction with residue characteristic p.
In 2020 Bright and Newton [11] developed new techniques that allow one to control
also the behaviour of the evaluation map in this case. Roughly speaking, they use
work of Kato [12] to introduce a new filtration on the Brauer group which they
prove to be strongly related to the behaviour of the evaluation map attached to
elements in Br(V ). The first chapter of this thesis is devoted to introducing these
new techniques and extending some results of Bright and Newton.

Bright and Newton prove that if we start with a variety V with non-trivial
H0(V,Ω2

V ), then for primes p having good ordinary reduction we can always find a
finite field extension k′/k and a prime above p playing a role in the Brauer–Manin
obstruction to weak approximation: see [11, Theorem C] for the precise statement.
Hence, if we take a variety V such that:

- the geometric Picard group Pic(V̄ ) is torsion-free and finitely generated,
- H0(V,Ω2

V ) is non-trivial,
- there is a prime p of good ordinary reduction,

then up to a base change to a finite field extension k′/k we can always find a prime
of good (ordinary) reduction that plays a role in the Brauer–Manin obstruction
to weak approximation on Vk′ . Since K3 surfaces satisfy all the properties listed
above, Bright and Newton’s result leads to a negative answer to the question asked
by Swinnerton-Dyer.

However, the result does not say anything about how large the field extension k′/k
can be. In particular, they do not say whether it is possible to find already over
Q a Brauer-Manin obstruction arising from a prime of good reduction.

Theorem (Pagano, [14]). Let V ⊆ P3
Q be the projective K3 surface defined by

the equation

(2) x3y + y3z + z3w + w3x+ xyzw = 0.

The class of the quaternion algebra

A =

(
z3 + w2x+ xyz

x3
,− z

x

)
∈ BrQ(V )

defines an element in Br(V ). The evaluation map evA : V (Q2) → Br(Q2) is non-
constant. Moreover, V (Q) is not dense in V (Q2).

This is the first example of a K3 surface (defined over Q) for which a prime of
good reduction plays a role in the Brauer–Manin obstruction to weak approxima-
tion and proves that the field extension appearing in Bright and Newton’s result
is not always needed. At this point some natural questions arise:

(1) When is the field extension k′/k appearing in Bright and Newton’s result
needed?

(2) Is the ordinary condition necessary?
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Answering these two questions is the aim of [13].

Theorem (Pagano, [13]). Let p be a prime of good ordinary reduction for V of
residue characteristic p. Assume that the special fibre at p, V(p) has no non-trivial

global 1-forms, H1(V(p),Z/pZ) = 0 and (p − 1) 6 |ep. Then the prime p does not
play a role in the Brauer–Manin obstruction to weak approximation on V .

Theorem (Pagano, [13]). Let V be a K3 surface and p be a prime of good
non-ordinary reduction for V with ep ≤ (p − 1). Then the prime p does not play
a role in the Brauer–Manin obstruction to weak approximation on V .
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The arithmetic of Dirichlet L-values

Frank Calegari

(joint work with Vesslin Dimitrov and Yunqing Tang)

We report on our proof [3] of the irrationality of the classical Dirichlet L-value

L(2, χ−3) =
1

12
− 1

22
+

1

42
− 1

52
+

1

72
− 1

82
+ . . . .

Our work also establishes the Q-linear independence of 1, ζ(2) and L(2, χ−3). This
is the first new irrationality result for such L-values since Apéry’s proof [1, 2] in
1978 that ζ(3) /∈ Q. We start by explaining how Apéry’s argument works in
terms of the radius of convergence of holonomic functions and singularities of
certain ordinary differential equations of geometric origin. We then explain how
one should and can exploit the analytic continuation of these G-functions outside
the disc of radius of convergence, and how that leads to a more refined approach.
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Landscapes of L-functions

David P. Roberts

(joint work with David W. Farmer, Sally Koutsoliotas, and Stefan Lemurell)

My talk described the current state of our project to numerically tabulate many
automorphic L-functions and to organize the results visually into landscapes. It
focused on our heuristic explanation of unexpected fine structure visible in the
landscapes.

A sample landscape. The first part of the talk explained some of the main ideas
by focusing on a single landscape of L-functions, drawn here as Figure 1. The name
L(+ + +, 1) of the sample landscape captures that it is indexing automorphic L-
functions with infinity type Γ+(s− iλ1)Γ+(s− iλ2)Γ+(s− iλ3) and conductor 1.
Here Γ+(s) is just another name for the standard modified Γ-function ΓR(s) =
π−s/2Γ(s/2). Also we are imposing the normalization conditions

λ1 + λ2 + λ3 = 0, λ1 ≤ λ2 ≤ λ3.(1)

An L-function gives rise to an L-point at (ℓ1, ℓ2) with ℓj = λj+1 − λj . It is known
that these L-points are distributed roughly according to Plancherel density, which
is very closely approximated by a specific multiple of ℓ1ℓ2(ℓ1 + ℓ2).

It is currently not feasible to start in the automorphic theory and rigorously
produce a generically-behaving L-function belonging to L(+ + +, 1). Instead we
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Figure 1. The landscape L(+++, 1), with all known L-points
of radius ≤ 40 drawn. L-points of class 0, 1, and 2 in Z/3Z are
respectively drawn as •, •, and •.

numerically solve the functional equation that these L-functions are known to
satisfy. Each point in Figure 1 represents what we strongly believe is indeed an
L-function. This complicated and computationally-intensive process is sketched
in [1], dates back to earlier work of my coauthors, and was not the subject of
the talk. The points drawn in Figure 1 all satisfy λ21 + λ22 + λ23 ≤ 402. The talk
explained that we expect that our list in this domain is near-complete. One source
of optimism is that there is reasonably good agreement with Plancherel density.
Another is that our computational method continues to produce similar L-points
well past the radial cutoff of 40, where computations are more challenging.

One can see in Figure 1 a first aspect of fine structure, the statistical tendency
of L-points to stay away from the drawn ditches. Our explanation depends on the
general phenomena of spectral rigidity and root repulsion. The ditches are formed
from the points (ℓ1, ℓ2) where extreme spectral rigidity would predict a critical
zero 1

2 + it at a height t coinciding with the height λj of one of the three rows of
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trivial zeros. From root repulsion, in this case between trivial and critical zeros,
L-points should be less likely to occur near these ditches.

A second and more subtle aspect of fine structure is congruence bias. Given
an L-function indexed by the landscape, let zj be the number of critical zeros
appearing above the jth row but below the (j + 1)st row of trivial zeros. In the
case of Figure 1, let c = z1 − z2 ∈ Z/3Z. Then we observe that c = 0 arises for
about 80% of the drawn L-points. We heuristically explain the dominance of this
class by looking at the individual connected components of the complement of all
the ditches. Class 0, 1, and 2 points tend to be respectively in large hexagons,
small upwards-pointing triangles, and small downwards-pointing triangles.

General formalism of landscapes. The middle part of the talk explained,
without reference to fine structure, our vision of organizing all L-functions into
landscapes. The L-functions in question by definition come in the standard way
from cuspidal automorphic representations of the adelic groups GLd(AQ). Write
Γ−(s) = ΓR(s + 1), and Γω(s) = ΓC(s + ω) with ΓC(s) = 2(2π)−sΓ(s). Consider
shift vectors Ω = (ω1, . . . , ωv), with each ωj in {+,−, 1, 2, 3, . . .}. For each shift
vector Ω and conductor N ∈ Z≥1, one has a landscape L(Ω, N). The L-points in
this landscape have infinity type

Γw1
(s− iλ1) · · ·Γwv

(s− iλv)

and conductor N . Writing deg(+) = deg(−) = 1 and otherwise deg(ω) = 2,
one has

∑v
j=1 deg(ωj) = d. We normalize by the direct analog of (1), namely∑v

j=1 deg(ωj)λj = 0 and λ1 ≤ λ2 ≤ · · · ≤ λv−1 ≤ λv. So the landscape is now a

(v − 1)-dimensional orthant with coordinates ℓj = λj+1 − λj , containing L-points
roughly distributed according to an explicit Plancherel density. In passing from
L(Ω, 1) to L(Ω, N), Plancherel density is simply multiplied by a constant νd(N).
Here νd is a complicated multiplicative function with νd(N) ≈ Nd.

An L-function is called algebraic if all its vertical shifts λj are 0 and all its
horizontal shifts ωj have the same parity, counting + and − as even. Otherwise
it is called transcendental. Algebraic L-functions are exactly the ones expected
to come from algebraic geometry, with Hodge information determining Ω. The
talk emphasized the rarity of algebraic L-functions among all L-functions. For
example, ignoring fine structure, L(+++, N) should look similar to L(+++, 1),
except that the density of L-points has increased by about N3. Correspondingly,
the L-point-free region about the origin has shrunk. The expectation in this case
is that all L-points at (0, 0) come from totally real irreducible three-dimensional
Artin representations with conductor N . The first such is at N = 1947.

Fine structure in general landscapes. The last part of the talk was a quick
tour of various other landscapes with degree d ≤ 4 and conductor N = 1. All
exhibited ditch avoidance and congruence bias according to c ∈ Z/dZ. When
all the ωj are in {+,−}, the class c is the reduced dot product (1, . . . , d − 1) ·
(z1, . . . , zd−1), with zj counting trapped zeros as before. The definition of c for
general Ω is the same, when one views each index ωj ∈ Z≥1 as contributing two
rows of trivial zeros at the common height λj , with no critical zeros trapped
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between them. Our general heuristic theory of congruence bias has as origin the
fact that the root lattice of GLd has index d in the weight lattice, with quotient
group Z/dZ. The details of the observed congruence bias always were consistent
with our theory. In particular, the preferred classes depend on the ordering of
the indices ωj. For example, our last exhibited pair of landscapes confirmed that
c = 2 occurs most often for + + 3 while c = 0 occurs most often for +3+.

Fine structure for N > 1 is more complicated, as L-points must be considered
in thickened landscapes, L̃(Ω, N) = L(Ω, N) × (unit circle). Here the second
coordinate of an L-point is the contribution from finite primes to its root number.
Ditches live in L̃(Ω, N), not L(Ω, N). But once one has moved to L̃(Ω, N), ditch
avoidance and congruence bias are similar to before. Time did not allow showing
some of our landscapes with N > 1 that illustrate this more complicated theory.
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On the Brauer Groups of Stacky Curves

Niven Achenjang

Brauer groups of fields were classically studied objects whose definition was gen-
eralized to rings in work of Azumaya, Auslander, and Goldman [6, 3], and then
later to schemes in work of Grothendieck [7, 8, 9]. These have been cemented
as important cohomological invariants for their applications to class field theory,
to understanding l-adic cohomology (especially of curves), and to obstructions
to rational points on varieties. In recent times, there has been growing interest
in extending our understanding of Brauer groups from schemes to stacks. As a
starting point, one can study the Brauer groups of stacky curves, i.e. a separated,
finite-type algebraic stack X over a field k, which is pure of dimension 1 and has
finite inertia. To fix ideas, given an algebraic stack X, we define its Brauer group
to be BrX := H2

ét(X,Gm)tors.
Previous work along this direction has generally focused on a single stacky curve

at a time. For example, there is the breakthrough work of Antieau and Meier [4]
who computed the Brauer group of the moduli stack Y(1) of elliptic curves over a
variety of bases of arithmetic interest (e.g. over Q,Z, or any finite or algebraically
closed field of characteristic not 2). For all base schemes S appearing in their main
theorem [4, Theorem 1.1], they show

(1) BrY(1)S ∼= BrA1
S ⊕H1

ét(S,Z/12Z).

This work was later complemented by work of Shin and of di Lorenzo–Pirisi [12, 10]
who were able to compute BrY(1)k for any field k. Of note, they found that if
chark = 2, then there is an exact sequence
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(2) 0 → BrA1
k ⊕H1

ét(k,Z/12Z) → BrY(1)k → Z/2Z → 0,

so BrY(1)k is an extension of Z/2Z by the right hand side of (1).
Separately, Bhamidipati, Jha, Ji, Lopez, and I [1] were able to extend the tech-

niques pioneered by Antieau, Meier, and Shin in order to apply them to computing
the Brauer group of the moduli stack Y0(2) of elliptic curves equipped with an étale
subgroup of order 2. We found that, at least when S is Z[1/2] or a perfect field of
characteristic not 2, one has

(3) BrY0(2)S ∼= Br(A1
S − {0})⊕H1

ét(S,Z/4Z)⊕ Z/2Z.

At this point, some explanation of the terms in Eqs. (1) to (3) is in order.

• The schemes A1
S ,A

1
S − {0} are the respective coarse moduli spaces of the

stacks Y(1)S and Y0(2)S . Their Brauer groups show up as pullbacks along
the maps Y(1) → A1 and Y0(2) → A1 − {0}.

• The cohomology groups H1
ét(S,Z/12Z),H

1
ét(S,Z/4Z) ultimately are re-

lated to the facts that, for any field k (say, of characteristic not 2), one
has PicY(1)k ∼= Z/12Z and PicY0(2)k ∼= Z/4Z.

• The fact that (1) and (2) differ is related to the fact that the stack Y(1)
is generically tame away from characteristic 2, but is nowhere tame in
characteristic 2. That is, the extra Z/2Z in (2) should be viewed as a
“wild” phenomenon.

The above gives some geometric explanation for all the terms in Eqs. (1) to (3)
except for the Z/2Z in (3) (note that Y0(2) is everywhere tame in characteristic
not 2). This brings us to the focus of our talk.

Letting k be an algebraically closed field of characteristic not 2, Eqs. (1) and (3)
tell us that

BrY(1)k = 0 while BrY0(2)k = Z/2Z.

Recall that ifX is a scheme-y curve over an algebraically closed field, then BrX = 0
always, as a consequence of Tsen’s theorem. However, we see above that this result
can fail for tame stacky curves.

Question 1. Can one compute the Brauer group of a tame stacky curve over an
algebraically closed field?

In this talk, we address this question, at least for stacks which satisfy the fol-
lowing “locally Brauerless’ condition (this includes, for example, all tame modular
curves).

Definition 2. Let X be an algebraic stack which is tame in the sense of [5]. We
say that X is locally Brauerless if, for any geometric point x ∈ X(Ω) defined over
a separably closed field Ω, writing

0 −→ ∆ −→ Aut
X
(x) −→ G −→ 0

for the connected-étale sequence of its automorphism group, one has H3(G,Z) = 0.
Here, G is necessarily a constant group and H3(G,Z) denotes the group cohomol-
ogy of this group acting trivially on Z.
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Example 3. If every geometric automorphism group of X is of the form µn for
some n, then X is tame and locally Brauerless.

Theorem 4 (A., in preparation [2]). Let X be a locally Brauerless tame algebraic
stack with coarse space c : X → X. Then, R2 c∗Gm = 0.

The utility of this theorem is that it simplifies the process of computing H2
ét(X,Gm)

via the Leray spectral sequence Eij2 = Hiét(X,R
j c∗Gm) =⇒ Hi+jét (X,Gm). Its

proof is rather involved, but its simplest case is exemplified by the following ex-
ample.

Example 5. Say X = BGk for a separably closed field k and a finite, constant
group G such that p := chark ∤ #G. Then, Gm(k)[1/p] is a divisible group and so
embeds inside (and hence is a direct summand of) Q⊕I ⊕ (Q/Z)⊕J for some sets
I, J . Thus,

H2(BG,Gm) ≃ H2(G,Gm(k)) ≃ H2(G,Gm(k)[1/p]) →֒ H2(G,Q)⊕I⊕H2(G,Q/Z)⊕J .

Finally, one can check that H2(G,Q) = 0 because G is finite and H2(G,Q/Z) = 0
if H3(G,Z) = 0.

Remark. As was more-or-less shown already in [11], the DM case of Theorem 4
can essentially be reduced to Theorem 5.

In relation to Theorem 1, Theorem 4 allows us to prove the following.

Setup. Fix k = k̄ be a field. Suppose we’re given

X Y Xπ

c

ρ

where

• X is a smooth k-curve.
• There exists distinct, closed x1, . . . , xr ∈ X and e1, . . . , er > 1 so that

Y ≃ e1

√
x1/X ×X · · · ×X er

√
xr/X

ρ−→ X

• There is a commutative, finite linearly reductive group G/k so that X → Y

is a G-gerbe.

Theorem 6 (A., in preparation [2]). If X is locally Brauerless, then BrX ≃
H1
ét(X,G

∨). Here, G∨ is the Cartier dual of G.

Proof Idea. One first uses the Leray spectral sequenceEij2 = Hiét(X,R
j c∗Gm) =⇒

Hi+jét (X,Gm) to compute that H2
ét(X,Gm) ≃ H1

ét(X,R
1 c∗Gm). One then uses the

Grothendieck spectral sequence F ij2 = Ri ρ∗R
j π∗Gm =⇒ Ri+j c∗Gm to produce

an exact sequence 0 → R1 ρ∗Gm → R1 c∗Gm → G∨ → 0. Finally, R1 ρ∗Gm is
supported on a finite k-scheme and so is acyclic; therefore, H1

ét(X,R
1 c∗Gm)

∼−→
H1
ét(X,G

∨). �

Example 7. If X = Y(1) (and chark ∤ 6), then one can takeG = µ2 and Theorem 6
shows that BrY(1)k̄ ≃ H1

ét(A
1
k̄
,Z/2Z) = 0.
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Example 8. If X = Y0(2) (and chark ∤ 2), then one can take G = µ2 and
Theorem 6 shows that BrY0(2)k̄ ≃ H1

ét(A
1
k̄
− {0},Z/2Z) = Z/2Z.

This gives a geometric explanation of the Z/2Z in (3).
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Complexity bounds for multiplication

David Harvey

(joint work with Joris van der Hoeven)

In this talk I gave an overview of what is known about upper and lower bounds
for the complexity of integer multiplication and some related problems.

1. Upper bounds

Let M(n) denote the cost of multiplying n-bit integers. By “cost” we mean the
number of steps performed by a multitape Turing machine [Pap94].

Theorem 1 ([HvdH21]). M(n) = O(n log n).

Suprisingly, the “function field case” appears to be more difficult. For a prime p,
let Mp(d) denote the cost (still in the Turing model) of multiplying polynomials
in Fp[x] of degree d. Then we have the following folklore conjecture.

https://arxiv.org/abs/2311.18132
https://arxiv.org/abs/2207.08792
https://webspace.science.uu.nl/~meier007/CoarseBrauer.pdf
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Conjecture 2. Mp(d) = O(n logn) where n := d log p (the total bit size).

One case of this conjecture is easy: if log p ≫ log d, then we may lift the
problem to Z[x], pack the coefficients into huge integers (this technique is known as
Kronecker substitution, see [GG13, Cor. 8.27]), and apply Theorem 1. However, in
general the conjecture is wide open, even for p = 2. The current best unconditional
bound is the following.

Theorem 3 ([HvdH19]). Mp(d) = O(n log n 4log
∗ n) where n := d log p.

Here log∗ x is the very slowly growing “iterated logarithm” function, defined by
log∗ x := log∗(log x) + 1 for x > 1 and log∗ x = 0 for x ≤ 1.

The best evidence we have towards Conjecture 2 is the following conditional
result. For relatively prime positive integers a and k, define P (a, k) to be the
least prime p ≡ a (mod k), and set P (k) := maxa P (a, k). A real number L > 1
is a Linnik constant if P (k) = O(kL); the existence of a Linnik constant was
first proved by Linnik (1944). The smallest Linnik constant currently known is
L = 5.18 [Xyl11]. Under GRH any L > 2 is a Linnik constant [HB92], and it
is widely believed that any L > 1 should be a Linnik constant (see for example
[LPS17]).

Theorem 4 ([HvdH22]). If L = 1+2−1162 is a Linnik constant, then Conjecture 2
is true.

2. Lower bounds

The upper bound in Theorem 1 is expected to be sharp:

Conjecture 5 ([SS71]). M(n) = Ω(n logn).

Unfortunately, we are extremely ignorant on this question. Even a super-linear
lower bound for M(n) has not been established. Some partial results are known:

• An Ω(n logn) lower bound is known [PFM74] for the problem of “online”
multiplication, in which the n-th bit of the product must be generated
before the (n+ 1)-th bits of the multiplicands are read from the input.

• A conditional Ω(n logn) lower bound has been proved [AFKL19] for the
complexity of integer multiplication in the Boolean circuit model, assuming
a certain “network coding conjecture”. However, it is difficult to assess
how likely this conjecture is to be true, or how hard it might be to prove
(I am not an expert).

In the rest of this report I discuss a new result concerning lower bounds for
multiplication (not yet published), due to Joris van der Hoeven and myself.

Let T (d, b) denote the cost of transposing a d× d matrix with b-bit entries. In
the Turing model, this means rearranging the data on the tape to convert from
row-major order to column-major order.

There is a simple folklore algorithm that achieves T (d, b) =O(bd2 log d). Namely,
cut the matrix into four quadrants, recursively transpose each quadrant, and re-
combine to obtain the result. Note that bd2 is the total bit size of the matrix, and
log d is the number of recursion levels.
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It is reasonable to guess that this upper bound is sharp, i.e., that

(1) T (d, b) = Ω(bd2 log d).

I am not aware of an official conjecture along these lines.

Theorem 6 (H. and van der Hoeven, 2024+ǫ). If the lower bound (1) holds, then
M(n) = Ω(n logn).

In other words, if matrix transposition is as difficult as expected on a Turing
machine, then integer multiplication is as difficult as expected on a Turing machine.

We give a brief sketch of the proof. The idea is to reduce transposition to
multiplication. Suppose we are given a d×dmatrix of b-bit entries, where b ∼ log d,
and we wish to compute its transpose.

(1) Viewing the matrix as a vector in Cd
2

, compute the DFT (discrete Fourier
transform) of this vector, using Bluestein’s trick [Blu70] to convert the
DFT problem to a convolution problem over C, and then using Kronecker
substitution to reduce the convolution to a large integer multiplication
problem.

(2) Compute the inverse DFT of the result, using a different algorithm. Name-
ly, use the Cooley–Tukey method [CT65] to decompose the DFT of size
d2 into a collection of DFTs of size d (along the rows and columns of the
matrix), and then handle each of these DFTs using the same Bluestein–
Kronecker combination as in step (1).

The result of this procedure is the original vector that we started with, but in
transposed order. The reason that this method performs a transposition is the
same reason that textbook FFT algorithms (“decimation-in-time” or “decimation-
in-frequency”) naturally compute the DFT in bit-reversed order.

References

[AFKL19] P. Afshani, C. B. Freksen, L. Kamma, and K. G. Larsen, Lower bounds for multipli-
cation via network coding, 46th International Colloquium on Automata, Languages,
and Programming, LIPIcs. Leibniz Int. Proc. Inform., vol. 132, Schloss Dagstuhl.
Leibniz-Zent. Inform., Wadern, 2019, pp. Art. No. 10, 12. MR 3984828

[Blu70] L. I. Bluestein, A linear filtering approach to the computation of discrete Fourier
transform, IEEE Transactions on Audio and Electroacoustics 18 (1970), no. 4, 451–
455.

[CT65] J. W. Cooley and J. W. Tukey, An algorithm for the machine calculation of complex
Fourier series, Math. Comp. 19 (1965), 297–301. MR 0178586

[GG13] J. von zur Gathen and J. Gerhard, Modern Computer Algebra, 3rd ed., Cambridge
University Press, Cambridge, 2013. MR 3087522

[HB92] D. R. Heath-Brown, Zero-free regions for Dirichlet L-functions, and the least prime
in an arithmetic progression, Proc. London Math. Soc. (3) 64 (1992), no. 2, 265–338.
MR 1143227 (93a:11075)

[HvdH19] D. Harvey and J. van der Hoeven, Faster polynomial multiplication over finite fields
using cyclotomic coefficient rings, J. Complexity 54 (2019), 101404, 18. MR 3983215

[HvdH21] , Integer multiplication in time O(n logn), Ann. of Math. (2) 193 (2021),
no. 2, 563–617. MR 4224716

[HvdH22] , Polynomial multiplication over finite fields in time O(n logn), J. ACM 69
(2022), no. 2, Art. 12, 40. MR 4433320



2342 Oberwolfach Report 40/2024

[LPS17] J. Li, K. Pratt, and G. Shakan, A lower bound for the least prime in an arithmetic
progression, Q. J. Math. 68 (2017), no. 3, 729–758. MR 3698292

[Pap94] C. H. Papadimitriou, Computational Complexity, Addison-Wesley Publishing Com-

pany, Reading, MA, 1994. MR 1251285 (95f:68082)
[PFM74] M. S. Paterson, M. J. Fischer, and A. R. Meyer, An improved overlap argument for

on-line multiplication, 97–111. SIAM–AMS Proc., Vol. VII. MR 0423875
[SS71] A. Schönhage and V. Strassen, Schnelle Multiplikation grosser Zahlen, Computing

(Arch. Elektron. Rechnen) 7 (1971), 281–292. MR 0292344 (45 #1431)
[Xyl11] T. Xylouris, On the least prime in an arithmetic progression and estimates for the

zeros of Dirichlet L-functions, Acta Arith. 150 (2011), no. 1, 65–91. MR 2825574
(2012m:11129)

Zero cycles on a product of elliptic curves

Kartik Prasanna

(joint work with V. Srinivas)

We discuss some computational results (unpublished) obtained many years ago
when the authors were visiting the IAS in 2014/15. For recent work on this
problem, the reader may consult the work of Gazaki and Love ([1], [2]) which
uses a different, more geometric, method and works in greater generality. But the
method used below (involving Heegner points) may be of independent interest,
and seems to work in at least a few cases, of which one is described here. The
computations indicated below were all done in SAGE.

Let X be a smooth projective surface over a number field k. Let Z2(X) denote
the group of zero-cycles on X defined over k. We write Z2(X)0 for the zero-cycles
of degree 0 and Z2(X)rat for the subgroup of cycles that are rationally equivalent
to zero. The Bloch-Beilinson conjecture predicts among other things that the
group CH2(X)0 = Z2(X)0/Z

2(X)rat is finitely generated and has rank equal to
the order of vanishing of the L-function L(h3(X)(2), s) = L(h1(X)(1), s) at the
point s = 0. Equivalently, the group CH2(X) = Z2(X)/Z2(X)rat should have
rank one more than this order of vanishing.

Consider the special case X = E1×E2 where E1 and E2 are elliptic curves over
Q of ranks r1 and r2 respectively. Then the conjecture predicts that

rank CH2(X) = r1 + r2 + 1.

Moreover, the map

Z1(E1)⊗ Z1(E2) → Z2(X), P ⊗Q 7→ (P,Q),

induces a map
CH1(E1)⊗ CH1(E2) → CH2(X).

Now the rank of the group on the left is (r1+1)(r2+1) which is strictly larger than
r1+r2+1 as long as both r1 and r2 are strictly positive. Thus the Bloch-Beilinson
conjecture predicts there should be (at least) r1r2 relations (rational equivalence
on X) between the zero cycles (P,Q) as P and Q vary over an extended Mordell-
Weil basis of E and E′ respectively. (Here, “an extended Mordell-Weil basis” of
an elliptic curve is the union of a Mordell-Weil basis and the zero element of the
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elliptic curve.) One can predict what these relations are from another part of the
Bloch-Beilinson conjectures, which states that the Abel-Jacobi map on CH2(X)0
is injective mod torsion. We use the same symbol O to denote the zero elements
of E1 and E2. It is easy to see that the cycle

(P −O,Q −O) = (P,Q)− (P,O) − (O,Q) + (O,O)

is Abel-Jacobi trivial. Thus one expects that some multiple of this cycle is ratio-
nally equivalent to zero on X ; these should provide r1r2 relations.

We will consider the simplest nontrivial case of this phenomenon, namely when
r1 = r2 = 1 and E1, E2 are non-isogenous. For simplicity we consider the case
when E1 and E2 have the same conductor. The first case when this happens is
N = 91. There are exactly two elliptic curves of conductor 91. These are:

E1 = “91a” : y2 + y = x3 + x,

and
E2 = “91b” : y2 + y = x3 + x2 − 7x+ 5.

These are affine models, the point at infinity [0, 1, 0] being the origin. Both curves
have rank one, with the Mordell-Weil groups being given by

MW(E1) = Z · P, P = (0, 0),

and
MW(E2) = Z ·Q⊕ (Z/3Z) ·R, Q = (−1, 3), R = (1, 0).

The modular curve X0(N) has genus 7 and has a canonical model over Q. The
elliptic curves E1 and E2 admit canonical modular parametrizations:

φ1 : X0(N) → E1, φ2 : X0(N) → E2

which satisfy
deg(φ1) = deg(φ2) = 4.

The maps φ1 and φ2 are normalized such that

φ1(c∞) = O, φ2(c∞) = O,

where c∞ is the cusp at ∞. Let us denote the factors of N by p (=7) and q (= 13).
The Atkin-Lehner group W = {1, wp, wq, wpq} acts on X0(N). Let f and g

denote the modular forms associated to E1 and E2 respectively and ωf , ωg the
corresponding differential forms on X0(N). Then wp and wq both fix f , and send
g to −g. Thus the operator wpq fixes both f and g. On the other hand, this
operator acts on the orthogonal complement to the span of f and g in S2(Γ0(N))
as −1. Hence the map

X0(N) → E1 × E2

factors as

X0(N)
ψ−→ C

µ−→ E1 × E2 = X,

where C = X0(N)/wpq. Here C is nonsingular, is defined over Q and has genus
2 since H0(C,Ω1) = Qωf ⊕Qωg. Let µ1 and µ2 denote the two projection maps
from C to E1 and E2 respectively. Then deg(ψ) = deg(µ1) = deg(µ2) = 2 and the
map µ : C → µ(C) is a birational equivalence.
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The idea now is to construct a function F on C whose divisor will give a rational
equivalence on X . The curve C, being genus 2, is hyperelliptic and admits a
degree-2 map θ to P1, which corresponds to the linear system L(K) where K is
the canonical divisor. Thus explicitly, such a map may be constructed by sending
x 7→ [ωf (x), ωg(x)]. Let t denote the coordinate on P1; then for any λ1 6= λ2 ∈ P1,
the function

Fλ1,λ2
:= θ∗

(
t− λ1
t− λ2

)
=

(
t− λ1
t− λ2

)
◦ θ

is a rational function on C and is a natural candidate to look at since its divisor is
a linear combination of four points on C. If we further choose λ1, λ2 ∈ P1

Q, then

the zero cycle (Fλ1,λ2
) on C will be defined over Q. Note that

(1) ψ∗(Fλ1,λ2
) =

f(τ)− λ1g(τ)

f(τ)− λ2g(τ)
,

viewed as a function on Γ0(N)\h, where h denotes the complex upper half plane.
In choosing λ1 and λ2, it is natural to use the theory of Heegner points. First,

we pick an imaginary quadratic field K that satisfies the Heegner hypothesis for
N ; this means that K must be split at both p and q. The simplest choice is
K = Q(

√
−3). This field has class number equal to one, so the corresponding

Heegner points on X0(N) are defined over K. There are four of these Heegner
points on X0(N) that are permuted by the action of the Atkin-Lehner group. The
operator wpq identifies two pairs, so that on the curve C one gets two “Heegner
points” that are permuted by the action of W/ < wpq >.

We will pick one of these points; call it x ∈ C(K). We can take for x the image
of the point τ1 ∈ h under the composition h → Γ0(N)\h = Y0(N) → C,

τ1 :=
1

182

√
−3− 19

182
.

Computationally, we find that:

µ1(x) = (3,−6) = ⊖3P, µ2(x) = (5/4,−5/8) = Q⊕R.

Here we use ⊕ and ⊖ to denote addition and subtraction in the group law. Since
µ1(x) and µ2(x) are both Q-rational points, we find that x lies in C(Q). (One can
also deduce this in this case from the theory of Heegner points.)

Next we evaluate f/g at τ1. We find that f and g both vanish to order two at
τ1 and (f/g)(τ1) = 1/3. Thus it is natural to take λ1 = 1/3. There is one more
point y ∈ C(Q) for which (f/g)(y) = 1/3. We find experimentally that this is the
image of the point τ2 ∈ h where

τ2 := 0.073399527024076142762632...+ i · 0.074843305790517464481078...
Remark: The point τ2 was computed as follows. We need to find a zero of f(τ)g(τ) − 1

3

on the upper half plane. For this we use Newton’s method after making an initial
guess. Note that τ2 is unrelated to the other Heegner point since (f/g) takes the
value −1/3 at that Heegner point, the wp eigenvalue of f/g being −1.

Computationally, we find that

µ1(y) = (33/4,−195/8) = ⊕5P, µ2(y) = (3,−5) = ⊖Q⊕R.
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For λ2, one natural choice is λ2 = 1 since (f/g)[c∞] = 1. Thus f/g takes the
value 1 at the cusp at infinity and at one more point, which we find computationally
to be the image of

τ3 := 0.12087912087912087942448....+ i · 0.0063445084526332502302324....
Let z denote the image of τ3 in C; it is a point in C(Q). Computationally, we

find:
µ1(z) = (1,−2) = ⊕2P, µ2(z) = (1,−1) = ⊕2R.

Finally, let u denote the cusp [c∞] in C(Q). Then the divisor of F1/3,1 on C
(pushed forward to E1 × E2) is given by

(F1/3,1) = (⊖3P,Q⊕R) + (⊕5P,⊖Q⊕R)− (⊕2P,⊕2R)− (O,O).

Since ⊕3R ∼E2
O (∼E2

denotes rational equivalence on E2) and ⊕nS ∼E
nS − (n− 1)O on E1 and likewise on E2, we find that

3(F1/3,1) ∼X 3 [(⊖3P,Q) + (⊕5P,⊖Q)− (⊕2P,O) − (O,O)]

∼X 3 [(4O − 3P,Q) + (5P − 4O, 2O −Q)− (2P −O,O) − (O,O)]

= −24 [(P,Q)− (P,O) − (O,Q) + (O,O)] .

Thus

24 [(P,Q)− (P,O) − (O,Q) + (O,O)]

is rationally equivalent to zero on X .
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100% of odd hyperelliptic Jacobians have no rational points
of small height

Jef Laga

(joint work with Jack Thorne)

Let g ≥ 1 be an integer and consider the family of polynomials

F = {f(x) = x2g+1 + c2x
2g−1 + · · ·+ c2g+1 ∈ Z[x] : disc(f) 6= 0}.

For each f(x) ∈ F , let Cf be the smooth projective curve with affine equation
y2 = f(x); this is a hyperelliptic curve of genus g with a unique point P∞ ∈ C(Q)
at infinity. Let Jf be the Jacobian variety of Cf , a g-dimensional abelian variety.
In this work, we are interested in the statistical behaviour of Cf (Q) and Jf (Q)

when f varies over F and ordered by the height ht(f) = max |ci|1/i.
Bhargava–Gross [1] have shown that the average Mordell–Weil rank of Jf is at

most 3/2, by computing the average size of the 2-Selmer group of Jf . Poonen and
Stoll [6] used this to show that a positive proportion of f satisfy Cf (Q) = {P∞},
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and that this proportion tends to 100% as g → +∞. Moreover, Poonen and Rains
[5] developed a remarkable set of heuristics modelling all the Selmer groups of Jf ,
suggesting that 50% of Jf should have rank zero and 50% should have rank one,
generalizing the g = 1 case.

The work I presented at the workshop tries to answer the following question:
how complicated will the points of Jf (Q) or Cf (Q) typically be?

To formalize this, we first need to define a height on Jf (Q). Say an effective
divisor D = P1 + · · · + Pm on Cf is reduced if m ≤ g, Pi 6= P∞ and Pi is not
conjugate to Pj under the hyperelliptic involution for all i 6= j. Then every nonzero
element of Jf (Q) is of the form [D −mP∞] for some unique reduced divisor D.
We then define the naive height of such an element to be

h†([D −mP∞]) = h(x(P1)) + · · ·+ h(x(Pm)),

where x(Pi) ∈ Q̄ denotes the x-coordinate of Pi and h(α) denotes the logarithmic
(normalized) Weil height of α ∈ Q̄. If g = 1, we recover (up to a factor of 2) the
usual naive height of points on elliptic curves.

Our result [4] states that, typically, if f(x) has large height, then nonzero ele-
ments in Jf (Q) must also have large height, in the following sense:

Theorem 1. Let ε > 0 be arbitrary. Then for 100% of f ∈ F , every nonzero
P ∈ Jf (Q) satisfies

h†(P ) ≥ (2g − 1− ε)log(ht(f)).

The proof method uses an auxiliary object, namely the representation of the
split orthogonal group G = SO2g+1 acting on the space V of trace-zero self-adjoint
(2g+1)× (2g+1) matrices. The rational and integral orbits of G on V are used in
the study of 2-descent on Jf , and Bhargava and Gross counted such orbits (with
appropriate conditions) in their study of the 2-Selmer group of Jf . The proof of
Theorem 1 follows from relating the reduction theory of the representation (G, V )
to the arithmetic of points in Jf (Q).

In slightly more detail, we assign to every element T ∈ V (Z) of nonzero dis-
criminant an inner product HT on R2g+1 satisfying some additional conditions.
We call this inner product the ‘reduction covariant’ associated to T , since it is
analogous to the reduction covariant employed in descent algorithms on elliptic
curves [2] and the Julia covariant used in reducing binary forms [3].

We show that if Jf (Q) admits a point of “small” height in a certain sense, there
exists a matrix T ∈ V (Z) with characteristic polynomial f and a vector v ∈ Z2g+1

with “small” HT -norm. On the other hand, we show that the assignment T 7→ HT

equidistributes over irreducible integral orbits, where the target is the moduli space
of lattices with additional structure, implying that there cannot be too many T
for which HT has a small integral vector. It is this tension that underlies the proof
of Theorem 1.
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Heegner Points on Twists of Elliptic Curves

Henri Cohen

(joint work with Bill Allombert)

1. The Classical Heegner Point Method

The classical theory of Heegner points was extensively developed both in the-
ory and in practical implementations by Heegner, Birch, Gross, Zagier, Cremona,
Stephens, Delaunay, Watkins, Silverman, Darmon, Allombert, and many others.
Probably most efficient implementation is due to B. Allombert in Pari/GP, and it
allows the practical computation of a nontrivial rational point on an elliptic curve
(over Q) of rank 1 with reasonably small conductor.

Rough sketch: let E/Q be an elliptic curve of rank 1, of conductor N , let f(τ) =∑
n≥1 a(n)q

n be the corresponding modular form of weight 2 on Gamma0(N),

let F (τ) =
∑
n≥1 a(n)q

n/n be its antiderivative vanishing at ∞. Up to factors

2, E is parametrized by (x, y) = (℘(F (τ)), ℘′(F (τ))) with ℘ the Weierstrass P
function (proof: (x, y) satisfies the Weierstrass equation for E by definition of ℘,
and dx/y = F ′(τ)dτ = f(τ)dτ).

By CM theory, if τ ∈ H is a CM point of discriminant D < 0 (i.e., Aτ2 +Bτ +
C = 0 with A > 0, gcd(A,B,C) = 1, and B2 − 4AC = D) then ℘(F (τ)) is an
algebraic number with known conjugates by Shimura reciprocity.

The natural idea is to sum over all conjugates, either directly on he elliptic curve,
or better, the values of F (τ) ∈ C and then send to E using ℘. Under suitable

assumptions, this will give a nontrivial point in E(Q(
√
D)), and this point will

be either in E(Q) or in the twist E(D)(Q), and it will be in E(Q) because root
number ε = −1.

The defining assumption of Heegner points: the discriminant of Nτ must be
equal to that of τ . This implies N | A, hence D = B2 − 4AC must be a square
modulo 4N . Usually but not always, we require gcd(D,N) = 1.
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We thus need to compute (essentially h(D)) sums of the form

∑

n≥1

a(n)

n
exp

(
2πi

−B +
√
D

2A

)

Since N | A, this is very slow when N > 108, say. For instance, in the special case
of the congruent number curves y2 = x3 − n2x, the conductor N is proportional
to n2, so the method is impractical if n > 104.

Best timings, using Allombert’s ellheegner for N = 157 (0.4s), N = 1013
(40s), for N = 958957 (hundreds of years ?).

2. The Monsky Surprise

In 1990, Paul Monsky published a paper [1] on congruent numbers, giving first a
new algorithm (specific to congruent numbers), and second proving that certain
primes and almost primes are congruent. This paper is well-known and often cited,
but its practical efficiency was apparently forgotten.

History: in 1996, PhD of A. Robatino [3], a student of G. Stevens, who imple-
ments in Pari/GPMonsky’s algorithm (together with algorithms for quartic twists,
with n2 replaced by N), noting its amazing speed (note: an important algorithm
already using Pari/GP in 1996!). Recently, R. Rathbun (who has apparently been
using Robatino’s script for some time) sent us the script translated into 2024 GP

format. He had already used it to find generators for all congruent numbers up to
106, now in the LMFDB.

The algorithm’s speed is not so easy to estimate, but very roughly for a given
height of the point, it takes time proportional to n (possibly n1+α for a small α)
instead of n2 for classical Heegner.

Many improvements added by our group (only by a large constant factor).
For instance for the three above examples: N = 157 (0.01s), N = 1013 (0.04s),
N = 958957 (22s); note a slight cheat because the new method uses parallelism, a
feature of Pari/GP due to Bill, without it multiply the times by 4 or 5.

Monsky achieves this by working directly on the curves E: y2 = x3 − x (for
odd n) and y2 = x3 − 4x (for even n), using an explicit modular parametrization
using Weber functions, and NOT on their quadratic twists such as y2 = x3 −n2x.
He also uses an auxiliary discriminant D, which is now fixed : D = −4n for n odd
and D = −8n for n even.

Using the image by this parametrization of a CM point of discriminant D he
obtains a point on the ring class field of discriminant D. This class field contains
K = Q(

√
±n), and as in standard Heegner he computes a (twisted) elliptic trace

(x, y) ∈ E(K). Trivially (X,Y ) = (nx, n3/2y) ∈ En(Q(
√
n)) (with En: Y 2 =

X3 − n2X), and the initial choices ensures that in fact (X,Y ) ∈ En(Q).
The resulting point may be torsion, apparently never in practice when En has

rank 1 (if it was, one could choose slightly different D). There exist partial results
of Gross–Zagier type for this construction.

The main advantage of this method is that there is no need for complicated
modular parametrization of y2 = x3 − n2x, instead we use the trivial ones of
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y2 = x3 − x or y2 = x3 − 4x, for instance using Weber functions, so no need to
compute millions of terms of series of the type

∑
n≥1(a(n)/n)q

n.
The important fact concerning this method is the fact that one works directly

on a very small elliptic curve such as y2 = x3 − x (instead of the very large
y2 = x3 − n2x). The specific modular parametrization used is not important, but
Weber functions have added benefit of being very fast to compute.

For definiteness, here is one parametrization (there exist at least 4 more interesting
ones). The three Weber functions are:

f(τ) = e−iπ/24
η((τ + 1)/2)

η(τ)
, f1(τ) =

η(τ/2)

η(τ)
, f2(τ) =

√
2
η(2τ)

η(τ)

The parametrization used by Robatino is:

X =
f6
1√
8
, Y =

f12
1 (f24 + f24

2 )

8
√
2(f24

1 + 16)
,

x =
1 +X2 + 2Y

(X − 1)2
, y =

2(1 +X)(1−X +X2 + Y )

(X − 1)3
,

then 2Y 2 = X4 + 1 and y2 = x3 − x .

Note that it is even faster to work directly on 2Y 2 = X4 + 1.

Note that the classical Heegner method is essentially due to B. Birch, while Mon-
sky’s method is closer to Heegner’s original papers.

In a second paper [2], Monsky also considers quartic twists, i.e. finding points
on the more general curve y2 = x3−Nx with N not necessarily square nor positive,
but with congruence restrictions. Also impressively fast, but less so than when
N = n2.

Finally, note that N. Elkies, and later J. Voight et al. have used similar tech-
niques for cubic twists of y2 = x3 + 1.

3. Generalizing Monsky

There is no reason to restrict to quadratic twists of the specific curve y2 = x3 − x.
The advantage of that curve (because it has CM) is that there exist very simple
parametrizations as above. But any curve with reasonably small conductor (CM
or not) can be explicitly parametrized with little difficulty. Even if not, computing
the antiderivative F (τ) =

∑
n≥1(a(n)/n)q

n is very fast if the conductor is small
and τ not too close to the real axis.

Thus our goal is to generalize Monsky: given any elliptic curve E over Q (of
any rank) and an integer d such that the quadratic twist Ed of E by d has rank 1,
compute explicitly a nontrivial rational point on Ed by working only on the initial
curve E, assumed to be simpler.

The main work has been done by B. Allombert, and the gain is similar to
Monsky, several orders of magnitude faster. Assume d squarefree (not a restriction)
coprime to N (for general case see below). As in classical Heegner, we find a
negative fundamental discriminant D such that d | D and D is a square modulo
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4N , and work on the twist by D (which may be of rank 0). Find classical Heegner
points for the curve E (not its twist, this is the main point) corresponding to

D, their image in the Hilbert class field HD of K = Q(
√
D). Since HD contains

Q(
√
d), trace down not to E(K) (would give trivial point if twist by D of rank 0)

but to E(Q(
√
d)) ≃ Ed(Q(

√
d)), and only now descend to Ed(Q).

Explicit example: E = 37a1 (N = 37), d = 197. We choose D = −3d = −591,
which works. The Hilbert class field is of degree 22 over Q(

√
−591) (so absolute

degree 44) but contains also Q(
√
197). We compute the 22 Heegner points τ =

(−B +
√
D)/(2A) of level 37 and discriminant D: note that for A = N we have

ℑ(τ) =
√
|D|/(2A) ≈ 0.32 · · · , so is large (which is excellent!), while the conductor

of E197 is the huge 37 · 1972 which would need to divide all the A’s occuring as
denominator of τ if we worked directly on E197. We trace down to E(Q(

√
197))

and then to E197(Q) as above (we find a point with about 230 decimal digits
numerator and denominator of the x-coordinate).

If d is not coprime to the conductor N , crucial idea of Allombert is to use
a modified version of Heegner points, i.e., use τ such that the discriminant of
τ equals that of Qτ for some Q‖N coprime to D (including Q = 1!) such that
N/Q | gcd(d,N) (classical Heegner being Q = N).

Example timings:

Curve ellheegner Monsky/Bill

11a1 twisted by −195 1.63s 0.07s
11a1 twisted by −491 15.3s 0.09s
11a1 twisted by −1999 178.s 0.64s
37a1 twisted by 197 6.4s 0.21s
37a1 twisted by 509 59s 0.17s
37a1 twisted by −772 98s 3.6s
389a1 twisted by 301 51s 1.27s
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Integers expressible as the sum of two rational cubes

Manjul Bhargava

(joint work with Levent Alpöge, Ari Shnidman)

We prove that a positive proportion of integers are expressible as the sum of two
rational cubes, and a positive proportion are not so expressible, thus proving a
conjecture of Davenport. More generally, we prove that a positive proportion (in
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fact, at least one sixth) of elliptic curves in any cubic twist family have rank 0,
and a positive proportion (in fact, at least one sixth) of elliptic curves with good
reduction at 2 in any cubic twist family have rank 1.

Our method involves proving that the average size of the 2-Selmer group of
elliptic curves in any cubic twist family, having any given root number, is 3. We
accomplish this by generalizing a parametrization, due to Bhargava and Ho [3], of
elliptic curves with extra structure by pairs of binary cubic forms. We then count
integer points satisfying suitable congruences on a quadric hypersurface in the
space of real pairs of binary cubic forms in a fundamental domain for the action
of SL2(Z) × SL2(Z), using a novel combination of geometry-of-numbers methods
and the circle method that builds on earlier work of Ruth [5] and Alpöge [1]. In
particular, we make use of a new interpretation of the singular integral and singular
series arising in the circle method in terms of real and p-adic Haar measures on
the relevant group SL2 × SL2. We prove a new uniformity estimate for integral
points on such a quadric, which along with a sieve allows us to prove that the
average size of the 2-Selmer group over the full cubic twist family is 3. By suitably
partitioning the subset of curves in the family with given root number, we carry
out a further sieve to show that the root number is equidistributed and that the
same average, now taken over only those curves of given root number, is again 3.
Finally, we apply the p-parity theorem of Dokchitser and Dokchitser[4] and a new
p-converse theorem, proven by Burungale and Skinner in the Appendix of [2], to
conclude.

We also prove the analogue of the above results for the sequence of square num-
bers: namely, we prove that a positive proportion of square integers are expressible
as the sum of two rational cubes, and a positive proportion are not so expressible.
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Sums of rational cubes and the 3-Selmer group

Alexander Smith

(joint work with Peter Koymans)

We are interested in the following question:

Question 1. What proportion of the positive integers can be expressed as the sum
of two rational cubes?
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In other words, as d varies among the positive integers, how often does the
affine curve with equation x3 + y3 = d have a rational point?

The projective curve associated with this equation is the elliptic curve with
Weierstrass form Ed : y2 = x3 − 432d2. With finitely many exceptions among
cubefree integers d, Ed has positive rank if and only if d is the sum of two rational
cubes. The global root number of Ed is +1 for 50% of d and −1 for 50% of d, so
we have the following:

Proposition 2. Assume that the Birch and Swinnerton–Dyer conjecture holds.
Then at least 50% of positive integers are the sum of two rational cubes.

In analogy with Goldfeld’s conjecture for quadratic twist families [2], one might
predict that exactly 50% of positive integers are the sum of two rational cubes.

As reported in the previous abstract, Alpöge, Bhargava, and Shnidman have
recently made progress towards this conjecture by studying the 2-Selmer groups
in cubic twist families of elliptic curves [1]. We make progress instead by studying
the 3-Selmer groups, but we run into a problem noted in [1].

Proposition 3. For any r > 0, the 3-Selmer rank of Ed is greater than r for
100% of positive integers d.

But note that Ed has CM by the ring Z[
√
−3], and

√
−3 defines a 3-isogeny

from Ed to the curve Ed0 : y2 = x3 + 16x. Take

r3(E
d
0 ) = −1 + dimF3

Sel3Ed0 ;

Ed0 has a nontrivial rational 3-torsion point, so this is an upper bound on the rank
of Ed0 , and hence of Ed.

Theorem 4 ([3]). Among the curves Ed0 of global root number +1, 63% have 3-
Selmer rank 0. Furthermore, among the curves Ed0 of global root number −1, at
least 95.8% have 3-Selmer rank 1.

To prove this theorem, we consider the exact sequence

0 → Sel
√
−3Ed0 → Sel3Ed0 → Sel

√
−3Ed

For 100% of d, the group Sel
√
−3Ed0 is trivial. Furthermore, the image of the final

map in this sequence equals the kernel of the Cassels–Tate pairing

CTPEd : Sel
√
−3Ed × Sel

√
−3Ed → 1

3Z/Z.

To prove the result, we need to show that the pairings CTPEd behave approxi-
mately like uniformly selected random alternating pairings.

This is similar to the approach to proving distributional results for Selmer
groups appearing in [4, 5]. However, the distributional results of those papers are
built on delicate combinatorial arguments that cannot handle the large Selmer

groups Sel
√
−3Ed.

To prove Theorem 1, Koymans and I replaced the bilinear character sum esti-
mates at the heart of [4, 5] with a trilinear character sum estimate. A simple form
of this estimate takes the following form:
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Theorem 5 ([3]). Given integers d1, d2, d3, take [d1, d2, d3] ∈ {−1, 0, 1} to be the
Rédei symbol, as defined in [3, Example 2.5]. Choose three functions

a12, a13, a23 : Z× Z → C

of magnitude at most 1. Then, given real numbers H1, H2, H3 ≥ 3, we have

∣∣∣∣∣∣
∑

|d1|<H1

∑

|d2|<H2

∑

|d3|<H3

a12(d1, d2) · a13(d1, d3) · a23(d2, d3) · [d1, d2, d3]

∣∣∣∣∣∣

≪ H1H2H3 · log(H1H2H3)
1792 ·

(
H

−1/512
1 +H

−1/512
2 +H

−1/512
3

)

with the implicit constant absolute.

The flexibility of the general form of this result allows us to bypass the combi-
natorial steps of [4, 5], allowing us to prove Theorem 1.
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Enumerating exceptional 2-dimensional Artin representations
by conductor

Bill Allombert

(joint work with Aurel Page)

1. Summary

The purpose of this talk is to show how computational class field theory can be
applied to the construction of low-dimensional Artin representations of Gal(Q/Q)
given the conductor. For technical reasons, we will assume the GRH for Dedekind
zeta functions.
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2. Motivation

Around 2016, Henri Cohen and Karim Belabas wrote the PARI/GP[1] package
mfinit[2] for computing spaces of modular forms for Γ0(N), given a level N , a
weight and a character, using the trace formula method and Miyake’s criterion for
CM forms.

In the weight-1 case, according to Deligne-Serre’s theorem, modular forms are
associated to Artin L-function of 2-dimensional odd Galois representations, the
converse being true due to Langlands-Tunnell and Khare-Wintenberger[4].

A natural question is how to compute efficiently such Galois representations in
the exceptional case.

The trick is to use Brauer’s theorem which allows to write the Artin L-function
as a quotient of two Hecke-L functions in a very efficient way, which is much faster
than computing the modular form coefficients using mfinit. So we worked on a
way to compute the Galois representations without the knowledge of the modular
forms.

Using the trace formula method, the implementation of Kieran Child [3] reached
level 10000 using a cluster. Our method can handle much larger levels.

3. Computing the projective representation

The first step is to compute the number field cut by the projective representation
of the Galois group.

There are known algorithms using computational class field theory to build all
fields of Galois group A4 or S4 of a given discriminant, by using towers of Abelian
extensions. Aurel Page modified them to build all fields leading to a representation
of a given conductor. These algorithms are subexponential in the logarithm of the
conductor.

3.1. The A5 case. For the case A5 a full table of all number fields with Galois
group A5 with conductor less than 106 has been computed by the authors, by using
a targeted Hunter search and using the ratpoints[5] program to find the values of
the last coefficient that makes the discriminant a square. This required about 300
core×months.

For this computation we worked with Michael Stoll to improve ratpoints to take
advantage of the new SIMD capabilities (AVX256) in modern CPUs.

4. Lifting to GL2

The second step is to lift the projective representation to the twist-minimal linear
representation. This is a cyclic extension of the field, so it can also be expressed
in terms of class field theory.

Using Brauer’s theorem, we write the 2-dimensional representation as a differ-
ence of representations induced by 1-dimensional characters, which can be identi-
fied as Hecke characters.

For A4 and S4 they are attached to extensions of Q of degree 6 and 4, for A5

of degree 12 and 10.
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5. Algebraic Maass forms and higher-dimensional representations

The exact same technique works in principle for algebraic Maass forms with the
caveat that we cannot prove that the resulting L-function is holomorphic and that
they are attached to an actual Maass form.

It is in principle possible to use the same technique for higher dimensional
representations as long as the projective image is solvable, with the same caveat.
For example in dimension 3, we can handle the projective groups 6T 10 = F36(6) =
(C3 × C3)⋊ C4 and 9T 14.
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Random modular symbols

Dan Yasaki

(joint work with Avner Ash)

Let Γ denote the subgroup Γ±
0 (N) of GL2(Z), with N prime. Let V be the space

of holomorphic modular forms for Γ. Let

V = V1 ⊕ V2 ⊕ · · · ⊕ Vk ⊕ E

denote decomposition into Hecke eigenspaces, with the last E denoting the one-
dimensional Eisenstein subspace. We investigate the set of modular symbols in
V . If M ∈ V is a modular symbol, define the type of M to be (t1, t2, . . . , tk, tE),
where tα = 1 if the projection of M to Vα is nonzero, and tα = 0 otherwise.
Our talk presented the results of a computational investigation of the types of the
modular symbols in an increasing series of concentric boxes. We prove some of the
observations made in the data hold in general, while other observations are still
open questions. We discussed the following results:

(1) Most random modular symbols are cuspidal in the following sense. Let
(t1, t2, . . . , tk, tE) be the type of a modular symbol. Choosing modular
symbols in a “rectangular box” and letting the box grow to infinity, the

probability that tE = 0, i.e., the symbol is cuspidal, is 1+N2

(1+N)2 , and the

probability that tE = 1 is 2N
(1+N)2 .

http://pari.math.u-bordeaux.fr/
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https://arxiv.org/abs/0803.3165
https://www.mathe2.uni-bayreuth.de/stoll/programs/index.html
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(2) Let U ⊂ be the set of modular symbols, and let U ′ ⊂ be the cuspidal
symbols. Let Λ ⊂ V be the Z-lattice generated by U , and let Λ′ ⊂ V be
the Z-lattice generated by U ′. Then
(a) the set of cuspidal symbols is the cuspidal lattice, U ′ = Λ′;
(b) the modular symbols is the union of three cosets in Λ/Λ′,

U = Λ′ ∪ ([e, f ]Γ + Λ′) ∪ (−[e, f ]Γ + Λ′).

It follows that if there are no cuspforms of level N , then U consists of
three points. When the cuspidal space is nontrivial, U is infinite.

(3) There is an obstruction for a given type to occur, related to the existence
of “Eisenstein primes” [5, 6]. Let Λi be the projection of Λ to Vi, and let
Λ′
i be the projection of Λ′ to Vi. Suppose [Λi : Λ′

i] 6= 1, and let [v, w]Γ ∈ V
have type (t1, t2, . . . , tk, tE). Then tE = 1 implies that ti = 1.

For any given type that survives this obstruction, we give computational
evidence that the proportion of its occurrence in a box stabilizes as the
boxes grow larger. We interpret the limit of this ratio (assuming it exists)
as the box size goes to infinity as the probability that a random modular
symbol will have this type. See [1] for several plots. Contrary to our
original expectation, it does not appear to be the case that with probability
1 a random symbol will project nontrivially to each Vi. Whether the limit
actually exists, and why the limits have the various values that appear in
our computations, are open questions.

(4) A corollary of the Eisenstein obstruction predicts the existence of cusp-
forms that are congruent to Eisenstein series. Namely, if prime ℓ > 2
divides the index [Λi : Λ

′
i], then there is a newform of level N and weight

2 whose Hecke eigenvalue ap is congruent modulo ℓ to p+1 for all p 6= N .
Such a prime p divides N − 1.

For details, we refer to [1]. This work was partially supported by the Simons
Foundation (848154).
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Vanishing criteria for Ceresa cycles

Ari Shnidman

(joint work with Jef Laga)

Let C be a smooth, projective, and connected curve of genus g ≥ 2 over C and J
its Jacobian variety. Embed C →֒ J via x 7→ x − e, where e is a degree 1 divisor
e ∈ Pic(C) such that (2g − 2)e is canonical. The Ceresa cycle κ(C) ∈ CH1(J) in
the Chow group with Q-coefficients is the class of [C]− (−1)∗[C]. This is arguably
the simplest example of an algebraic cycle that is homologically trivial but not in
general algebraically trivial (as was proven by Ceresa [4]).

Recently, some non-hyperelliptic examples have been found with κ(C) = 0,
among curves with non-trivial automorphism group. Other examples have been
found proving the vanishing of the image κ̄(C) of κ(C) in the Griffiths group
Gr1(J). Let G = Aut(C) be the finite group of automorphisms of C. Our first
result is a general criteria: if H3(J)Gprim = 0, then κ(C). Here, H3(J)prim denotes

the primitive part of cohomology, the quotient of H3(J) by H1(C)(−1). This
extends a recent result of Qiu-Zhang [9]. The assumption forces the relevant part
of the intermediate Jacobian to vanish; we use this to show that not only does the
Abel-Jacobi image of κ(C) vanish, but κ(C) itself. This gives several interesting
examples of non-hyperelliptic curves with κ(C) = 0. However it is still quite rare,
for example the criteria applies to exactly two plane quartic curves.

Our second result concerns the more general case where H3(J)G is not zero,
but rather, is isomorphic to H1(A)(−1) for some abelian variety A. Let V =
H0(C,ΩC), the g-dimensional space of holomorphic differentials. Assuming the
Hodge conjecture for J × A, we show that the condition (∧3V )G = 0 implies
κ̄(C) = 0. For example, this applies to all Picard curves, i.e. plane quartics of
the form y3 = x4 + ax2 + bx + c; the relevant Hodge conjecture in this case has
been shown by Schoen. There are several other families of higher genus examples
satisfying (∧3V )G = 0, but it is not clear to the authors whether non-hyperelliptic
examples exist in arbitrarily large genus. Even in genus 3, it is not clear the true
strength of the criteria, since it may be combined with the fact that if D → C is a
cover, and κ(D) = 0 then κ(C) = 0, and similarly for the classes κ̄(C) and κ̄(D).
For example, the genus 7 Fricke-Macbeath curve satisfies both criteria but has a
genus 3 quotient which satisfies neither.

Our final result concerns families of curves where κ(C) = 0, but for non-group
theoretic reasons. Namely, we given an exact criteria for the vanishing of κ(C)
in the aforementioned family of Picard curves. Roughly, we may view the Picard
modular surfaces as fibered over the j-invariant 0 elliptic curve E : y2 = x3 + 1
(more precisely, a quotient of it) and κ(C) = 0 if and only if C lives in the fiber
above a torsion point of E. As a result, we find that there are infinitely many
plane quartic curves over Q with κ(C) = 0, and in fact, the Picard modular
surface (viewed inside M3) contains a countable sequence of rational curves on
which κ(C) = 0 identically. On the other hand, we also show that there is a
uniform bound on the order of a torsion Picard curve Ceresa cycle (in the Chow
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group with Z-coefficients, appropriately defined) defined over a given number field,
where the bound depends only on the degree of the number field.

The strategy of our proof of the vanishing criterion for κ(C) of Picard curves
makes sense more generally in any situation where one has a non-trivial family
of curves with fiber-wise algebraically trivial Ceresa cycle. We give several other
examples of such families, and it would be interesting in the future to: find more,
implement our strategy for all of them (which will require some non-trivial work,
including proving the relevant case of the Hodge conjecture if necessary), as well
as to unify or characterize these examples to whatever extent possible. Indeed, the
families we are aware of seem to exhibit certain common features, but the overall
picture is still a mystery.
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Gauss’ congruences and supercongruences for rational functions in
several variables

Masha Vlasenko

(joint work with Frits Beukers)

A sequence of integers {a(n);n ≥ 0} satisfies the Gauss congruences for a prime
number p if

a(n) ≡ a(n/p) mod pordp(n) ∀n.
Examples of such sequences include a(n) = an, a ∈ Z and, more generally, a(n) =
tr(An) where A is a matrix with coefficients in Z. In [2] we prove Gauss’ con-
gruences for expansion coefficients of multivariable rational functions, generalising
the results in [1]:
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Theorem 1. Consider Laurent polynomials P,Q ∈ Z[x±1
1 , . . . , x±1

n ]. Let ∆Q ⊂ Rn

be the Newton polytope of Q(∆Q = convex hull of its support supp(Q)). Assume
that supp(P ) ⊂ ∆Q and ∆Q∩Zn = {vertices}. Then for any prime p not dividing
any of the coefficients of Q, the coefficients of the formal expansion

P

Q
=
∑

u∈Zn

a(u)xu1

1 · · ·xun

n

at any vertex of ∆Q satisfy multivariable Gauss’ congruences

a(u1, . . . , un) ≡ a(u1/p, . . . , un/p) mod pminj ordp(uj) ∀u.

For example, the conditions of this theorem are satisfied by the Delannoy num-
bers

1

1− x1 − x2 − x1x2
=
∑

u∈Z2

≥0

D(u1, u2)x
u1

1 xu2

2

and the binomial coefficients

1

1− x1 − x2
=

∞∑

m=0

(x1 + x2)
m =

∑

u∈Z2

≥0

(
u1 + u2
u1

)
xu1

1 xu2

2 .

While the p-adic order in this theorem is the best possible in general, the binomial
coefficients provide an example of a supercongruence:

(
u1 + u2
u1

)
≡
(
(u1 + u2)/p

u1/p

)
mod p 2 min(ordp(u1),ordp(u2)).

In the talk we sketched a homological proof of the above theorem and explained
a generalisation of this method given in [3], which allows one to prove supercon-
gruences.
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Genus 2 curves over Q of small conductor

Andrew V. Sutherland

(joint work with Andrew R. Booker)

In his invited talk at the Algorithmic Number Theory Symposium in 1996, Poo-
nen proposed a list “reasonable projects for the near future” in the development
of algorithms for curves of genus 2 or more [12]. Proposed projects included faster
point-counting algorithms for genus 2 curves over finite fields, practical algorithms
to compute the conductor, Mordell-Weil group, and endomorphism ring of the Ja-
cobian of a genus 2 curve X/Q, implementation of the Chabauty–Coleman method
for determining rational points, methods to enumerate all genus 2 curves whose
Jacobians are isogenous to the Jacobian of a given curve, and a list of genus 2
X/Q for which Jac(X) has good reduction away from 2. Substantial progress has
been made on all the projects Poonen proposed, with one notable exception:

Assemble a list of genus 2 curves over Q of small conductor, anal-
ogous to the lists of elliptic curves in [5] and [8].

A database of genus 2 curves overQ of small discriminant constructed in 2016 is
part of the L-functions and Modular Forms Database (LMFDB) [7]. It is believed
to include a substantial proportion (perhaps 90 percent) of all genus 2 curves overQ
with discriminant |∆| ≤ 106, but only a tiny proportion (less than one percent) of
those with conductor N ≤ 106, because most curves with N ≤ 106 have |∆| > 106.
Indeed, the genus 2 curve with smallest possible conductor N = 112 = 121, the
modular curve X0(22), has ∆ = 212 · 114 = 59969536 > 106.

The tables of elliptic curves compiled by Cremona [8] have been expanded over
the years to include all elliptic curves E/Q of conductor N ≤ 500000 and are now
part of the LMFDB. These tables were compiled using the following approach:

(1) Assume modularity (now proved), which gives a bijection between isogeny
classes of elliptic curves E/Q and rational newforms f ∈ Snew

2 (Γ0(N)).
(2) Enumerate rational newforms f ∈ Snew

2 (Γ0(N)) for N = 1, 2, 3, . . ..
(3) Use Eichler-Shimura to construct an elliptic curve Ef for each f .
(4) Find all elliptic curves E/Q isogenous to Ef .

Steps (1), (2), and (4) are all expected to generalize, at least in principle, to abelian
varieties of dimension g > 1. For g = 2 there has been substantial recent progress
on steps (1) and (4); see [3] and [6]. Step (2) is much more challenging, and
currently only practical for g = 2 and very small N (it is difficult to get rigorous
results due to a lack of dimension formulae for spaces of paramodular forms). But
even if one could make step (2) practical, this will still be insufficient, because
there is simply no analog of step (3) for g > 1 (not even in principle).

Another approach for g = 1 uses Thué–Mahler solvers to enumerate all E/Q
with good reduction away from a fixed set of primes S [2, 9]. One can in principle
similarly determine all genus 2 curves X/Q with good reduction away from S
using S-unit solvers, but this is very hard to do in practice and it is not sufficient.
For g > 1, a curve may have bad reduction at a prime where its Jacobian has
good reduction (such primes divide the discriminant but not the conductor). The
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curve X0(22) is an example: it has bad reduction at 2, but its Jacobian has good
reduction at 2. There are many genus 2 curves X/Q of small conductor that have
bad reduction at large primes, including primes much larger than the conductor.

Thus for g > 1 a new approach seems to be required. In recent joint work with
Andrew Booker, we extend the axiomatic approach of Farmer, Koutsoliotas, and
Lemurell [10] to explicitly enumerate L-functions of small conductor. We restrict to
L-functions in the Selberg class (with polynomial Euler factors), which, under the
Hasse–Weil conjecture (implied by modularity), includes all L-functions of abelian
varieties. We focus on arithmetic L-functions L(s) =

∑
ann

−s with an ∈ Z. This
is a countable set, and if one fixes the conductor, degree, motivic weight, and
gamma factors (the last three are the same for every abelian surface over Q), it is
a finite set. For any positive integer m one can provisionally compute the finite
set of prefixes (a1, a2, . . . , am) that arise among these L-functions by using the

functional equation to eliminate other possibilities, and by making m = O(
√
N)

sufficiently large, one can ensure each prefix corresponds to at most one L-function.
To obtain a practical algorithm, we treat the an as unknown integer variables

that satisfy the Ramanujan/Hasse-Weil bounds and multiplicative relations im-
plied by the Euler product, and use the approximate functional equation for L(s)
and its twists (Rankin-Selberg convolutions of L(s) with known L-functions) to
obtain a system of inequalities that we solve using an iterative process that ex-
ploits high-performance implementations of the simplex method and LLL. This
allows us to substantially extend the feasible range of conductors.

In order to prove that every prefix output by our algorithm corresponds to an L-
function (and only one of them), we search for abelian varieties, and in particular,
Jacobians of genus 2 curves, that realize each prefix. Once we have an abelian
variety A/Q that realizes a particular prefix, assuming modularity, we can prove
that any abelian variety A′/Q realizing the same prefix must be isogenous to A.

As in the recent work of Alpöge and Lawrence presented by Alpöge at this
workshop, our results conditionally provide an effective form of the Shafarevich
conjecture proved by Faltings: the set of g-dimensionally abelian varieties A/Q
with good reduction outside of a fixed set of primes is finite. Assuming modularity
of abelian varieties over Q, we can in principle enumerate this finite set for any
given set of primes as follows. Results of Brumer and Kramer [4] provide an
explicit finite set of conductors to consider, results of Masser and Wustholz imply
that we can effectively enumerate all the abelian varieties A′/Q isogenous to an
A/Q that realizes a prefix output by our algorithm, and assuming modularity,
we are guaranteed to find an A/Q for each prefix if we simply enumerate A/Q
by height using brute force (for perfect power conductors we cannot restrict our
search to A of dimension g, we may also need to consider A of dimension ng
whose L-function may be the nth power of the L-function we seek). While the
brute force part of this algorithm is highly impractical, as a whole the algorithm
is arguably less impractical than the Alpöge-Lawrence algorithm, and it depends
on fewer (and weaker) conjectures. As explained in [1], this also yields an effective
version of Faltings’ proof of the Mordell conjecture, which with our approach is
conditional only on the modularity of abelian varieties.
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We do not yet have a practical algorithm that is guaranteed to find the A/Q
whose L-functions we seek (even assuming modularity), but we can do much better
than brute force, especially when g = 2 and when A can be realized as the Jacobian
of a curve (which is not always true, even for g = 2). Here we use two approaches.
The first leverages our knowledge of the prefix we seek, using a CRT approach
to produce global candidates that are locally compatible at many small primes.
The second uses the approximate functional equation to very quickly compute
provisional conductors (and missing Euler factors), which allows us to extend the
methods previously used to efficiently enumerate curves of small height that were
filtered for small discriminants in [7] to instead filter for small conductors. Together
these yield the following provisional theorem, whose proof is still in progress.

Theorem 1. Assume the paramodular conjecture. There are 456 L-functions of
abelian surfaces A/Q with conductor N ≤ 1000, of which

• 360 arise from products of elliptic curves over Q;
• 17 arise from weight-2 newforms with quadratic coefficients;
• 2 arise from the Weil restriction of an elliptic curve over a quadratic field;
• 77 arise from generic abelian surfaces, of which at least 67 are Jacobians.
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Université de Fribourg
Perolles
Chemin du Musee 23
1700 Fribourg
SWITZERLAND

Dr. Sabrina Kunzweiler
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Mathématiques et Informatique
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