
J. Spectr. Theory 15 (2025), 441–477
DOI 10.4171/JST/538

© 2024 European Mathematical Society
Published by EMS Press

This work is licensed under a CC BY 4.0 license

Eigenvalues for a class of non-Hermitian
tetradiagonal Toeplitz matrices

Manuel Bogoya, Juanita Gasca, and Sergei M. Grudsky

Abstract. We study a family of non-Hermitian tetradiagonal Toeplitz matrices having a lim-
iting set consisting of one analytic arc only. We derive individual asymptotic expansions for
all eigenvalues as the matrix size grows to infinity. Additionally, we provide specific expan-
sions for the extreme eigenvalues, which are those approaching the endpoints of the limiting
set. Although this family does not belong to the simple-loop class, we managed to extend the
existing theory to this case. Our results reveal the intricate details of the eigenvalue structure
and allow a high accuracy direct calculation.

1. Introduction

For an absolutely integrable function a over the complex unit circle T D @D, we
denote by Tn.a/ the n � n Toeplitz matrix .aj�k/n�1j;kD0, where ak represents the kth
Fourier coefficient of a, that is

ak D
1

2�

�Z
��

a.ei� /e�ik� d�:

The matrix Tn.a/ is characterized by having constant entries along the main diago-
nals, and the function a is customarily called symbol or generating function.

The study of Toeplitz matrices started in the first decade of the 20th century with
the classic works of O. Toeplitz and G. Szegő (see [15, 16] for the seminal papers
or the book [11] for reviewing the classic works, see also [14]). Since then, these
matrices have enjoyed popularity because of its many applications, including numeri-
cal analysis, engineering, stochastic processes, time series analysis, signal processing,
quantum and statistical mechanics, and image processing. Nowadays, a very popular
application is the numerical approximation for the solution to differential and integral
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equations with local techniques of finite differences, finite elements, finite volumes,
isogeometric analysis, and discontinuous Garlekin methods. The gathered research
material is immense and we refer the interested readers to the books [5,7,8]. A recent
approach named generalized locally Toeplitz sequences (GLT) can be found in [9,10].

The spectral characteristics of Toeplitz matrices, such as eigenvalues, eigenvec-
tors, spectral distribution, clustering, and localization, have been a popular research
topic for many decades now (see the beautiful paper [17] for a compendium and ulti-
mate results about spectral distribution, localization, and clustering).

If tasked with computing the eigenvalues of Tn.a/, the most straightforward ap-
proach is the use of a commercial eigensolver (such as Eigenvalues in the software
Mathematica, eig in MATLAB, or eigvals in JULIA). However, these methods can
often yield fundamentally inaccurate results. To see that consider for example the
generating function a.z/ D z2 C .2C 3i/z C .2C 3i/z�1, which produces a tetradi-
agonal Toeplitz matrix, that is, a Toeplitz matrix with only four non-zero diagonals.
Let �1;n; : : : ; �n;n be the eigenvalues of Tn.a/ ordered by increasing real part, and
let �j;n;d be the numerical approximation of �j;n computed with d precision digits,
where d D 16; 32; 64; 128; 500. Additionally, consider the error

en;d � max¹j�j;n;d � �j;n;500jW 1 6 j 6 nº; d D 16; 32; 64; 128:

Given n and d , en;d indicates the maximum number of correct figures that the approx-
imation �n;j;d will have. From Table 1 we see that for a fixed d , as n increases,
the number of correct figures decreases, meaning that an eigensolver may display d
figures, but only some of them are correct. On the other hand, for a fixed n, as d
increases, the number of correct figures increases. Therefore, increasing d ensures
more correct figures. As time complexity and memory consumption highly increase
with d , in practice, we want to know the minimum d producing certain quantity of
correct figures. For instance, computing with 16 precision digits, the approximation
of �j;n will not have even one correct figure for matrices with n larger than 32. While
working with 128 precision digits will make sense only for matrices with n 6 256.
In conclusion, as the matrix dimension grows, the required number of precision digits
to maintain accuracy in computations becomes very hard to achieve. Figure 1 shows
that working even with 128 precision digits produces a rough approximation of the
spectrum.

Another factor to consider here is that all commercial eigensolvers lack paral-
lelization capabilities and exhibit time complexities nearing the order O.n3/ with n
representing the size of the matrix. For structured matrices, such as the Toeplitz matri-
ces, there exist specialized algorithms with slight time complexity improvements. For
example, the NAG library uses the Lanczos algorithm, which is an iterative method to
find eigenvalues and eigenvectors of an n � n Hermitian matrix. The time complexity
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n 32 64 128 256 512 1024

en;16 4:59 � 10�7 3:94 6:89 10:44 15:60 22:73

en;32 2:66 � 10�32 1:48 � 10�9 3:27 7:22 10:62 15:65

en;64 3:46 � 10�64 3:85 � 10�64 6:80 � 10�15 4:59 7:33 10:61

en;128 2:90 � 10�128 2:80 � 10�128 2:64 � 10�128 3:51 � 10�24 4:71 7:40

Table 1. The errors en;d for different values of n and d .
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Figure 1. The set spTn.a/ for a.z/D z2C czC cz�1 with cD 2C 3i and nD 1024, computed
with d precision digits for different values of d . The green, magenta, orange, blue, and red
points correspond to d D 16; 32; 64; 128, and 500, respectively.

of the Lanczos algorithm is O.rn2/ where r is the average number of non-zeros in
a row. Beyond the time complexity, the available eigensolvers have a memory con-
sumption which increases as n2, and therefore, it is important to have a more efficient
alternative.

Based on numerical experiments (see Figure 2), the asymptotic expansion devel-
oped for eigenvalues exhibits linear time complexity, representing a significant im-
provement over traditional eigenvalue solver methods. As previously said, standard
eigensolvers are commonly accepted to have a time complexity of O.n3/, where n
denotes the size of the matrix, but Figure 2 shows that their practical time complexity
can approach O.n4/. This discrepancy highlights the inefficiency of standard meth-
ods for large matrices. Given the size of a matrix, the execution time of an eigensolver
can vary significantly based on the desired precision and the condition number of the
respective eigenvector matrix. For matrices of considerable size and “well” condition-
ing, computation with 16 precision digits can be relatively fast, as eigensolvers are
typically optimized for such scenarios, delivering acceptable results within a reason-
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Figure 2. The 10-base logarithm of the execution time calculating the eigenvalues of Tn.a/
with a.z/ D z2 C .2C 3i/z C .2C 3i/z�1, for the eigensolver eigenvalues in SageMath,
working with 500 precision digits (green) and the asymptotic expansion in Theorem 2.4 with
16 precision digits (blue), considering matrix sizes ranging from 16 to 2000.

able timeframe. However, when higher precision is necessary or the matrix is poorly
conditioned, the execution time can escalate notably. In contrast, for large matrices,
asymptotic expansions can offer rapid eigenvalue estimates, reducing significantly
the computational effort while maintaining accuracy. Thus, the proposed asymptotic
expansion not only drastically reduces computation time but also provides an accurate
solution for high-dimensional problems.

In 2010, a new research brand was initiated by A. Böttcher, E. Maximenko, and
one of the authors with the paper [6], where they considered a class of real-valued
symbols and developed a technique named now simple-loop method (SLM) to find
individual asymptotic expressions for the eigenvalues of the respective Toeplitz matri-
ces. Such an expansion can produce a very good approximation for each eigenvalue
of Tn.a/ instantly and the whole spectrum in linear time.

More specifically, for a constant ˛ > 0, consider the well-known weighted Wiener
algebra W ˛ , which is the collection of all functions aWT ! C admitting the repre-
sentation a.z/ D

P1
kD�1 akzk .z 2 T / and satisfying

kak˛ �

1X
kD�1

jakj.jkj C 1/
˛ <1:

Let gWR! R be the 2�-periodic function given by g.�/ � a.ei� /. The simple-
loop class SL˛ is the set of all real-valued a 2W ˛ satisfying the following conditions.

(i) The range of g is a segment Œ0; �� with � > 0.

(ii) g.0/ D g.2�/ D 0, g0.0/ D g0.2�/ D 0, and g00.0/ D g00.2�/ > 0.

(iii) There is a �0 2 .0; 2�/ such that g.�0/ D �, g0.�/ > 0 for 0 < � < �0,
g0.�/ < 0 for �0 < � < 2� , g0.�0/ D 0, and g00.�0/ < 0.



Eigenvalues for a class of non-Hermitian tetradiagonal Toeplitz matrices 445

The simple-loop method yields, among other results, that if �1;n 6 � � � 6 �n;n are
the eigenvalues of Tn.a/, then there exists an integerm> 2 (depending on the symbol
smoothness) such that

�j;n D

m�1X
kD0

ck.�j;n/
.nC 1/k

CEm.�j;n/;

where

• �j;n D �j=.nC 1/;

• the coefficients ck W Œ0;��!R are functions depending only on a that, in principle,
can be found explicitly;

• the reminder, or error term, Em.�j;n/ equals O.n�m/ as n ! 1 uniformly in
j D 1; : : : ; n.

The SLM has inspired a number of theoretical and numerical works, starting with
real-valued symbols including the cases of symmetric, non-symmetric with ˛ > 4

and then ˛ > 2, tetradiagonal, and more recently, non real-valued symbols with real
limiting set. See the reviews [1, 3] and the references therein.

For a Laurent polynomial a,

a.z/ �
X̀
kD�r

akz
k with r; ` > 1; a�r ; a` ¤ 0; z 2 T ; (1.1)

the resulting matrix Tn.a/ is a sparse matrix having a finite number of non-zero diag-
onals, as we can see below:

Matrices of this kind are known as banded because of the non-zero band a`; : : : ; a�r .
In such a case, Schmidt and Spitzer [13] showed that, as n goes to infinity, the

spectrum of Tn.a/, spTn.a/, converges in the Hausdorff metric to a certain set called
limiting set and denoted by ƒ.a/, which turns out to be the union of finitely many
analytic arcs together with their endpoints, not containing isolated points. Ullman [18]
later proved that ƒ.a/ is connected.
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Figure 3. The curve  (blue).

For � 2 C and a as in (1.1), consider the equation a.z/ D �. We denote by zk.�/
(k D 1; : : : ; r C `) the respective solutions and arrange them in non-decreasing mod-
ulus order, that is,

jz1.�/j 6 jz2.�/j 6 � � � 6 jzrC`.�/j:

One of the crucial results in [13] is that the point � belongs to ƒ.a/ if and only if
jzr.�/j D jzrC1.�/j. See [5, Section 11] for a complete treatment of this topic.

Let  be the piece of the curve ¹b 2CW j1C bj D 2jbj2º that lies in the closed disk
¹b 2 CW j1C bj 6 1º (see Figure 3) and let � be the curve

� �
°
˙2

.1C b C b2/3=2

b.1C b/
W b 2 

±
:

The ˙ indicates that we take both values of .1 C b C b2/3=2. The curve � is the
boundary of the blue domain � shown in Figure 4.

The authors of [4] considered the generating function (1.1) with r D 1, `D 2, and
proved that ƒ.a/ coincides with a dilatation and a translation of the limiting set of
either the generating functions z2 C z�1 or z2 C cz C cz�1, where c is a non-zero
complex constant. The authors were able to understand the relationship between the
number of analytic arcs inƒ.a/ and the parameter c, obtaining the following. If c …�
or c D ˙3

p
3, then ƒ.a/ consists of one analytic arc and two endpoints (Type 1); if

c 2 @� n ¹˙3
p
3º, then ƒ.a/ consists of two analytic arcs and three endpoints, one

of which joins the arcs (Type 2); and if c 2 int�, then ƒ.a/ consists of three analytic
arcs and four endpoints one of them joining the arcs, and three endpoints (Type 3).
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Figure 4. The set �.

When c 2 .�1;�3
p
3� [ Œ3

p
3;1/, the limiting set is a real line segment, which

they called “degenerate case.” See Figure 5.
In the paper [2], we made a more detailed study of the degenerate case. We com-

puted the individual asymptotic expansions for all the eigenvalues, as the matrix size
goes to infinity, and provided specific expansions for the extreme eigenvalues, which
are those approaching the extreme points of the limiting set.

In the present article we bound ourselves to the case where ƒ.a/ consists of one
non-real analytic arc and use the Widom determinant formula [19] together with the
SLM to obtain an asymptotic expansion for each eigenvalue of Tn.a/. We emphasize
that it is the very first time that individual asymptotic expansions are obtained for
complex-valued eigenvalues.

The paper is organized as follows. In Section 2 we introduce the study objects
and present our main results. In Section 3 we present key findings for the limiting set
as discussed in [4], with a specific focus on Type 1. Subsequently, we define a key
function establishing a bijection between the limiting set and the real interval Œ0; 2��,
and use the Widom formula for the determinants of finite Toeplitz matrices to obtain
a nonlinear equation for the localization of all the eigenvalues. In Section 4 we extend
the SLM to prove our main results, and finally, in Section 5 we present numerical
examples illustrating the effectiveness of our results.

2. Main results

In [13] Schmidt and Spitzer discovered the following trick. For n > 0 and a constant
� 2 .0;1/, consider the diagonal matrix D�;n � diag..�j�1/njD1/ and the generating
function a�.z/� a.�z/, where a is a Laurent polynomial. Then we have the similarity
relation

D�;nTn.a/D
�1
�;n D .aj�k�

j�k/nj;kD1 D Tn.a�/;

and as a consequence Tn.a�/ and Tn.a/ both share the same eigenvalues.
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(c) Type 3: c D 1=2C i=2 2 Int .
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(d) Degenerate case: c D 6 2 C n .

Figure 5. The four types of limiting sets.

Consider the generating function

a.z/ � a2z
2
C a1z C a0 C a�1z�1; a2; a�1 ¤ 0:

Thus, Tn.a/ is an arbitrary tetradiagonal Toeplitz matrix. According to [4], if a1 D 0
we can choose � such that �2a2 D ��1a�1, to obtain

spTn.a/ D a0 C �2a2 spTn.z2 C z�1/:

Otherwise, taking � such that �a1 D ��1a�1, it follows that

spTn.a/ D a0 C �2a2 spTn.z2 C cz C cz�1/;

where c D a1.�a2/
�1. Therefore, the problem of calculating the eigenvalues of an

arbitrary tetradiagonal Toeplitz matrix can be reduced to the cases a.z/ D z2 C z�1

or a.z/ D z2 C cz C cz�1 with c 2 C n ¹0º.
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Figure 6. The range of the generating function a (red) and the limiting set ƒ.a/ (blue), for
a.z/ D z2 C cz C cz�1 with c D 2C 3i 2 C n�.

From this point on, we bound ourselves to the generating function (see Figure 6),

a.z/ � z2 C cz C cz�1; c 2 C n�: (2.1)

By [13], we know that for every sufficiently large n, the spectrum of Tn.a/ is
arbitrarily close to ƒ.a/. In our case, [2] tells us that„ since c 2 C n�, the limiting
set consists of one analytic arc and two endpoints. We denote the endpoints by �1; �2,
and the analytic arc by Œ�1 � �2�.

Additionally, we will make use of the algorithm exposed in [4] for computing the
limiting set. In order to present it here, we state first some key findings of [4] adapted
to our case. If � 2 ƒ.a/, then

• the equation a.z/ D � has three solutions z1.�/, z2.�/, and z3.�/, satisfying

jz1.�/j D jz2.�/j < jz3.�/j;

and hence, there exists a real number s0 2 Œ0; 2�� such that z2.�/ D eis0z1.�/;

• Vieta’s theorem applied to the equation a.z/ D � gives z3.�/ D �ce�is0z1.�/
�2,

implying that jz2.�/j < jz3.�/j is equivalent to jz1.�/j < jcj1=3;

• z1.�/ solves the equation a.z/ � a.eis0z/ D 0;

• if t1, t2, and t3 are the zeros of a0.z/, labeled in such a way that jt1j 6 jt2j 6 jt3j,
then �k D a.tk/ .k D 1; 2/ are the endpoints of ƒ.a/;

• for every s 2 Œ0; 2��, the equation a.u/ � a.eisu/ D 0 has three solutions uk.s/
.kD 1;2;3/, and �k.s/� a.uk.s// belongs toƒ.a/ if and only if juk.s/j6 jcj1=3.
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Algorithm 2.1. The limiting set ƒ.a/, with a given by (2.1), can be calculated as
follows. For a fixed positive integer n and the step-size h D 2�=.nC 1/, consider the
regular grid �1;n; : : : ; �n;n with �j;n � jh.

(1) For each j D 1; : : : ; n, employ a numerical polynomial solver (such as Root
in Mathematica, or roots in SageMath) to calculate the solutions of the
equation a.z/ � a.ei�j;nz/ D 0 for z, and name them as

u1;j;n; u2;j;n; u3;j;n:

(2) Store only those uk;j;n satisfying juk;j;nj < jcj1=3.

(3) Return the respective points �k;j;n � a.uk;j;n/, which must belong to ƒ.a/.

The endpoints of ƒ.a/, �1, and �2, can be easily found numerically. Hence,
together with Algorithm 2.1, we obtain nC 2 points in ƒ.a/. We highlight that the
beauty of this algorithm, beyond its efficiency, is that it does not require to compute
any eigenvalues at all.

Remark 2.2. Numerical experiments show that for a sufficiently large n 2 N, the
points z D uk;j;n in the previous step (2) form a smooth path. Additionally, the solu-
tions of a.z/ � a.uk;j;n/ D 0 are

z D uk;j;n; z D ei�j;nuk;j;n; z D �
ce�i�j;n

u2
k;j;n

;

and they all satisfy jzj < jcj1=3.

Remark 2.2 suggests the existence of a continuous function uW Œ0; 2��! C satis-
fying a.u.Œ0; 2��// D ƒ.a/. In the next section, we will prove this and derive some
properties of u. Sadly, we were not able to find an analytic expression for u, but in
our numerical experiments, we could approximate it using interpolation of the data
.�j;n; uk;j;n/ .j D 1; : : : ; n/ .k D 1; 2; 3/. The importance of u rests mainly in the
fact that

 .s/ � a.u.s// (2.2)

maps the interval Œ0; 2�� to the limiting set ƒ.a/. Such a function is called spectral
symbol and is the leading coefficient of our asymptotic expansion.

Our main goal is to provide individual asymptotic expansions for the eigenvalues
of Tn.a/. To achieve this, we need to introduce the following auxiliary functions:

h1.s/ � 1C
1

c
e2isu.s/3; h2.s/ � 1C

1

c
eisu.s/3; �.s/ � �i log

�h1.s/
h2.s/

�
:

From Remark 2.2, we know that ju.s/j < jcj1=3, whence jhk.s/j > 0 .k D 1; 2/, and,
as a consequence, � is well defined.
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As in Algorithm 2.1, for n 2 N and j 2 ¹1; : : : ; nº, we consider the grid points

�j;n �
2�j

nC 1
; dj;n � �j;n �

�.�j;n/

nC 1
;

and the neighborhoods

�ı � ¹z 2 CWRe.z/ 2 .0; 2�/; jIm.z/j < ıº; (2.3)

for some sufficiently small number ı > 0, and

‚j;n � ¹s 2 �ı W js � dj;nj 6 rj;nº; (2.4)

where rj;n � 3 sup¹j� 0.s/jj�.�j;n/j.nC 1/�2W s 2 �ıº. The sequence .�j;n/njD1 is a
regular mesh for the interval Œ0; 2��, and the constants rj;n were selected in such a
way that the sets .‚j;n/njD1 become pairwise disjoint.

Recall that ƒ.a/, with a given by (2.1), consists of one analytic arc without self-
intersections. We will prove that  can be continued to an analytic and one-to-one
function on �ı , concluding that  restricted to .0; 2�/ is an smooth parametrization
of ƒ.a/.

The following are our main results.

Theorem 2.3. Let a be the generating function in (2.1) and take an small ı > 0. Then,
for every sufficiently large n 2 N and each j 2 ¹1; : : : ; nº, the following statements
hold.

(1) The eigenvalues of Tn.a/, �1;n; : : : ; �n;n, are pairwise distinct and there is a
number sj;n 2 ‚j;n such that �j;n D  .sj;n/, where  is given by (2.2).

(2) The number s D sj;n satisfies the equation

.nC 1/s C �.s/ D 2�j CE1.s/;

where E1.s/ is an analytic function in a complex neighborhood of .0; 2�/,
with E1.s/ D O.e�n�/, and whose derivative satisfies E 01.s/ D O.ne�n�/.
Both order relations work as n!1 for certain � > 0, uniformly in s 2 �ı .

(3) The equation
.nC 1/s C �.s/ D 2�j;

has a unique solution s�j;n 2 ‚j;n, and we can write

�j;n D  .s
�
j;n/CE2.s

�
j;n/;

where E2.s�j;n/ D O.e�n�=n/, as n!1 for certain � > 0, uniformly in j .
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Theorem 2.4. Under the same hypothesis of Theorem 2.3, as n!1, we have the
following expansions:

sj;n D q0.�j;n/C
q1.�j;n/
nC 1

C
q2.�j;n/
.nC 1/2

CH.�j;n/;

�j;n D r0.�j;n/C
r1.�j;n/
nC 1

C
r2.�j;n/
.nC 1/2

C yH.�j;n/;

where

q0.s/ D s; q1.s/ D ��.s/; q2.s/ D �.s/�
0.s/;

r0.s/ D  .s/; r1.s/ D � 0.s/�.s/; r2.s/ D
1

2
 00.s/�.s/2 C  0.s/�.s/� 0.s/;

H.�j;n/ D O.�j;n.�j;n � 2�/=n
3/, and yH.�j;n/ D O.�2j;n.�j;n � 2�/

2=n3/ are the
remainder (error) terms. The order relations work as n!1 uniformly in j .

A consequence of Theorem 2.4 is that

if j=n! 0 then �j;n !  .0/ D �1;

if j=n! 1 then �j;n !  .2�/ D �2:

Therefore, in our case, the eigenvalues �j;n can be classified as follows: the eigenval-
ues satisfying j=n! 0 or .n� j /=n! 0, which we call extreme, and the remaining
ones, which we call inner. The extreme eigenvalues have an important role in practice
for estimating the norm of large matrices or its inverse, and the accuracy of certain
algorithms.

If a is given by (2.1), then �1 and �2 belong to the limiting setƒ.a/, and we know
that, as n!1, there are eigenvalues of Tn.a/ arbitrarily close to them, see Figure 6.
For k D 1; 2, Vieta’s theorem tells us that a.z/� �k has exactly two solutions, tk and
�ce�ist�2

k
. Hence, we can write

a.z/ D �k C

1X
`D1

a`;k.z � tk/`; (2.5)

where a`;k D a.`/.tk/=`! and the variable z belongs to some neighborhood of tk .
Moreover, we know that a0.tk/ D 0 and a.`/.tk/ ¤ 0, for k D 1; 2 and ` > 2. As a
consequence, a1;k D 0 and a`;k ¤ 0 for k D 1; 2 and ` > 2. Here is our result for the
extreme eigenvalues.

Theorem 2.5. Under the same hypothesis of Theorem 2.3, the following statements
hold:
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(1) if .jn/ is a sequence satisfying j 2n =n! 0 and j 2 ¹1; : : : ; jnº, then

�j;n D �1 C
u1;1j 2

.nC 1/2
C

u2;1j 2

.nC 1/3
C

u3;1j 2 C u4;1j 4

.nC 1/4
C o

�j 4
n5

�
I

(2) if .jn/ is a sequence satisfying .n � jn/2=n! 0 and j 2 ¹jn; : : : ; nº, then

�j;n D �2 C
u1;2.nC 1 � j /2

.nC 1/2
C

u2;2.nC 1 � j /2

.nC 1/3
C

u3;2.nC 1 � j /2

.nC 1/4

C
u4;2.nC 1 � j /4

.nC 1/4
C o

� .n � j /4
n5

�
I

the coefficients are given by

u1;k � �a2;k.tk�/2; u2;k � 2a2;k
t5
k
�2

c C t3
k

; u3;k � �3a2;k
t8
k
�2

.c C t3
k
/2
;

u4;k �
�

a4;kt4k � a3;kt3k �
5a2
3;k

4a2;k
t4k �

2a2;k
3

�
t2k�

4;

and the order relations are uniform in j .

Remark 2.6. The results in Theorem 2.5 can be specified as follows:

• if .jn/ is a sequence satisfying jn=n! 0 and j 2 ¹1; : : : ; jnº, then

�j;n D �1 C
u1;1j 2

.nC 1/2
C o

�j 2
n3

�
C o

�j 4
n4

�
I

• if .jn/ is a sequence satisfying .n � jn/=n! 0 and j 2 ¹jn; : : : ; nº, then

�j;n D �2 C
u1;2.nC 1 � j /2

.nC 1/2
C o

� .n � j /2
n3

�
C o

� .n � j /4
n4

�
I

• if .jn/ is a sequence satisfying j 4n =n
3 ! 0 and j 2 ¹1; : : : ; jnº, then

�j;n D �1 C
u1;1j 2

.nC 1/2
C

u2;1j 2

.nC 1/3
C o

�j 4
n4

�
I

• if .jn/ is a sequence satisfying .n � jn/4=n3 ! 0 and j 2 ¹jn; : : : ; nº, then

�j;n D �2 C
u1;2.nC 1 � j /2

.nC 1/2
C

u2;2.nC 1 � j /2

.nC 1/3
C o

� .n � j /4
n4

�
:
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3. Preliminaries

3.1. Limiting set

Assume that the generating function a has the form

a.z/ D z2 C cz C cz�1; (3.1)

for a non-zero complex constant c. Then we know that the respective limiting set
admits the representation

ƒ.a/ D ¹� 2 CW jz1.�/j D jz2.�/j 6 jz3.�/jº;

where zk.�/ .k D 1; 2; 3/ are zeros of a.z/ � �. The points � 2 ƒ.a/ have the fol-
lowing analytical classification.

• We call � a simple point if jz2.�/j < jz3.�/j and z1.�/ ¤ z2.�/.

• A branch point is a � 2 ƒ.a/ such that two or all three of z1.�/; z2.�/; z3.�/,
coincide. In such a case, they may be labeled so that jz2.�/j6 jz3.�/j and z1.�/D
z2.�/.

• The remaining points in ƒ.a/ are called multiple points and produce pairwise
distinct z1.�/; z2.�/; z3.�/, with jz2.�/j D jz3.�/j.

Clearly, the union of simple, branch, and multiple points is the whole setƒ.a/. In our
case, the respective topological classification is as follows. The simple points have
a neighborhood where the limiting set is an analytic arc starting and ending at the
boundary, a branch point is where an analytic arc starts without intersecting any other
arc, and a multiple point is where two or more arcs coincide.

The following Theorems 3.1, 3.2, 3.3, and 3.4 can be found in [4], and, since they
are important for the present work, we present them here without a proof.

Theorem 3.1. Let a be the generating function in (3.1). Then ƒ.a/ has a multiple
point if only if c 2 int�.

Theorem 3.2. Let a be the generating function (3.1). If � 2ƒ.a/ is simple then there
is a unique number s 2 .0; 2�/ such that z1.�/=z2.�/ D eis and

a0.z1.�// � eisa0.eisz1.�// ¤ 0:

Moreover, there is a neighborhood of � which intersected withƒ.a/ is an analytic arc
(without self-intersection) starting and finishing on its boundary.

Theorem 3.3. Let a be the generating function in (3.1) with c … int�. Then �1 and
�2 are branch points of ƒ.a/.
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Theorem 3.4. Under the same hypothesis of Theorem 3.3, there are two analytic arcs
`1 and `2 belonging toƒ.a/, coming from the points �1 and �2, respectively, and near
them we have the representation

j̀ D s
°
� 2 CW� D �j �

a00.tj /
8

t2j s
2
CO.s3/; s 2 .0; "/

±
;

for some " > 0 and j D 1; 2.

Theorem 3.5. Under the same hypothesis of Theorem 3.3, the set ƒ.a/ consists of
one analytic arc Œ�1 � �2�, without self-intersection.

Proof. By Theorems 3.3 and 3.4, ƒ.a/ has �1 and �2 as branch points with one out-
going arc coming from each of them. Due to Theorem 3.1, there is no multiple point.
Therefore, ƒ.a/ consists exactly of simple points and two branch points. Since ƒ.a/
is the union of a finite number of pairwise disjoint (open) connected analytic arcs and
there are no multiple points, we must have ƒ.a/ D Œ�1 � �2�.

3.2. Spectral symbol

We now justify the existence and properties of the function  given by (2.2), which
is our spectral symbol for the eigenvalues of Tn.a/. Let us start with the function u
introduced in (2.2).

For � 2 ƒ.a/, let
jz1.�/j 6 jz2.�/j 6 jz3.�/j;

be the zeros of a.z/ � �. Then we must have jz1.�/j D jz2.�/j. From the open map-
ping theorem and the analyticity of a, each zj .�/ .j D 1; 2; 3/ turns out to be a
continuous function.

Consider the auxiliary function 'Wƒ.a/! R given by

'.�/ � �i log
�z2.�/
z1.�/

�
:

The fact that '.�/2R is a consequence of jz1.�/j D jz2.�/j. Since '.�/ is continuous
andƒ.a/ is compact and connected, so is '.ƒ.a//. Additionally, z1.�/ and z2.�/ can
be labeled so that '.�1/D 0 and '.�2/D 2� , and hence we have '.ƒ.a//D Œ0; 2��,
which implies that for every s 2 Œ0; 2�� there exists � 2 ƒ.a/ (an inverse image of s
under '.�/) such that z2.�/=z1.�/ D eis and � D a.z1.�// D a.z2.�//.

Thus, z1.�/ solves a.z/� a.eisz/D 0, a.z/� �D 0, and jz1.�/j < jcj1=3 simul-
taneously, and, according to Algorithm 2.1, a point � 2 C belongs to ƒ.a/ if and
only if z1.�/ satisfies these three relations. For example, for � D �1, the solutions of
a.z/ � � D 0 are

z1.�/ D i; z2.�/ D �i; z3.�/ D �c;
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with sD� . Thus, zD z1.�1/D i solves a.z/� a.�z/D 0, a.z/D�1, and jz1.�/j D
1 < jcj1=3, and therefore � D �1 belongs to ƒ.a/.

LetD � z1.ƒ.a// � C. Since z1.�/ is a continuous function andƒ.a/ is a com-
pact and connected set, so is D, and obviously we have a.D/ D ƒ.a/.

Proposition 3.6. There exists a function u, analytic in a complex neighborhood of
Œ0; 2��, such that a.u.Œ0; 2��// D ƒ.a/.

Proof. As previously discussed, we know that for each s 2 Œ0; 2�� there is a solution
z D u.s/ of

a.z/ � a.eisz/ D 0; (3.2)

satisfying a.u.s// 2 ƒ.a/. The following diagram shows the interplay between the
sets ƒ.a/, D, and Œ0; 2��, and the functions connecting them:

ƒ.a/ D

Œ0; 2��

 

!
z1

 

!
'

 

!

a

 

!

 

 

!
u

We want to extend u to a function analytic on a certain complex neighborhood of s.
By noticing that

u.0/ D t1; u.2�/ D t2; a.u.0// D �1; a.u.2�// D �2;

we can see that a.u.s// is branch point of ƒ.a/ if and only if s 2 ¹0; 2�º; otherwise,
it is a simple point if and only if s 2 .0; 2�/. Then, we divide the proof in two cases:
s 2 .0; 2�/ and s 2 ¹0; 2�º.

Case 1. Assume that s0 2 .0; 2�/ and let ‚.z; s/ � a.z/ � a.eisz/. We know that
a.u.s0// is a simple point of ƒ.a/, and in such a case, Theorem 3.2 tells us that

@‚

@z
.u; s0/ D a

0.u/ � eis0a0.eis0u.s0// ¤ 0:

Thus, by (3.2), and the implicit function theorem for complex variables (see [12])
applied to ‚, we conclude the existence of a complex neighborhood Ns0 of s0, such
that (3.2) has a unique solution z D u.s/ for any in s 2 Ns0 . Moreover, u is single-
valued and analytic in Ns0 .

The previous construction was made locally for each s0 2 .0; 2�/. Then let u be
the respective analytic continuation to the set

S
s02.0;2�/Ns0 .
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Case 2. Assume that s D 0. A simple calculation shows that

a.z/ � a.eisz/ D .1 � eis/ˆ.z; s/;

where
ˆ.z; s/ � .1C eis/z2 C cz � ce�isz�1:

Therefore, ˆ.z; s/ D 0 and a.z/ � a.eisz/ D 0 have the same solutions with respect
to the variable z. In particular, ˆ.t1; 0/ D 0.

According to the implicit function theorem for complex variables, by showing
that @ˆ=@z.t1; 0/ ¤ 0, we obtain the existence of a function u analytic in a complex
neighborhood of 0 satisfying ˆ.u.s/; s/ D 0 there, with u.0/ D t1.

Fortunately, the case @ˆ=@z.t1; 0/ D 0 is not possible because, in such a case, we
have @ˆ=@z.t1; 0/ D 4t1 C c C ct�21 , which combined with 0 D a0.t1/ D 2t1 C c �
ct�21 produces

0 D ˆz.t1; 0/ � a
0.t1/ D 6t1 C 2c;

and thus, t1 D �c=3. Therefore, 0 D a0.t1/ D a0.�c=3/ is a quadratic equation with
solution c D˙3

p
3 2 @�, contrary to our general assumption (2.1). Hence, we arrive

at @ˆ=@z.t1; 0/ ¤ 0 and the existence of the required function u. The case s D 2�
can be proven in a similar manner.

Proposition 3.7. For k D 1; 2, the function u in Proposition 3.6 admits the following
expansion at the points &1 D 0 and &2 D 2�:

u.s/ D tk C

1X
`D1

d`;k.s � &k/`;

where the coefficients d`;k can be calculated in terms of a`;k and tk , for instance

d1;k D �i
tk

2
;

d2;k D
1

8

a3;k
a2;k

t2k ;

d3;k D
�i
2

�1
8

a3;k
a2;k

t2k C
tk

12

�
:

Proof. We start with the case k D 1. Since u is analytic in a complex neighborhood
of 0 and u.0/ D t1, we can write

u.s/ D t1 C

1X
`D1

d`;1s`: (3.3)
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Expanding eis around s D 0 and multiplying we obtain

eisu.s/ D t1 C

1X
`D1

˛`s
`; (3.4)

where the coefficients ˛` can be computed in terms of d`;1, for example

˛1 D d1;1 C it1; ˛2 D d2;1 C id1;1 �
t1

2
; ˛3 D d3;1 C id2;1 �

d1;1
2
� i
t1

6
:

We now compose (3.3) with (2.5) and (3.4) with (2.5), and subtract them to reach

a.u.s// � a.eisu.s// D

1X
`D1

ˇ`s
`;

where the coefficients ˇ` can be found in terms of a`;k and d`;k , for example

ˇ1 D t
2
1 � 2id1;1t1;

ˇ2 D 2i
�

a2;1t1d2;1 �
a3;1t31
8

�
;

ˇ3 D 2it1a2;1d3;1 � a2;1t1d2;1 �
a2;1t21
12

:

Finally, since a.u.s// � a.eisu.s// D 0, we obtain ˇ` D 0 for ` > 1, and, using
that a2;1 ¤ 0, the equations ˇ` D 0 with ` D 1; 2; 3, yield

d1;1 D �i
t1

2
; d2;1 D

1

8

a3;1
a2;1

t21 ; d3;1 D
�i
2

�1
8

a3;1
a2;1

t21 C
t1

12

�
:

The case k D 2 can be proven in a similar manner.

Remark 3.8. The function u can be defined on the whole real line as follows. Define
first u.s/ � e�isu.�s/ for s 2 Œ�2�; 0/. Note that the resulting function is defined
in Œ�2�; 2�� and satisfies u.�2�/ D u.2�/. Finally, extend the function u periodi-
cally over all R. The obtained extended version is 4�-periodic, and satisfies u.�s/ D
eisu.s/ and u.2� C s/ D u.2� � s/ for every s 2 R.

By Proposition 3.6, the function  given by (2.2) is analytic in a complex neigh-
borhood of Œ0;2��with .Œ0;2��/Dƒ.a/, .0/D �1, .�/D�1, and .2�/D �2.
The following result shows that it is also injective.

Proposition 3.9. The function  in (2.2) is one-to-one on Œ0; 2��.

Proof. We will show that  is one-to-one on the intervals Œ0; �� and Œ�; 2�� indepen-
dently, and afterwards, we will show that

 .Œ0; ��/ \  .Œ�; 2��/ D ¹ .�/º;

making  one-to-one on the whole interval Œ0; 2��.
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Suppose by contradiction that  is not one-to-one on Œ0; ��. Then there exist dis-
tinct points s1; s2 2 Œ0;�� such that  .s1/D  .s2/. For k D 1; 2, the rational function
a.z/� .sk/ has three roots, namely u.sk/, eisku.sk/, and a third one that we callwk .
Therefore,

¹u.s1/; eis1u.s1/; w1º D ¹u.s2/; eis2u.s2/; w2º:

According to the properties of ƒ.a/ described immediately before Algorithm 2.1,
from  .Œ0; 2��/ D ƒ.a/ we know that ju.sk/j < jwkj. Hence, a little thought tells us
that the possible cases are u.s1/D u.s2/ or u.s1/D eis2u.s2/ with u.s2/D eis1u.s1/.
In the former case, we obtain ei.s1�s2/ D 1, implying that s1 D s2, which is not possi-
ble. In the latter case, we obtain ei.s1Cs2/ D 1, meaning that s1 C s2 2 ¹0; 2�º, which
is also not possible. Therefore,  is one-to-one on Œ0; ��. By mimicking the previous
approach, we can prove that  is also one-to-one on Œ�; 2��.

Finally, from Theorem 3.5 we know that ƒ.a/ consists of one analytic arc with-
out self-intersections, and it follows that both  .Œ0; ��/ and  .Œ�; 2��/ have the
same property. Moreover, since  .0/D �1,  .�/D �1, and  .2�/D �2, we obtain
 .Œ0; ��/ D Œ�1 � �1� and  .Œ�; 2��/ D Œ�1 � �2�, which in particular implies that
 .Œ0; ��/ \  .Œ�; 2��/ D ¹ .�/º.

Proposition 3.10. The function  in (2.2) can be extended to the whole real line in
such a way that it becomes even, that is,  .�s/ D  .s/ for every s 2 R.

Proof. Take the function u extended as instructed in Remark 3.8. Then we obtain an
extension of  to the entire real line R, satisfying

 .�s/ D a.u.�s// D a.eisu.s// D a.u.s// D  .s/;

and the proposition is proved.

Proposition 3.11. Let &1 D 0 and &2 D 2� . For k D 1; 2, the function  admits the
following expansion at &k:

 .s/ D �k C

1X
`D1

�`;k.s � &k/
2`;

where the coefficients �`;k can be calculated in terms of a`;k and tk , for instance

�1;k D �t
2
k

a2;k
4
;

�2;k D
a4;k
16

t4k �
a3;k
16

t3k �
5a2
3;k

64a2;k
t4k �

a2;k
24

t2k :
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Proof. We start with the case k D 1. Using the expansion in (2.5) and noticing that
a1;1 D a0.t1/ D 0, we can write

a.z/ D �1 C

1X
`D2

a`;1.z � t1/`:

Now, taking z D u.s/, Proposition 3.7 gives us an expansion for u.s/ � t1 which
combined with the previous expression produces

 .s/ D �1 C

1X
`D1

�`;1s
2`;

where the coefficients �`;1 can be obtained in two different ways: first, by direct
composition of the mentioned expansions and second, by noticing that  is analytic,
being the composition of two analytic functions, producing the well-known expres-
sion �`;1 D  .2`/.0/=.2`/!. By comparison of these two alternatives, we can find the
values of �`;1 in terms of a`;1 and d`;1, for instance

�1;1 D a2;1d21;1;
�2;1 D a2;1d22;1 C 2a2;1d1;1d3;1 C 3a3;1d21;1d2;1 C a4;1d41;1:

Finally, using the expression for d`;1 in terms of a`;1 and tk , given by Proposition 3.7,
we obtain the required statement. The case k D 2 can be proven analogously.

3.3. Determinant

We now obtain an expression for the determinant of Tn.a/� �In D Tn.a� �/. Recall
the set �ı defined in (2.3) and fix a sufficiently small ı > 0. The following key state-
ments are direct consequences of the previous section.

(1) By Proposition 3.9,  is analytic and one-to-one on �ı .

(2) From Proposition 3.6, ƒ.a/ D  .Œ0; 2��/ with  .0/ D �1 and  .2�/ D �2.

(3) The properties of ƒ.a/ listed immediately before Algorithm 2.1 tell us that if
�D a.u.s// 2ƒ.a/, then the roots of a.z/� �.s/ are u.s/, eisu.s/, and w.s/
where ju.s/j 6 jcj1=3 and w.s/ � �ce�is=u.s/2.

(4) From Proposition 3.6, u and, hence, w are analytic on �ı .

(5) The properties of ƒ.a/ listed immediately before Algorithm 2.1 also tell us
that ju.s/j < jw.s/j for any s 2 Œ0; 2��. Then, we can extend that property
by the continuity of u and w to the set �ı . Therefore, there exists a constant
� > 0 such that sup¹ju.s/j=jw.s/jW s 2 �ıº < e��. See Figure 7.
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Figure 7. The absolute value of the quotient u.s/=w.s/ for the generating function a.z/ D
z2 C cz C cz�1 with c D 2C 3i.

Denote byDn.a/ the determinant of the matrix Tn.a/. When the generating func-
tion a is a Laurent polynomial, the classic Widom determinant formula [19] gives us
an expression for Dn.a/. For the reader’s convenience we report it here, without a
proof.

Proposition 3.12 (Widom). Let a be the Laurent polynomial a.z/ D
P`
jD�r aj zj ,

r; ` > 1, a�ra` ¤ 0. If its zeros, z1; : : : ; zrC`, are pairwise distinct then, for every
n > 1,

Dn.a/ D
X
M

cM!
n
M ;

where the sum runs over all sets M � ¹1; : : : ; r C `º with cardinality jM j D `,

!M � .�1/
`a`

Y
j2M

zj ; cM �
Y
j2M

zrj

Y
j2M
k2 xM

1

zj � zk
;

and xM � ¹1; : : : ; r C `º nM .

Let a be given by (2.1). Applying Proposition 3.12 to the Laurent polynomial
a.z/ �  .s/ we obtain

Dn.a �  .s// D p1.s/C p2.s/C p3.s/; (3.5)

where

p1.s/ D

�
u.s/w.s/

�nC1
.u.s/ � eisu.s//.w.s/ � eisu.s//

;
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p2.s/ D
eis.nC1/�u.s/w.s/�nC1

.eisu.s/ � u.s//.w.s/ � u.s//
;

p3.s/ D
u.s/2.nC1/eis.nC1/

.u.s/ � w.s//.eisu.s/ � w.s//
:

For s 2 �ı , we define the following auxiliary complex-valued functions:

g.s/ � u.s/w.s/; f .s/ �
u.s/

w.s/
; h1.s/ � 1 � eisf .s/; h2.s/ � 1 � f .s/:

(3.6)

Proposition 3.13. Let s 2 �ı . The terms in (3.5) can be written as

p1.s/ D �
e�i s2g.s/n

2i sin
� s
2

�
h1.s/

;

p2.s/ D
eis.nC 12 /g.s/n

2i sin
� s
2

�
h2.s/

;

p3.s/ D
eis.nC1/f .s/nC2g.s/n

h1.s/h2.s/
:

Proof. The proposition follows after inserting (3.6) into (3.5).

Proposition 3.14. The function f in (3.6) is analytic, bounded, and non-zero in �ı .
Moreover, for k D 1; 2, we have f 0.&k/ D it3

k
=.2c/, where &1 D 0 and &2 D 2� .

Proof. By statement (4), f is the quotient of two analytic functions in �ı , hence it is
analytic there too. Additionally, statement (5) tells us that

jf .s/j 6 sup
s2�ı

ju.s/j

jw.s/j
< e��:

Moreover, since u.s/ ¤ 0 (otherwise a.0/ D 0, which is not possible), by state-
ment (3), we have

f .s/ D �
eisu.s/3

c
¤ 0: (3.7)

From Proposition 3.7, we know that u.&k/ D tk and u0.&k/ D �tk=2, and so the
required value of f 0.&k/ follows easily.

Proposition 3.15. The complex-valued function

�.s/ � �i log
�h1.s/
h2.s/

�
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is analytic in �ı and can be extended to R in such a way that it becomes odd, that is,
�.�s/ D ��.s/ for every s 2 R.

Proof. The proof of Proposition 3.14 tells us that jf .s/j < e�� for some � > 0 and
all s 2 �ı . Hence, we have

j1 � h1.s/j 6 e�� and j1 � h2.s/j 6 e��;

which in particular means that h1 and h2 are bounded and bounded away from zero,
making � well defined. Now, it is clear that � inherits its analyticity from the one
of f .

We now turn to the extension of � . Consider the extended version of u constructed
in Remark 3.8. This function is defined in R and satisfies u.�s/ D eisu.s/ for every
s 2 R.

Using (3.7), we can write

�.s/ D �i log
�c C e2isu.s/3

c C eisu.s/3

�
:

Therefore, � is now defined in R and satisfies

�.�s/ D �i log
�c C e�2isu.�s/3

c C e�isu.�s/3

�
;

D �i log
� c C eisu.s/3

c C e2isu.s/3

�
;

D i log
�c C e2isu.s/3

c C eisu.s/3

�
D ��.s/;

as needed.

Proposition 3.16. The function � admits the following expansion at the points &1 D 0
and &2 D 2�:

�.s/ D

1X
`D1

~`;k.s � &k/
2`�1 .k D 1; 2/

where the coefficients ~`;k can be expressed in terms of a`;k and tk , for instance

~1;k D
t3
k

c C t3
k

;

~2;k D
�3a2

3;k

8a2;k
t4k �

1

3
t3k

� 1

c C t3
k

�

�3a2
3;k

8a2;k
t7k �

1

4
t4k

� 1

.c C t3
k
/2
�

t9
k

12.c C t3
k
/3
:
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Proof. In order to find an expansion for � , we use (3.7) and write

h1.s/

h2.s/
D
c C ei2su.s/3

c C eisu.s/3
:

Then, Proposition 3.7, combined with the geometric series, produces

h1.s/

h2.s/
� 1C

1X
`D1

h`;k.s � &k/`;

where the coefficients h`;k can be calculated in terms of a`;k and tk , for instance

h1;k D
it3
k

c C t3
k

;

h2;k D �
t6
k

2.c C t3
k
/2
;

h3;k D
� i3a3;k
8a2;k

t4k C
i
3
t3k

� 1

c C t3
k

�

� i3a3;k
8a2;k

t7k C
i
4
t6k

� 1

.c C t3
k
/2
�

it9
k

.c C t3
k
/3
:

To finish the proof, we take the logarithm of h1.s/=h2.s/ and expand with the Maclau-
rin series for log.1C z/.

Most of the technical work done so far culminates in the following key expression
for Dn.a �  .s//.

Theorem 3.17. Let a have the form (2.1). Then, for every s 2 �ı , the determinant
Dn.a �  .s// can be written as

Dn.a �  .s// D
g.s/nein2 s

sin
� s
2

�p
h1.s/h2.s/

h
sin
� .nC 1/s C �.s/

2

�
CRn.s/

i
;

where Rn is given by

Rn.s/ D
sin
� s
2

�
f .s/nC2p

h1.s/h2.s/
ei.n2C1/s;

and satisfies Rn.s/ D O.e��n/ and R0n.s/ D O.ne��n/, uniformly in s 2 �ı .

Proof. From Proposition 3.13, we know that Dn.a �  .s// can be written as

eis.nC 12 /g.s/n

2i sin
� s
2

�
h2.s/

�
e�i s2g.s/n

2i sin
� s
2

�
h1.s/

C
eis.nC1/f .s/nC2g.s/n

h1.s/h2.s/
;
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and, thus, it equals

g.s/ne
i
2ns

2i sin
� s
2

�
h1.s/

�h1.s/
h2.s/

e
i
2 .nC1/s � e�

i
2 .nC1/s C

2i sin
� s
2

�
f .s/nC2ei.n2C1/s

h2.s/

�
D

g.s/ne
i
2ns

2i sin
� s
2

�
h1.s/

�
ei�.s/e

i
2 .nC1/s � e�

i
2 .nC1/s C 2ie

i
2 �.s/Rn.s/

�
D
g.s/ne

i
2 .nsC�.s//

sin
� s
2

�
h1.s/

h
sin
� .nC 1/s C �.s/

2

�
CRn.s/

i
;

where � is defined in Proposition 3.15.
We are left with finding the order of Rn and its derivative. In the proof of Proposi-

tion 3.15 we mentioned that the functions hj .j D 1; 2/ defined in (3.6) are bounded
away from zero in �ı , and, moreover, since according to Proposition 3.14 f is ana-
lytic there, hj and, hence, Rn are analytic there too.

Writing
f .s/nC2ei.n2C1/ D .f .s/2eis/

n
2C1;

and using the bound jf .s/j < e�� (see the proof of Proposition 3.14), we can find a
sufficiently small ı > 0 such that jf .s/2eisj < 1 for every s 2 �ı . We thus have

jRn.s/j 6 �jf .s/nC2ei.n2C1/sj D �jf .s/jnC2 6 �e��.nC2/ D O.e�n�/;

as needed. Finally, a similar calculation gives us the required bound for R0n.

4. Proof of the main theorems

A point � D  .s/ is an eigenvalue of Tn.a/ if only if

Dn.a �  .s// D 0:

Because the functions g, h1, and h2, defined in (3.6), do not take the value zero,
Theorem 3.17 tells us that the last equation implies

sin
� .nC 1/s C �.s/

2

�
CRn.s/ D 0;

or equivalently
.nC 1/s C �.s/C .�1/jEn.s/ D 2�j; (4.1)

where j 2 Z, s 2 Œ0; 2��, and En.s/ � 2 arcsinRn.s/. We are going to show that the
term En.s/, being relatively small, plays the role of a remainder suggesting the usage
of the reduced equation

.nC 1/s C �.s/ D 2�j: (4.2)

We now introduce the necessary auxiliary ingredients to prove our main results.
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Consider the functions

Hj;n.s/ � �j;n �
�.s/

nC 1
;

zHj;n.s/ � �j;n �
�.s/C .�1/jEn.s/

nC 1
;

where �j;n D 2�j=.nC 1/ and � is defined in Proposition 3.15. Note that if sj;n and
s�j;n are solutions of equations (4.1) and (4.2), respectively, then we obtain

Hj;n.s
�
j;n/ D s

�
j;n and zHj;n.sj;n/ D sj;n: (4.3)

Because � is analytic on �ı (see Proposition 3.15), we know that both

sup¹j�.s/jW s 2 �ıº and sup¹j� 0.s/jW s 2 �ıº

are finite. Lastly, recall the constant dj;n D �j;n � �.�j;n/=.nC 1/ and the set ‚j;n
defined in (2.4).

Proposition 4.1. Let a be the function given by (2.1). For every sufficiently large n
and any j 2 ¹1; : : : ; nº, Hj;n.s/ and zHj;n.s/ are contractive maps on ‚j;n to itself.

Proof. From the mean value theorem, we know that if f is an analytic function satis-
fying jf 0.z/j 6 M in some convex domain G, then

jf .z1/ � f .z2/j 6 M jz1 � z2j;

for z1; z2 2 G. Take s 2 ‚j;n and let kvk1 stand for sup¹jv.s/jW s 2 �ıº. We start
with zHj;n.s/,

j zHj;n.s/ � dj;nj D
ˇ̌̌�.s/ � �.�j;n/

nC 1
C
.�1/jEn.s/

nC 1

ˇ̌̌
6 k� 0k1

js � �j;nj

nC 1
C
jEn.s/j

nC 1
:

By Theorem 3.17, we know that Rn.s/ D O.e��n/. Thus, using the Maclaurin series
of arcsin, we obtain En.s/D 2 arcsinRn.s/D O.e��n/. We now manipulate the last
expression in order to include the term js � dj;nj,

j zHj;n.s/ � dj;nj 6 k� 0k1
j.nC 1/.s � dj;n/C �.�j;n/j

.nC 1/2
CO

�e��n

n

�
6 k� 0k1

�
js � dj;nj

nC 1
C

�.�j;n/

.nC 1/2

�
CO

�e��n

n

�
6 rj;n

�1
3
C
k� 0k1
nC 1

CO.ne��n/
�
:
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The very last bound, being strictly smaller than rj;n, tells us that zHj;n.s/ belongs
to ‚j;n for every sufficiently large n.

Suppose now that s1; s2 2 ‚j;n. We have

j zHj;n.s1/ � zHj;n.s2/j 6
j�.s1/ � �.s2/j

nC 1
C
jEn.s1/ �En.s2/j

nC 1

6 k� 0k1
js1 � s2j

nC 1
C kE 0nk1

js1 � s2j

nC 1
:

The bound jE 0n.s/j D O.ne��n/, uniformly in s 2 ‚j;n, is a consequence of Theo-
rem 3.17, and therefore

j zHj;n.s1/ � zHj;n.s2/j 6
�
k� 0k1
nC 1

CO.e��n/
�
js1 � s2j D O

�1
n

�
js1 � s2j;

and, hence, zHj;n is contractive on ‚j;n.
Finally, a similar calculation for Hj;n.s/ yields

jHj;n.s/ � dj;nj 6 rj;n

�1
3
C
k� 0k1
nC 1

�
;

which tells us thatHj;n.s/ 2‚j;n for every sufficiently large n. Similarly, the inequal-
ity

jHj;n.s1/ �Hj;n.s2/j 6
k� 0k1
nC 1

js1 � s2j

shows that Hj;n.s/ is contractive on ‚j;n as well, which finishes the proof.

With the previous result and the Banach fixed point theorem, we deduce that, for
each j 2 ¹1; : : : ;nº and every sufficiently large n, there are points sj;n and s�j;n in‚j;n,
satisfying (4.3) and being the solutions of (4.1) and (4.2), respectively.

Proof of Theorem 2.3. As in the previous proof, let kvk1 stand for sup¹jv.s/jW s 2
�ıº. A simple calculation shows that

jdjC1;n � dj;nj >
� � j�.�j;n/ � �.�jC1;n/j

nC 1
>

�

nC 1

�
1 � k� 0k1

1

nC 1

�
;

which means that jdjC1;n � dj;nj D O.1=n/ while rj;n D O.1=n2/. Therefore, for
every sufficiently large n, the domains ‚j;n are pairwise disjoint. Thus, Proposi-
tion 4.1 tells us that, for every j 2 ¹1; : : : ; nº, Hj;n.s/ D s has a unique solution
sj;n 2 ‚j;n satisfying (4.1), with En.s/D O.e�n�/. The order of E 0n.s/ follows from
Theorem 3.17, finishing the proof of the second statement.

Theorem 3.17 together with (4.1) tells us that �j;n D  .sj;n/ is an eigenvalue of
Tn.a/, which obviously belongs to  .‚j;n/. Since, by Proposition 3.9,  is injective
and the sets ‚j;n .j D 1; : : : ; n/ are pairwise disjoint, the same applies to the sets
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 .‚j;n/ .j D 1; : : : ; n/, making the points �j;n .j D 1; : : : ; n/ pairwise distinct, and
proving the first statement.

We are left with the proof of the third statement. From Proposition 4.1, for each
j 2 ¹1; : : : ; nº, we know that the point s�j;n is the unique solution of (4.2) belonging
to ‚j;n. Consider the function

Fn.s/ � s.nC 1/ � �.s/;

and note that

Fn.sj;n/ � Fn.s
�
j;n/ D .nC 1/.

zHj;n.sj;n/ �Hj;n.s
�
j;n//

D .�1/jEn.sj;n/ D O.e��n/;

where En.s/ is given by (4.1). On the other hand,

Fn.sj;n/ D Fn.s
�
j;n/C F

0
n.s
�
j;n/.sj;n � s

�
j;n/CO.jsj;n � s

�
j;nj

2/;

and hence

jFn.sj;n/ � Fn.s
�
j;n/j D jF

0
n.s
�
j;n/.sj;n � s

�
j;n/CO.jsj;n � s

�
j;nj

2/j

D jF 0n.s
�
j;n/jjsj;n � s

�
j;nj

h
1CO

� jsj;n � s�j;nj
jF 0n.s�j;n/j

�i
:

Solving the previous equation for js�j;n � sj;nj, we obtain

js�j;n � sj;nj D
jFn.sj;n/ � Fn.s

�
j;n/j

jF 0n.s�j;n/j

h
1CO

� jsj;n � s�j;nj
jF 0n.s�j;n/j

�i�1
:

The bound jFn.sj;n/ � Fn.s�j;n/j D O.e��n/, together with

jF 0n.s/j D jnC 1 � �
0.s/j > nC 1 � k� 0k1 >

nC 1

2
;

produces the estimation js�j;n � sj;nj D O.e��n=n/.
To finish the proof we merge k 0k1 <1 (see Proposition 3.11) with

j�j;n �  .s
�
j;n/j D j .sj;n/ �  .s

�
j;n/j 6 k 

0
k1js�j;n � sj;nj;

to obtain
�j;n D  .s

�
j;n/CE.s

�
j;n/;

where E.s�j;n/ D O.e��n=n/ uniformly in j .
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Proof of Theorem 2.4. As in the previous proof, let kvk1 stand for sup¹jv.s/jW s 2
�ıº. Since Hj;n.s/ is contractive on ‚j;n (see Proposition 4.1), the Banach fixed-
point theorem tells us that Hj;n.s/ admits a unique fixed-point, namely s�j;n. Further-
more, the recursive sequence

s
.1/
j;n � dj;n; s

.`/
j;n � Hj;n

�
s
.`�1/
j;n

�
.` > 2/;

converges to s�j;n as `!1.
A simple recursive calculation shows that

js
.`/
j;n � s

�
j;nj 6

q`�1

1 � q
js
.1/
j;n � s

.2/
j;n j; (4.4)

where q � k� 0k1=.nC 1/. Consider the second term in the sequence s.`/j;n .` > 1/,
and write

s
.2/
j;n D Hj;n.s

.1/
j;n /

D �j;n �
�.s

.1/
j;n /

nC 1

D �j;n �
�
�
�j;n �

�.�j;n/

nC 1
�

nC 1

D �j;n �
�.�j;n/

nC 1
C
� 0.�j;n/�.�j;n/
.nC 1/2

CO
�� 00.�j;n/�2.�j;n/

n3

�
:

Therefore, js.1/j;n � s
.2/
j;n j D O.�.�j;n/�

0.�j;n/=n2/D O.�.�j;n/=n2/, which combined
with (4.4), produces

s�j;n D s
.2/
j;n CO

��.�j;n/
n3

�
:

Because of Proposition 3.16, we know that �.�j;n/ D O.�j;n.�j;n � 2�//, resulting
in the important expansion

s�j;n D �j;n �
�.�j;n/

nC 1
C
� 0.�j;n/�.�j;n/
.nC 1/2

CO
��j;n.�j;n � 2�/

n3

�
: (4.5)

By Theorem 2.3, we know that

�j;n D  .s
�
j;n/CO

�e��n

n

�
;

and we are ready to obtain the required expression for �j;n. Apply  to the point s�j;n
expanded as in (4.5). This gives

 .s�j;n/ D  .�j;n/C
r1.�j;n/
nC 1

C
r2.�j;n/
.nC 1/2

CE.�j;n/;
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where E.�j;n/ plays the role of a remainder term and satisfies

E.�j;n/ DO
� 0.�j;n/�j;n.�j;n � 2�/

n3

�
CO

� 00.�j;n/� 0.�j;n/�.�2j;n/
n3

�
CO

� 000.�j;n/�.�j;n/3
n3

�
DO

��2j;n.�j;n � 2�/2
n3

�
;

while the coefficients rk.s/ .k D 1; 2/ are given by

r1.s/ � � 0.s/�.s/; r2.s/ �
1

2
 00.s/�.s/2 C  0.s/�.s/� 0.s/;

finishing the proof.

Proof of Theorem 2.5. Let .jn/ be a sequence with j 2n =n! 0 and take j 2 ¹1; : : : ;
jnº. For simplicity, we write �k instead of �k;1. From Propositions 3.11 and 3.16, we
know that as s ! 0, we have

 0.s/ D 2�1s C 4�2s3 CO.s5/;
 00.s/ D 2�1 C 12�2s2 CO.s4/;
� 0.s/ D ~1 CO.s2/:

Then, as s ! 0,

r1.s/ D �2~1�1s2 CO.s4/ and r2.s/ D 3�1~21s
2
CO.s4/:

Take s D �j;n and use the second statement in Theorem 2.4 to obtain

�j;n D �1 C �1�
2
j;n C �2�

4
j;n � 2~1�1

�2j;n

nC 1
C 3�1~

2
1

�2j;n

.nC 1/2

CO.�6j;n/CO
��4j;n
n2

�
CO

��4j;n
n

�
CO

��2j;n.� � �j;n/2
n3

�
;

which combined with O.�2j;n.� � �j;n/
2n�3/ D O.j 2n�5/, gives us the first state-

ment of the theorem. The second statement can be similarly proved.

5. Numerical experiments

In this section we test the asymptotic expansions in Theorems 2.4 for the Toeplitz
matrices Tn.a/ with generating function

a.z/ D z2 C .2C 3i/z C .2C 3i/z�1;

that is, the function a in (2.1) with c D 2C 3i. See Figure 8.
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0 1 2 3 4 5

Figure 8. The range of the generating function a (blue curve) and the set sp128.Tn.a// (red
points), for a.z/ D z2 C cz C cz�1 with c D 2C 3i 2 C n�.

5.1. General eigenvalues

We introduce the following term-by-term approximations of �j;n given by our expan-
sion in Theorem 2.4:

�
SL.1/
j;n � r0.�j;n/;

�
SL.2/
j;n � r0.�j;n/C

r1.�j;n/
nC 1

;

�
SL.3/
j;n � r0.�j;n/C

r1.�j;n/
nC 1

C
r2.�j;n/
.nC 1/2

;

where

r0.s/ D  .s/;
r1.s/ D � 0.s/�.s/;

r2.s/ D
1

2
 00.s/�2.s/C  0.s/�.s/� 0.s/:

For the individual and maximum relative eigenvalue errors, we introduce the nota-
tion

RESL.k/
j;n �

j�j;n � �
SL.k/
j;n j

j�j;nj
; RESL.k/

n � max
16j6n

RESL.k/
j;n :

Additionally, we consider the respective normalized error,

NESL.k/
n � .nC 1/k RESL.k/

n :
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Figure 9. The 10-base logarithm of the individual relative error RESL.k/
j;n

for n D 2048 and
different values of k: k D 1 (blue), k D 2 (red), and k D 3 (green). For the eigenvalue �j;n D
 .sj;n/ we took as independent variable sj;n and plotted the errors over the grid j�=.nC 1/
for j 2 ¹1; : : : ; nº.

0:0
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Figure 10. The absolute value of the individual normal error NESL.k/
j;n

for nD 2048 and different
values of k: k D 1 (blue), k D 2 (red), and k D 3 (green). For the eigenvalue �j;n D  .sj;n/
we took as independent variable sj;n and plotted the errors over the grid j�=.nC 1/ for j 2
¹1; : : : ; nº.

According to our results, the maximum normalized error NESL.k/
n should have a

bounded behavior. As a matter of fact, our experiments show that it even has an almost
constant behavior. Figures 9 and 10 and Table 2 show the data.
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n RESL.1/
n NESL.1/

n RESL.2/
n NESL.2/

n RESL.3/
n NESL.3/

n

25 9:355 � 10�2 2:432 8:185 � 10�4 0:553 2:128 � 10�5 0:350

64 3:882 � 10�2 2:523 1:360 � 10�4 0:574 1:337 � 10�6 0:346

128 1:933 � 10�2 2:494 3:400 � 10�5 0:565 1:701 � 10�7 0:341

256 9:623 � 10�3 2:473 8:493 � 10�6 0:560 2:137 � 10�8 0:339

512 4:805 � 10�3 2:465 2:122 � 10�6 0:558 2:675 � 10�9 0:338

1024 2:400 � 10�3 2:460 5:305 � 10�7 0:557 3:346 � 10�10 0:337

2048 1:199 � 10�3 2:458 1:326 � 10�7 0:556 4:184 � 10�11 0:359

Table 2. The maximum relative and normalized errors RESL.k/
n and NESL.k/

n , respectively, with
k D 1; 2; 3, for different values of n.

5.2. Extreme eigenvalues

Theorem 2.3 tells us, in particular, that for every sufficiently large n,  is the spec-
tral symbol of Tn.a/, that is, there exists a sequence of points ¹sj;nºnjD1 such that
spTn.a/ D ¹�j;nºnjD1 where �j;n �  .sj;n/.

By Theorem 2.5, we know that there are eigenvalues approaching the extremes of
the limiting setƒ.a/, �1 and �2. We start by analyzing the eigenvalues �j;n arbitrarily
close to �1. Take jn D d

p
n e. For j 2 ¹1; : : : ; jnº, we define

�
EXT.1/
j;n � �1 C

u1;1j 2

.nC 1/2
;

�
EXT.2/
j;n � �1 C

u1;1j 2

.nC 1/2
C

u2;1j 2

.nC 1/3
;

�
EXT.3/
j;n � �1 C

u1;1j 2

.nC 1/2
C

u2;1j 2

.nC 1/3
C

u3;1j 4 C u4;1j 2

.nC 1/4
I (5.1)

where

u1;1 � �
.t1�/

2

2
a.2/.t1/; u2;1 �

t51�
2

c C t31
a.2/.t1/; u3;1 � �

3t81�
2

2.c C t31 /
2
a.2/.t1/;

u4;1 �
� t41
24
a.4/.t1/ �

t31
6
a.3/.t1/ �

5t41
72

a.3/.t1/
2

a.2/.t1/
�
t21
3
a.2/.t1/

�
�4;

and t1 is the multiple zero of a.z/ � �1. Similarly, define the individual relative and
normalized relative errors by

REEXT.k/
j;n �

j�j;n � �
EXT.k/
j;n j

j�j;n � �1j
; NEEXT.k/

j;n � .nC 1/k REEXT.k/
j;n :
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The reason behind this definitions is that when the eigenvalues �j;n are arbitrarily
close to �1, that is, when j�j;n � �1j is arbitrarily small, the relative error REEXT.k/

j;n

shows how precise the approximation really is, and on the other hand, when j�j;n �
�1j is big, the relative error REEXT.k/

j;n is close to the value j�j;n � �
EXT.k/
j;n j, which is the

absolute error. Moreover, a value of REEXT.k/
j;n close to 1 says that the measured object

and the approximation are comparable.
Now, we study the eigenvalues �j;n which are arbitrarily close to the point �2.

Take jn D n � d
p
n e. For j 2 ¹jn; : : : ; nº we introduce the approximations

�
EXT.1/
j;n � �2 C

u1;2.nC 1 � j /2

.nC 1/2
; (5.2a)

�
EXT.2/
j;n � �2 C

u1;2.nC 1 � j /2

.nC 1/2
C

u2;2.nC 1 � j /2

.nC 1/3
; (5.2b)

�
EXT.3/
j;n � �2 C

u1;2.nC 1 � j /2

.nC 1/2
C

u2;2.nC 1 � j /2

.nC 1/3
(5.2c)

C
u3;2.nC 1 � j /2 C u4.nC 1 � j /4

.nC 1/4
I (5.2d)

where

u1;1 � �
.t2�/

2

2
a.2/.t2/;

u2;1 �
t52�

2

c C t32
a.2/.t2/;

u3;1 � �
3t82�

2

2.c C t32 /
2
a.2/.t2/;

u4;1 �
� t42
24
a.4/.t2/ �

t32
6
a.3/.t2/ �

5t42
72

a.3/.t2/
2

a.2/.t2/
�
t22
3
a.2/.t2/

�
�4;

and t1 is the multiple zero of a.z/ � �1. In this case, the individual relative error is
given by

REEXT.k/
j;n �

j�j;n � �
EXT.k/
j;n j

j�j;n � �2j
:

Tables 3, 4, and Figure 11 show the data.
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n REEXT.1/
1;n

NEEXT.1/
1;n

REEXT.2/
1;n

NEEXT.2/
1;n

REEXT.3/
1;n

NEEXT.3/
1;n

16 2:229 � 10�2 0:378 4:421 � 10�3 1:277 1:358 � 10�4 0:667

32 1:036 � 10�2 0:341 1:178 � 10�3 1:283 1:802 � 10�5 0:647

64 4:969 � 10�3 0:322 3:045 � 10�4 1:286 2:322 � 10�6 0:637

128 2:429 � 10�3 0:313 7:743 � 10�5 1:288 2:948 � 10�7 0:632

256 1:200 � 10�3 0:308 1:952 � 10�5 1:289 3:714 � 10�8 0:630

512 5:968 � 10�4 0:306 4:902 � 10�6 1:290 4:661 � 10�9 0:629

1024 2:975 � 10�4 0:304 1:228 � 10�6 1:290 5:837 � 10�10 0:628

2048 1:485 � 10�4 0:304 3:073 � 10�7 1:289 7:304 � 10�11 0:627

Table 3. The relative and normalized errors REEXT.k/
1;n

and NEEXT.k/
1;n

, respectively, for the eigen-
value �1;n of Tn.a/, k D 1; 2; 3, and different values of n.

n REEXT.1/
1;n

NEEXT.1/
1;n

REEXT.2/
1;n

NEEXT.2/
1;n

REEXT.3/
1;n

NEEXT.3/
1;n

16 3:492 � 10�2 0:523 6:599 � 10�3 1:484 3:604 � 10�4 1:216

32 1:669 � 10�2 0:550 1:776 � 10�3 1:934 4:963 � 10�5 1:783

64 8:152 � 10�3 0:529 4:617 � 10�4 1:950 6:533 � 10�6 1:794

128 4:027 � 10�3 0:519 1:177 � 10�4 1:959 8:388 � 10�7 1:800

256 2:001 � 10�3 0:514 2:974 � 10�5 1:964 1:062 � 10�7 1:804

512 9:977 � 10�4 0:511 7:475 � 10�6 1:967 1:337 � 10�8 1:806

1024 4:981 � 10�4 0:510 1:873 � 10�6 1:968 1:677 � 10�9 1:807

2048 2:488 � 10�4 0:509 4:690 � 10�7 1:969 2:101 � 10�10 1:807

Table 4. The relative and normalized errors REEXT.k/
n;n and NEEXT.k/

n;n , respectively, for the eigen-
value �n;n of Tn.a/, k D 1; 2; 3, and different values of n.
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Figure 11. The 10-base logarithm of the individual relative error REEXT.k/
j;n

for n D 2048, using
the approximations (5.1) and (5.2) for different values of k: k D 1 (blue), k D 2 (red), and k D 3
(green). The left and right panels show the errors corresponding to the extreme eigenvalues
�j;n D  .sj;n/ such that sj;n approaches 0 and 2� , respectively.
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