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The Friedrichs extension of a class
of discrete symplectic systems

Petr Zemánek

Abstract. The Friedrichs extension of minimal linear relation being bounded below and associ-
ated with the discrete symplectic system with a special linear dependence on the spectral param-
eter is characterized by using recessive solutions. This generalizes a similar result obtained by
Došlý and Hasil for linear operators defined by infinite banded matrices corresponding to even-
order Sturm–Liouville difference equations and, in a certain sense, also results of Marletta and
Zettl or Šimon Hilscher and Zemánek for singular differential operators.

1. Introduction

Qualitative properties of operators or (more generally) linear relations can be inves-
tigated in various ways, including a structure of their spectrum, boundary triplets, or
a description of their self-adjoint extensions with a focus on some particular cases.
Especially the Friedrichs extension belongs to the very traditional topics, and it has
attracted more attention again in recent years, see e.g. [2–4, 30, 40–42, 44, 45, 51–53].
Therefore, in the present paper, we aim to characterize the (domain of the) Friedrichs
extension of the minimal linear relation determined by the linear mapping

L.z/k ´ J.zk � �k zkC1/

acting on a weighted space `2‰ consisting of 2n-vector valued square summable se-
quences with respect to the weight matrices ‰k on the unbounded discrete interval
Œ0;1/Z ´ Œ0;1/ \ Z, where the coefficients are 2n � 2n complex-valued matrices
satisfying

��kJ�k D J and ‰�k J‰k D ‰k J‰k D 0 for all k 2 Œ0;1/Z (1.1)
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with the superscript � denoting the conjugate transpose and J standing for the 2n� 2n
orthogonal and skew-symmetric matrix

J D J2n´

�
0 In

�In 0

�
: (1.2)

The first equality in (1.1) means that �k is symplectic for all k and the mapping L

is closely related to the (nonhomogeneous) time-reversed discrete symplectic system
on the half-line, because the relation L.z/ D �‰z C ‰f with arbitrary � 2 C is
equivalent to

zk.�/ D .�k C �Vk/ zkC1.�/ � J‰kfk; k 2 Œ0;1/Z; (Sf
�

)

where Vk D �J‰k �k is such that

V�kJ�k is Hermitian and V�kJ Vk D 0 for all k 2 Œ0;1/Z.

The associated minimal linear relation can be written as

Tmin D ¹¹Œz�; Œf �º 2 Tmax j z0 D 0 D lim
k!1

z�kJwk for all Œw� 2 domTmaxº; (1.3)

which is a restriction of the maximal linear relation given by

Tmax ´ ¹¹Œz�; Œf �º j there exists u 2 Œz� such that

L.u/k D ‰k fk for all k 2 Œ0;1/Zº; (1.4)

where Œz�; Œf � stand for equivalence classes in `2‰. Actually, the proper definition of
the minimal linear relation guarantees that its adjoint relation is Tmax, i.e., it holds
T �min D Tmax as shown in [10, Theorem 5.10]. These relations and square summa-
bility of solutions of discrete symplectic systems were thoroughly studied by the
author and his collaborators in [9, 10, 35–38, 48, 49]. Now, we turn our attention to
the Friedrichs extension TF of Tmin, which is defined as a self-adjoint extension of
Tmin being bounded below by the same lower bound as Tmin. However, even though
we speak of an extension, this linear relation TF will be expressed as a restriction
of Tmax, which consists of pairs satisfying a zero boundary condition at k D 0 and
a specific limit condition at1 determined by recessive solutions of (Sf

�
) with f � 0,

i.e., of the (homogeneous) system

zk.�/ D .�k C �Vk/ zkC1.�/; k 2 Œ0;1/Z; (S�)

see Theorem 3.4 for a precise formulation. Our main result relies on several facts
from the theory of discrete symplectic systems. The first is a connection between the
boundedness from below of Tmin and the existence of recessive solutions of (S�). The
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second crucial ingredient is the recessive solution of (S�) per se, because its properties
imply the square integrability and, roughly speaking, presence in the domain of TF .
Here we should emphasize that recessive solutions are defined through the behavior
of their first n components of the 2n-vector-valued solutions, which naturally leads to
the restriction that we consider only the case when the weight matrices ‰k have for
all k 2 Œ0;1/Z the very special block structure

‰k ´

�
Wk 0

0 0

�
with Wk D W�

k
> 0 being n � n matrices. Finally, we utilize the characterization of

all self-adjoint extensions of Tmin established in [48, Theorem 3.3 and Remark 3.4]
and give precisely d boundary conditions determining the Friedrichs extension, see
also Theorem 2.10 and Remark 3.5 (i).

The origin of the study of the concept nowadays known as the Friedrichs exten-
sion can be traced back to von Neumann. He showed that for any Hermitian linear
operator with a lower bound C there exists its self-adjoint extension, which is also
semibounded with a lower bound C 0 for an arbitrary C 0 < C , see [43, Satz 43]. In
addition, as a footnote, von Neumann conjectured that it is even possible to take
C D C 0, i.e., to get a self-adjoint extension with the same lower bound. Subse-
quently, Friedrichs proved the existence of such an extension in [15, Satz 9], and
he was even able to specify, under certain specific assumptions on the coefficients, the
domain of this extension for the second-order Sturm–Liouville differential operator,
see [16]. This made the extension to be somehow exceptional, and Friedrichs called
it as ausgezeichnete Fortzetzung (an excellent extension). His approach was based on
an associated quadratic form and “boundary terms,” which is not, in principle, too far
from our treatment. The notion of Friedrichs extension appears probably for the first
time in Freudenthal’s work [17], where a limit characterization of this extension was
derived for any lower semibounded Hermitian linear operator. Actually, this technique
turns out to be crucial for many subsequent results (including ours). Rellich in [29]
provided two alternative characterizations of the Friedrichs extension for the second-
order Sturm–Liouville differential operator without the conditions imposed on the
coefficients by Friedrichs instead of which he assumed explicitly that the operator
is bounded from below. In particular, he showed that the elements of the domain of
the Friedrichs extensions behave like a principal solution near the boundary. A simi-
lar result can also be found in Kalf’s paper [22] but this time utilizing Freudenthal’s
characterization.

Simultaneously, from the Glazman–Krein–Naimark theorem we know that the
domain of any self-adjoint extension of an operator can be described by suitable d
“boundary” conditions, where d is equal to positive and negative deficiency indices
of the operator, see, e.g., [25, Theorem 4 in Section 18]. Zettl and his co-authors
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showed that these are the Dirichlet boundary conditions in the case of the Friedrichs
extension of regular ordinary differential operators with locally integrable coefficients
or in a more general setting, see [3, 26]. On the other hand, in the singular case
the Dirichlet boundary condition at one endpoint (or eventually at both endpoints)
is not well defined, so another condition is needed in this situation, which was treated
in [1,2,4,5,23,27] including the description of the Friedrichs extension as a true exten-
sion of the minimal operator in [45]. Since, in almost all these cases, a connection
between the differential expressions and linear Hamiltonian differential systems is
used, it is not very surprising that later the Friedrichs extension was solely investigated
for operators or linear relations associated with these systems itself, see [24,33,44,52].

The literature on a discrete analogue of this problem is, however, humbler. The
Friedrichs extension of the Jacobi operator or the second order Sturm–Liouville differ-
ence expression was studied in [7, 8, 18] and for higher order expressions through the
banded symmetric matrices in [14]. Furthermore, very recently, Friedrichs extension
in the setting of a linear Hamiltonian difference system was investigated in [28, 51].
As it is well known that this system can be written as a discrete symplectic system, but
not vice versa in general, we provide a generalization of the latter results. For com-
pleteness, we mention that the first attempts of a unification of these results for any
even order Sturm–Liouville differential and difference expressions through the calcu-
lus on time scales were presented in [46, 50]. Our main result (given in Theorem 3.4)
should not be anyhow surprising as it yields the same conclusion as in the continu-
ous case or for Jacobi operators, the latter of which is, in fact, a special case of (Sf

�
).

Nonetheless, it completes this direction by a nontrivial generalization of the above-
mentioned results, including the linear Hamiltonian difference system. We also note
that principal or recessive solutions still remain the main tool in the characterization
of the Friedrichs extension; although we can find various approaches to this character-
ization in the general theory of linear relations, their application to the specific cases
mentioned above still seems to be somehow restricted.

The paper is organized as follows. In the next section we introduce the notation
used and the basic setting of system (Sf

�
), recall a general characterization of the

Friedrichs extension in the theory of linear relations and the notion of the recessive
solution of discrete symplectic systems, and derive several preliminary results. The
main result is established in Section 3.

2. Preliminaries

Throughout the paper, all matrices are considered over the field of complex num-
bers C. For r; s 2 N we denote by Cr�s the space of all complex-valued r � s
matrices and Cr�1 will be abbreviated as Cr . In particular, the r � r identity and
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zero matrices are written as Ir and 0r , where the subscript is omitted whenever it
is not misleading (for simplicity, the zero vector is also written as 0). By ei for
i 2 ¹1; : : : ; nº or i 2 ¹1; : : : ; 2nº we mean the elements of the canonical basis of
Rn or R2n, i.e., the columns of In or I2n. For a given matrix M 2 Cr�s we indi-
cate by M �, kerM , rankM , M �, M � 0, and M > 0 respectively, its conjugate
transpose, kernel, rank, the Moore–Penrose generalized inverse, positive semidefi-
niteness, and positive definiteness. Furthermore, we denote by C.Œ0;1/Z/

r�s the
space of sequences defined on Œ0;1/Z of complex r � s matrices, where typically
r 2 ¹n; 2nº and 1 � s � 2n. In particular, we write only C.Œ0;1/Z/

r in the case
s D 1. If M 2 C.Œ0;1/Z/

r�s , then M.k/´ Mk for k 2 Œ0;1/Z and if M.�/ 2
C.Œ0;1/Z/

r�s , then M.�; k/´Mk.�/ for k 2 Œ0;1/Z with M �
k
.�/´ ŒMk.�/�

�.
IfM 2 C.Œ0;1/Z/

r�s and N 2 C.Œ0;1/Z/
s�p , thenMN 2 C.Œ0;1/Z/

r�p , where
.MN/k ´ MkNk for k 2 Œ0;1/Z. We put Œzk�nkDm ´ zn � zm. We also adopt a
common notation that 2n-vector-valued sequences or solutions of (Sf

�
) are denoted

by small letters, typically z D . xu / with n-vector valued components, while 2n �m
matrix-valued solutions are denoted by capital letters, typically Z D

�
X
U

�
with n �m

matrix-valued components. For completeness, we note that any solution of (Sf
�

) can
be easily seen as a solution of .Sf0 /.

Finally, the square summability is defined via the semi-inner product

hz; ui‰ ´

1X
kD0

z�k ‰k uk

and the induced semi-norm
kzk‰ ´

p
hz; zi‰

with respect to the weight matrices ‰k specified in (1.1), i.e., we restrict our attention
to the space

`2‰ D `
2
‰.Œ0;1/Z/´ ¹z 2 C.Œ0;1/Z/

2n
j kzk‰ <1º

and, subsequently, to the corresponding Hilbert space

Q̀2
‰ D

Q̀2
‰.Œ0;1/Z/´ `2‰=¹z 2 C.Œ0;1/Z/

2n
j kzk‰ D 0º

consisting of equivalence classes, which are denoted by Œz�.
In the most general setting, a linear relation T is defined as a linear subspace of

the Cartesian product of two vector spaces X and Y. We focus only on the case when
X D Y and it is a Hilbert space H , which provides suitable tools to study nondensely
defined operators via their graphs. For a deeper insight in this theory, we refer to [6]
and in a connection with discrete symplectic systems to [10,48,49]. We recall that the
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domain of a linear relation T � H �H is defined as

dom T ´ ¹z 2 H j there exists f 2 H such that ¹z; fº 2 T º

and the adjoint relation of T as

T �´ ¹¹y;gº 2 H2
j hz;gi � hf ;yi D 0 for all ¹z; fº 2 T º:

The linear relation T is said to be (semi)bounded from below by c 2 R, i.e., T � c, if

hf ; zi � c hz; zi for all ¹z; fº 2 T (2.1)

and, in particular, nonnegative, i.e., T � 0, if

hf ; zi � 0 for all ¹z; fº 2 T .

The largest c satisfying (2.1) is said to be the lower bound of T . In that case, the
linear relation is necessarily symmetric and it has equal defect numbers, which guar-
antees the existence of its self-adjoint extension(s). In particular, in the case of equal
deficiency indices there exists the Friedrichs extension TF of T as defined in [6, Sec-
tion 5.3], which can be characterized as follows, see [6, Corollary 5.3.4]

Theorem 2.1. Let T be a semibounded linear relation in H2. Then ¹z; fº 2 TF if
and only if ¹z; fº 2 T � and there exists a sequence ¹¹zn; fnºº1nD1 2 T such that

zn ! z and hzn; fni ! hz; f i as n!1.

Similarly to Freudenthal’s characterization in the operator case, it can be shown
that ¹z; fº 2 TF if and only if ¹z; fº 2 T � and there exist a sequence

¹¹zn; fnºº
1
nD1 2 T

such that

zn ! z and hzn � zm; fn � fmi ! 0 as n;m!1, (2.2)

see also [11, 19–21].
The following hypothesis summarizes the basic assumptions concerning the coef-

ficients of system (S�) or (Sf
�

) with the special linear dependence on the spectral
parameter. These systems can be determined either by the pair of coefficient matrices
¹� ;Vº or by the pair ¹� ; ‰º and there is no difference between these two approaches
as the matrices‰k and Vk are mutually connected via the equalities‰k D J�kJV�

k
J

and Vk D �J ‰k �k . Furthermore, Hypothesis 2.2 yields that system (Sf
�

) can be
written by using the matrices Sk.�/´ �k C �Vk , which satisfy the symplectic-type
equality S�

k
. N�/JSk.�/D J. This guarantees the existence of a unique solution of any

initial value problem associated with (Sf
�

).
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Hypothesis 2.2. A number n2N and matrix-valued sequences � 2C.Œ0;1/Z/
2n�2n

and W 2 C.Œ0;1/Z/
n�n are given such that

��kJ�k D J and W�k D Wk > 0 for all k 2 Œ0;1/Z.

The matrices �k admit the n � n block decomposition

�k D

�
Ak Bk

Ck Dk

�
for all k 2 Œ0;1/Z and the matrix-valued sequences ‰;V 2 C.Œ0;1/Z/

2n�2n are
defined as

‰k ´

�
Wk 0

0 0

�
and Vk ´ �J‰k �k for all k 2 Œ0;1/Z.

Our main result combines tools from the spectral theory of linear relations and
from the oscillation theory of (S�) with � 2 R, where an important role is played by
a “special” type of matrix-valued solutions, for which we need the following notions.

Definition 2.3. Let � 2 R be fixed and Hypothesis 2.2 be satisfied. A 2n � n matrix-
valued solution Z.�/ 2 C.Œ0;1/Z/

2n�n of .S�/ is said to be a conjoined basis if it
satisfies rankZk.�/ D n and Z�

k
.�/JZk.�/ D 0 for some (and hence for any) k 2

Œ0;1/Z. Two conjoined bases Z.�/; zZ.�/ 2 C.Œ0;1/Z/
2n�n of .S�/ are said to be

normalized if Z�
k
.�/J zZk.�/ D I for some (and hence for any) k 2 Œ0;1/Z.

A comprehensive treatise on the qualitative theory of discrete symplectic systems
can be found in the recent book [13]. Our notion of recessive solutions in Defini-
tion 2.4 follows the traditional concept introduced in [12] and its generalization was
studied in [31, 32].

Definition 2.4. Let � 2 R be fixed and Hypothesis 2.2 be satisfied. A conjoined
basis zZ.�/ D

�
zX.�/
zU.�/

�
of system .S�/ is said to be a recessive solution if, for large

k 2 Œ0;1/Z, the matrix zXk.�/ is nonsingular, it holds � zX�1
k
.�/Bk

zX��1
kC1

.�/ � 0 and
simultaneously limk!1X

�1
k
.�/ zXk.�/ D 0 for any conjoined basis Z.�/ normalized

with zZ.�/, i.e., such that Z�
k
.�/J zZk.�/ � I .

Note that the recessive solution is determined uniquely up to a right multiple by
a constant nonsingular n � n matrix. However, not every system (S�) possesses a
recessive solution. Its existence can by guaranteed by two additional assumptions as
we show in Theorem 2.5. Let � 2 R be fixed. System .S�/ is said to be nonoscillatory
if there exists M 2 Œ0;1/Z such that it is disconjugate on ŒM; N C 1�Z for every
N 2 ŒM;1/Z, i.e., the matrix-valued solution Z.�/ 2 C.Œ0;1/Z/

2n�n determined
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by the initial condition ZNC1.�/ D
�
0
�I

�
satisfies

kerXk.�/ � kerXkC1.�/ and �XkC1.�/X
�

k
.�/Bk � 0 (2.3)

for all k 2 ŒM; N �Z, see [13, Theorem 2.41]. In the opposite case, system .S�/ is
called oscillatory. The nonoscillatory behavior implies that every conjoined basis
Z.�/ of .S�/ satisfies condition (2.3) for all k 2 Œ0;1/Z large enough and, con-
sequently, the kernel of Xk.�/ is eventually constant. In addition, we say that sys-
tem .S�/ is disconjugate on Œ0;1/Z if it is nonoscillatory with M D 0.

System (S�) is (completely) controllable on a discrete interval ŒN;1/Z if for any
nontrivial finite discrete subinterval ŒK;M�Z � ŒN;1/Z the trivial solution z.�/� 0
is the only solution of (S�) with xk.�/ D 0 for all k 2 ŒK;M�Z, i.e., the subsystem

0 D BkukC1 and uk D DkukC1; k 2 ŒK;M � 1�Z; (2.4)

has only the trivial solution, see also equations (2.5)–(2.6) below. This happens, e.g.,
when Bk is invertible for all k 2 ŒN;1/Z. Note that the subsystem in (2.4) does
not involve �, so the controllability can be seen as a global property of system (S�)
independent of �. System (S�) is eventually controllable if there exists N 2 Œ0;1/Z

such that it is completely controllable on ŒN;1/Z. This property together with the
eventually constant kernel Xk.�/ mentioned above implies the invertibility of Xk.�/
for all k 2 Œ0;1/Z large enough, i.e., if system .S�/ is nonoscillatory and eventually
controllable, then for every conjoined basis Z.�/, there exists N 2 Œ0;1/Z such that
Xk.�/ is invertible and �XkC1.�/X�1k .�/Bk � 0 for all k 2 ŒN;1/Z.

The following result is a time-reversed analogue of [12, Theorem 3.1] and [13,
Theorem 2.66]. We omit its proof because it can be done in the same way as in the
mentioned references.

Theorem 2.5. Let Hypothesis 2.2 hold and � 2R be such that system .S�/ is nonoscil-
latory and eventually controllable. Then .S�/ possesses a recessive solution zZ D�
zX
zU

�
2 C.Œ0;1/Z/

2n�n, which can be equivalently characterized by the condition

lim
k!1

�min

�
�

kX
jDk0

zX�1j .�/Bj zX
��1
jC1 .�/

�
D1;

where �min stands for the smallest eigenvalue of the matrix indicated and k0 2 Œ0;1/Z

is large enough.

The maximal linear relation is defined as in (1.4), while the minimal linear rela-
tion displayed in (1.3) is defined as the closure of the pre-minimal linear relation T0,
which consists of ¹Œz�; Œf �º 2 Tmax such that Oz0 D 0 and Ozk D 0 for all k 2 Œ0;1/Z
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large enough and a suitable representative Oz 2 Œz�. The following hypothesis guar-
antees that the minimal linear relation can be written as in (1.3). It is called the
strong Atkinson condition or definiteness condition and it is a classical assumption
in the Weyl–Titchmarsh theory for differential or difference equations. In addition, it
is equivalent to the fact that for any ¹Œz�; Œf �º 2 Tmax there is a unique Oz 2 Œz� such that
L. Oz/k D ‰k fk for all k 2 Œ0;1/Z, see [10, Theorem 5.2]. Since the latter equality
is also independent of the choice of a representative of f 2 Œf �, we may write only
¹z; f º 2 Tmax whenever the hypothesis is satisfied.

Hypothesis 2.6 (Strong Atkinson condition). Hypothesis 2.2 is satisfied, and a num-
ber � 2C and a finite interval 	D

Z´ Œa; b�Z � Œ0;1/Z exist such that every nontrivial
solution z.�/ 2 C.Œ0;1/Z/

2n of system .S�/ satisfies
P
k2	D

Z
z�
k
.�/‰kzk.�/ > 0.

Note that the strong Atkinson condition is independent of the choice of � 2 C,
i.e., Hypothesis 2.6 means that

P
k2	D

Z
z�
k
.�/‰kzk.�/ > 0 is satisfied for all nontrivial

solutions of (S�) for any �2C, see e.g., [47, Lemma 2.1]. Alternatively, this condition
is equivalent to the fact that the trivial solution is the only solution of (S�) such thatP
k2	D

Z
z�
k
.�/‰kzk.�/ D 0. Such systems are also said to be definite on the discrete

interval Œ0;1/Z.
In the next part we aim to connect the disconjugacy of (S�) on Œ0;1/Z and the

boundedness from below of Tmin. Due to the special block structure of �k and ‰k
described in Hypothesis 2.2, system (S�) can be written as the pair of equations

xk.�/ D AkxkC1.�/CBkukC1.�/; (2.5)

uk.�/ D CkxkC1.�/CDkukC1.�/C �Wkxk.�/: (2.6)

Then, a sequence z 2 C.Œ0;1/Z/
2n is said to be admissible if it satisfies equa-

tion (2.5), which does not involve the parameter � explicitly, i.e., the space of all
admissible sequences of (S�) is independent of �. In the next lemma, we introduce
an quadratic functional associated with (Sf

�
) and describe its connection to the inner

product h�; �i‰, from which we will derive the dependence of the disconjugacy on �.

Lemma 2.7. Let � 2 C be arbitrary, Hypothesis 2.2 be satisfied, and for any z D
. xu / 2 C.Œ0;1/Z/

2n define the quadratic functional

F�.z/´ �
X

k2Œ0;1/Z

¹x�kC1C
�
k .�/AkxkC1 C 2Re.x�kC1C

�
k .�/BkukC1/

C u�kC1D
�
k .�/BkukC1º;

where
Ck.�/´ Ck C �WkAk and Dk.�/´ Dk C �WkBk :
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If z 2 C.Œ0;1/Z/
2n is an admissible sequence of (S�), it reduces to

F�.z/ D
X

k2Œ0;1/Z

.uk � Ck.�/xkC1 �Dk.�/ukC1/
�xk C Œu

�
kxk�

1
kD0

D

X
k2Œ0;1/Z

.uk � CkxkC1 �DkukC1/
�xk C Œu

�
kxk�

1
kD0 � �hz; zi‰ (2.7)

and, furthermore, if z solves .Sf� / for some � 2 C then

F�.z/ D . N� � �/hz; zi‰ C hz; f i‰ C Œu
�
kxk�

1
kD0:

Especially, when ¹Œz�; Œf �º 2 T0, we obtain

F�.z/ D hz; f i‰ � �hz; zi‰ D hz; f � �zi‰

for any z 2 Œz� and f 2 Œf �.

It was shown in [34, Theorem 3.1] and [13, Theorem 2.41] that the disconjugate
property of system .S�/ on ŒM;N C 1�Z is equivalent with the positivity of the asso-
ciated quadratic functional

�

NX
kDM

¹x�kC1C
�
k .�/AkxkC1 C 2Re .x�kC1C

�
k .�/BkukC1/C u

�
kC1D

�
k .�/BkukC1º

(2.8)
for any admissible z D . xu / 2 C.ŒM;N C 1�Z/2n with xM D 0 D xNC1 and x ¤ 0.
Recall that the space of all admissible sequences for (S�) is independent on �, so
from (2.7) we get that for any admissible z 2 C.Œ0;1/Z/

2n it holds

F�.z/ D F�.z/C .� � �/hz; zi‰: (2.9)

Therefore, the nonnegativity (or positivity) of F�.z/ for some � 2 R implies the same
property for all � < �. Subsequently, upon combining with Hypothesis 2.6, we get the
following corollary, whose second part is a simple consequence of Theorem 2.5.

Corollary 2.8. Let Hypothesis 2.6 be satisfied and � 2 R be such that system .S�/ is
disconjugate on Œ0;1/Z and eventually controllable. Then system (S�) is disconju-
gate on Œ0;1/Z and possess a recessive solution for any � � �.

The last part of Lemma 2.7 shows that the boundedness from below of Tmin is
closely connected to the nonnegativity of F�.�/ or, in fact, with the disconjugacy
of .S�/ on Œ0;1/Z as stated in the next theorem.
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Theorem 2.9. Let Hypothesis 2.6 be satisfied and � 2 R be such that system .S�/
is disconjugate on Œ0;1/Z. Then, Tmin is bounded from below by a lower bound
c � � or equivalently Tmin � �I is bounded from below by c � � > 0 for all � < �.
Consequently, the deficiency indices of Tmin satisfy dC.Tmin/ D d�.Tmin/ D d�.Tmin/

for all � 2 CKŒ�;1/ and any self-adjoint extension of Tmin is bounded from below.

Proof. Since Tmin D T0, it suffices to show that T0 is bounded from below. From the
definition of T0 and the positivity of (2.8) on any subinterval ŒM;N C 1�Z � Œ0;1/Z

with M D 0 we get hz; f � �zi‰ D F�.z/ > 0 for all z 2 dom T0. This shows that
T0 is bounded from below by c � � or equivalently the boundedness of Tmin � �I

from below by c � � > 0 for all � < �. The second part of the statement follows
immediately from [6, Proposition 1.4.6] and [6, Proposition 5.5.8].

The second part of Theorem 2.9 shows that the disconjugacy of .S�/ on Œ0;1/Z

guarantees the existence of a self-adjoint extension of Tmin, which is possible if and
only if the positive and negative deficiency indices dC.Tmin/ and d�.Tmin/, respec-
tively, are equal, see [11, Corollary, p. 34]. This equality dC.Tmin/ D d�.Tmin/µ d

can be alternatively interpreted under Hypothesis 2.6 so that systems (S�) and .S N�/
possess the same number d of linearly independent square summable solutions for any
� 2 CKR, see [10, Corollary 5.12]. If, in addition, there is a number � 2 R such that
system .S�/ has the same number d of linearly independent square summable solu-
tions, then all self-adjoint extensions of Tmin admit the following characterization, see
[48, Theorem 3.3 and Remark 3.4]. This statement turns out to be yet another crucial
ingredients in the proof of our main result, see Lemma 3.3.

Theorem 2.10. Let Hypothesis 2.6 be satisfied and assume that

(i) both .Si / and .S�i / possess d linearly independent square summable solu-
tions;

(ii) there exists � 2 R such that also system .S�/ possess d linearly indepen-
dent square summable solutions, which are denoted as (suppressing the
argument �) ‚Œ1�; : : : ; ‚Œd� and arranged so that the 2.d � n/ � 2.d � n/
leading principal submatrix of the d � d matrix ‡ ´ ‚�0 J ‚0 has a full
rank, where ‚k ´ .‚

Œ1�

k
; : : : ; ‚

Œd�

k
/ for k 2 Œ0;1/Z.

Then, a linear relation T � Q̀2‰ � Q̀
2
‰ is a self-adjoint extension of the minimal linear

relation Tmin if and only if there exist matrices M 2 Cd�2n and L 2 Cd�2.d�n/ such
that

rank.M;L/ D d; MJM � � L‡2.d�n/�2.d�n/L
�
D 0; (2.10)

and

T D

8<:¹z; f º 2 Tmax

ˇ̌̌̌
ˇ̌Mz0 � L

0@ .‚Œ1�;z/1

:::
.‚Œ2.d�n/�;z/1

1A D 0
9=; ; (2.11)
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where ‡2.d�n/�2.d�n/ is the 2.d � n/ � 2.d � n/ principal leading submatrix of ‡
and .‚Œj �; z/1´ limk!1‚

Œj ��

k
Jzk for j D 1; : : : ; 2.d � n/ exist due to the square

summability of both sequences.

3. Main result

At this moment, we have presented all preliminary results needed to establish our
main result. Its proof is based on the following three lemmas. In the first lemma,
we show that x0 D 0 for every ¹z; f º 2 TF . In the second lemma, we prove that
the columns of a recessive solution of (S�) with � < � belong to the domain of the
Friedrichs extension of Tmin, which is denoted as TF . Thereafter, in the third lemma,
we show that a certain linear relation determined by a (part of a) recessive solution is
self-adjoint.

Lemma 3.1. Let Hypothesis 2.6 be satisfied and � 2 R be such that system .S�/ is
disconjugate on Œ0;1/Z and eventually controllable. Then x0 D 0 for any ¹z; f º 2
TF .

Proof. The assumptions guarantee that the Friedrichs extension of the minimal linear
relation Tmin exists by Theorem 2.9. Condition (2.2) together with Hypothesis 2.2
means that ¹z; f º 2 TF if and only if ¹z; f º 2 Tmax and there exists a sequence of
pairs ¹¹zŒn�; f Œn�ºº1nD1 2 Tmin such that

lim
n!1
kzŒn� � zk‰ D lim

n!1

1X
kD0

.x
Œn�

k
� xk/

�Wk.x
Œn�

k
� xk/ D 0

and, by using Lemma 2.7,

hzŒn� � zŒm�; f Œn� � f Œm�i‰

D F0.z
Œn�
� zŒm�/ � Œ.u

Œn�

k
� u

Œm�

k
/�.x

Œn�

k
� x

Œm�

k
/�1kD0 ! 0

as n;m!1. Since Wk > 0 for all k 2 Œ0;1/Z by Hypothesis 2.2, the first condition
yields that limn!1W0.x

Œn�
0 � x0/D 0. Since xŒn�0 D 0 for all n2N by (1.3), it follows

that also x0 D 0 for every ¹z; f º 2 TF .

Lemma 3.2. Let Hypothesis 2.6 be satisfied and � 2 R be such that system .S�/ is
disconjugate on Œ0;1/Z and eventually controllable. Then, for any � � �, all the
columns of the recessive solution zZ.�/ belong to `2‰ and their trivializations at 0
given by

QQzŒj �.�/ D

´
0; k 2 Œ0; a�Z;

QzŒj �.�/; k 2 Œb C 1;1/Z
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belong to dom TF for all j D 1; : : : ; n, where a; b are the endpoints of the discrete
interval 	D

Z from Hypothesis 2.6.

Proof. For better clarity, the proof is divided into three steps, which concerns with the
behavior of the columns of zZ.�/ in a neighborhood of1. More precisely, by using a
recessive solution of (S�) we construct a sequence of 2n � n matrix-valued solutions
of this system, which converges to zZ.�/ (the first step). These solutions give rise to
pairs ¹QQzŒj;m�; QQf Œj;m�º 2 T0 � �I (the second step), which satisfy both limit conditions
in (2.2) from the characterization of TF (the third step).

Step 1. Since � � �, the system (S�) is disconjugate on Œ0;1/Z and eventually con-
trollable as well by Corollary 2.8. Thus, it possesses a recessive solution zZ.�/ 2
C.Œ0;1/Z/

2n�n by Theorem 2.5 and we denote its columns as QzŒ1�.�/; : : : ; QzŒn�.�/.
The disconjugacy of (S�) implies, in addition, that � zX�1

k
.�/Bk

zX��1
kC1

.�/ � 0,

and so for the matrix-valued sequence ƒk ´
Pk�1
jD0 �

zX�1j .�/Bj zX
��1
jC1 .�/ we have

limk!1ƒ
�1
k
D 0 by Theorem 2.5. Let us define the so-called associated dominant

solution of (S�) as

yXk.�/´ zXk.�/ƒk and yUk.�/´ zUk.�/ƒk C zX
��1
k :

Then zZ.�/ and yZ.�/ form normalized conjoined bases of (S�), the matrices yXk.�/
are eventually nonsingular by the controllability of (S�), and yX�1

k
.�/ zXk.�/ is Hermi-

tian. For a fixed m 2 Œ0;1/Z large enough we define (suppressing the “dependence”
on �)

X
Œm�

k
´ zXk � yXk yX

�1
m
zXm and U

Œm�

k
´ zUk � yUk yX

�1
m
zXm; k 2 Œ0;1/Z:

ThenZŒm� is a solution of (S�) as a linear combination of two solutions of this system
with

ZŒm�m D

�
0

zUm � yUm yX
�1
m
zXm

�
D

�
0

� yX��1m

�
:

Furthermore, it holds

X
Œm�

k
D zXk � zXkƒkƒ

�1
m
zX�1m
zXm D zXkŒI �ƒkƒ

�1
m �!

zXk;

U
Œm�

k
D zUk � Œ zUkƒk C zX

��1
k �ƒ�1m

zX�1m
zXm D zUkŒI �ƒkƒ

�1
m � �

zX��1k ƒ�1m !
zUk

as m!1.

Step 2. Let

zŒj;m� D

�
xŒj;m�

uŒj;m�

�
´ ZŒm�ej
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and

Qz
Œj;m�

k
D

�
Qx
Œj;m�

k

Qu
Œj;m�

k

�
´

´
z
Œj;m�

k
; k 2 Œ0;m�Z;

0; k 2 ŒmC 1;1/Z;

and

Qf
Œj;m�

k
´

8<: 0; k ¤ m;�
�W�1

m
yX��1

m ej
0

�
; k D m;

with Wm being the n � n left upper block of ‰m. Then obviously QzŒj;m�; Qf Œj;m� 2
`2‰, the sequence QzŒj;m� is admissible, and by a direct calculation we can verify that
L. QzŒj;m�/k D ‰k.� Qz

Œj;m�

k
C Qf

Œj;m�

k
/ for all k 2 Œ0;1/Z, i.e., ¹QzŒj;m�; Qf Œj;m�º 2 Tmax �

�I for any m 2 Œ0;1/Z. In addition, according to the Patching lemma established in
[48, Lemma 3.1], we have also ¹QQzŒj;m�; QQf Œj;m�º 2 Tmax � �I with

QQz
Œj;m�

k
D

´
0; k 2 Œ0; a�Z;

Qz
Œj;m�

k
; k 2 Œb C 1;1/Z

and QQf
Œj;m�

k
D

´
0; k 2 Œ0; a�Z;

Qf
Œj;m�

k
; k 2 Œb C 1;1/Z;

which yields that ¹QQzŒj;m�; QQf Œj;m�º 2 T0 � �I for all m > b C 1.

Step 3. Now, we show that ¹QQzŒj;m�; QQf Œj;m�º 2 T0 � �I � Tmax � �I is such that, for
all j 2 ¹1; : : : ; nº, it satisfies QQzŒj;m� ! QzŒj � as m!1 and simultaneously

h
QQf Œj;m� �

QQf Œj;`�; QQzŒj;m� � QQzŒj;`�i ! 0 as m; `!1. (3.1)

So, without loss of generality, let ` > m > b C 1. Then, by a direct calculation, we
get

h
QQf Œj;m� �

QQf Œj;`�; QQzŒj;m� � QQzŒj;`�i‰

D

1X
kD0

.
QQf
Œj;m�

k
�
QQf
Œj;`�

k
/�‰k. QQz

Œj;m�

k
� QQz

Œj;`�

k
/

D

1X
kDbC1

.
QQf
Œj;m��

k
‰k QQz

Œj;m�

k
C
QQf
Œj;`��

k
‰k QQz

Œj;`�

k
�
QQf
Œj;m��

k
‰k QQz

Œj;`�

k
�
QQf
Œj;`��

k
‰k QQz

Œj;m�

k
/

D Qf Œj;m��m ‰m Qz
Œj;m�
m C Qf

Œj;`��

`
‰` Qz

Œj;`�

`
� Qf Œj;m��m ‰m Qz

Œj;`�
m � Qf

Œj;`��

`
‰` Qz

Œj;m�

`

D 0C 0 �

�
�W�1m

yX��1m ej

0

���
Wm 0

0 0

��
zXm � yXm yX

�1
`
zX`

zUm � yUm yX
�1
`
zX`

�
� 0

D e�j yX
�1
m W�1m Wm. zXm � yXm yX

�1
`
zX`/ej

D e�j . yX
�1
m
zXm � yX

�1
`
zX`/ej ;
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where we used the special block structure of ‰k and the facts that QzŒj;m�
`

D 0 and
zX
Œm�
m D 0 D zX

Œ`�

`
. Thus, (3.1) holds due to the definition of the recessive solution.

Furthermore, from Theorem 2.9 we know that Tmin � �I is bounded from below by a
lower bound c � � > 0, so

h
QQf Œj;m� �

QQf Œj;`�; QQzŒj;m� � QQzŒj;`�i‰ � .c � �/h
QQzŒj;m� � QQzŒj;`�; QQzŒj;m� � QQzŒj;`�i‰;

which together with the previous conclusion implies that also

hQQzŒj;m� � QQzŒj;`�; QQzŒj;m� � QQzŒj;`�i‰ ! 0

asm;`!1, i.e., the sequence ¹QQzŒj;m�º1mD0 is a Cauchy sequence in `2‰. The definite-
ness condition guarantees that each QQzŒj;m� gives rise to a unique equivalence class, so
each column QzŒj � of the recessive solution belongs to `2‰. Consequently, QQzŒj � belongs
to the domain of the Friedrichs extension of Tmin � �I , which is equal to TF � �I as
shown in [6, identity (5.3.4)]. Therefore, QQzŒj � 2 dom TF for all j 2 1; : : : ; n and the
proof is complete.

In the last lemma, we prove that the linear relation

U ´ ¹¹z; f º 2 Tmax j x0 D 0 and lim
k!1

z�kJ Qz
Œij �

k
D 0 for all j D 1; : : : ; d � nº

(3.2)
is a self-adjoint extension of Tmin, where QzŒij � D QzŒij �.�/ is the ij -th column of the
recessive solution zZ.�/ being such that QzŒij �m D eij for a suitable m 2 Œ0;1/Z, arbi-
trary � < �, and certain indices ij with j D 1; : : : ; d � n specified in the proof of
Lemma 3.3, see equality (3.3). This is done by a construction of the matrix ‡ men-
tioned in Theorem 2.10. Note that we do not emphasize the dependence of U on �
in (3.2), because we will show in Theorem 3.4 that it is only formal in the present
context and U represents a Friedrichs extension of Tmin for all suitable �.

Lemma 3.3. Let assumptions of Lemma 3.2 hold and � < � be arbitrary. The linear
relation U defined in (3.2) is a self-adjoint extension of Tmin.

Proof. Since � < �, it follows from Theorem 2.9 that system (S�) possesses n � d �
2n linearly independent square summable solutions, so the first assumption of Theo-
rem 2.10 is satisfied and a self-adjoint extension of Tmin exists. The proof is therefore
completed by, at first, constructing a matrix-valued solution ‚.�/ 2 C.Œ0;1/Z/

2n�d

of system (S�) consisting of d linearly independent square summable solutions sat-
isfying the second assumption of Theorem 2.10, and thereafter constructing matrices
M and L satisfying the conditions in (2.10) such that the corresponding self-adjoint
extension displayed in (2.11) is equal to U .

From Lemma 3.2, we know that all n columns of a recessive solution zZ.�/ are
square summable and, without loss of generality, we may assume that zXm.�/D I for
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some m 2 Œ0;1/Z. We complete these solutions with the remaining d � n linearly
independent square summable solutions of (S�), which can be taken as the columns
of some yZ.�/ 2 C.Œ0;1/Z/

2n�.d�n/. For simplicity, we suppress the dependence on
� in the rest of the proof. If we put

yyZ´ yZ � zZ yXm 2 C.Œ0;1/Z/
2n�.d�n/;

then it solves (S�) and yyZm D
�
0
yyUm

�
. Since yyXm D 0, it follows that rank yyUm D d � n,

and one can easily deduce that, after an appropriate constant multiple of yyZ, there are
indices i1; : : : ; id�n such that 0B@ e�i1

:::

e�id�n

1CA yyUm D Id�n: (3.3)

Then we can build the 2n � d matrix-valued solution ‚ D .‚Œ1� ‚Œ2� ‚Œ3�/

mentioned above from ‚Œ2�´
yyZ and the blocks

‚Œ1�´ zZ

0B@ e�i1
:::

e�id�n

1CA� 2 C.Œ0;1/Z/
2n�.d�n/

and

‚Œ3�´ zZ

0B@ e�s1
:::

e�s2n�d

1CA� 2 C.Œ0;1/Z/
2n�.2n�d/;

where the indices i1; : : : ; id�n 2 ¹1; : : : ; nº correspond to the choice of rows of yyUm
described in (3.3) and s1; : : : ; s2n�d 2 ¹1; : : : ; nºK¹i1; : : : ; id�nº are all the remaining
indices. To justify this choice, we need to show that the 2.d � n/ � 2.d � n/ leading
principal submatrix of the d � d matrix ‡ ´ ‚�0 J‚0 has a full rank. Since � 2 R,
it holds ‡ D ‚�m J ‚m by the Wronskian-type identity, see [49, identity (3.4)], and
the submatrix can be decomposed as

‡2.d�n/�2.d�n/ D

0@‡ Œ1;1�2.d�n/�2.d�n/
‡
Œ1;2�

2.d�n/�2.d�n/

‡
Œ2;1�

2.d�n/�2.d�n/
‡
Œ2;2�

2.d�n/�2.d�n/

1A
D

0@‚Œ1��m J‚
Œ1�
m ‚

Œ1��
m J‚

Œ2�
m

‚
Œ2��
m J‚

Œ1�
m ‚

Œ2��
m J‚

Œ2�
m

1A :
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Then ‡ Œ1;1�
2.d�n/�2.d�n/

D 0 as it is a submatrix of zZ�mJ zZm, which is zero by the def-
inition of the recessive solution (it has to be a conjoined basis), while zXm D I and
yyXm D 0 yield zZ�mJ

yyZm D
yyUm, so

‡
Œ1;2�

2.d�n/�2.d�n/
D �‡

Œ2;1�

2.d�n/�2.d�n/
D

0@ e�
i1

:::
e�

id�n

1A yyUm D Id�n
by (3.3) and (1.2). In addition, yyXm D 0 implies also‡ Œ2;2�

2.d�n/�2.d�n/
D
yyZ�mJ

yyZm D 0.
Therefore,

rank‡2.d�n/�2.d�n/ D rank
�

0 Id�n
�Id�n 0

�
D 2.d � n/; (3.4)

i.e., the matrix-valued solution ‚ satisfies the assumption (ii) of Theorem 2.10.
It remains to express the linear relation U from (3.2) as in (2.11). If we put

M ´

�
In 0

0 0

�
and L´

�
0 0

Id�n 0

�
;

then we can verify by a simple calculation that these matrices satisfy the conditions
in (2.10). Simultaneously, the equality

0 DMz0 � L

 
.‚e1;z/1

:::
.‚e2.d�n/;z/1

!
D

 
x0

0d�n

!
�

0BBB@
0n

.‚e1; z/1
:::

.‚ed�n; z/1

1CCCA D
0BBB@

x0

.‚e1; z/1
:::

.‚ed�n; z/1

1CCCA
utilized in (2.11) is equivalent to the pair of conditions x0D 0 and limk!1 z

�
k
J Qz

Œij �

k
D

0, because ‚ej D QzŒij � for all j 2 ¹1; : : : ; d � nº. Therefore, the linear relation U is
a self-adjoint extension of Tmin.

Now, upon combining the preceding lemmas and the self-adjointness of the Fried-
richs extension of Tmin and of the linear relation U , we obtain the main result showing
that TF D U .

Theorem 3.4. Let Hypothesis 2.6 be satisfied and � 2 R be such that system .S�/ is
disconjugate on Œ0;1/Z and eventually controllable. Then, for any � < �, the linear
relation U defined in (3.2) is the Friedrichs extension of Tmin, i.e.,

TF D ¹¹z; f º 2 Tmax j x0 D 0 and lim
k!1

z�kJ Qz
Œij �

k
.�/ D 0 for all j D 1; : : : ; d � nº:

In particular, if system (S�) is in the limit point case (i.e., d D n), then

TF D ¹¹z; f º 2 Tmax j x0 D 0º;
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while in the limit circle case (i.e., d D 2n), we have

TF ´ ¹¹z; f º 2 Tmax j x0 D 0 and lim
k!1

z�kJ Qz
Œj �

k
.�/ D 0 for all j D 1; : : : ; nº:

Proof. We recall that the given assumptions guarantee the existence of the Friedrichs
extension of Tmin by Theorem 2.9. We already know that the linear relation U is a
self-adjoint extension of Tmin by Lemma 3.3. Now, let ¹z; f º 2 TF be arbitrary. Then
also ¹z;f º 2 T �F and x0 D 0 by Lemma 3.1. Let QQzŒi1�; : : : ; QQzŒid�n� be as in Lemma 3.2,
in particular, QQzŒi1�; : : : ; QQzŒid�n� 2 domTF and they coincide with QzŒi1�; : : : ; QzŒid�n� for
all k large enough. The self-adjointness of TF yields

0 D hf Œj �; zi‰ � h
QQzŒij �; f i‰ D Œ.

QQzŒij �; z/k�
1
kD0 D lim

k!1
z�kJ QQz

Œij �

k

for all j 2 ¹1; : : : ; d � nº, where f Œ1�; : : : ; f Œd�n� are such that ¹QQzŒi1�; f Œ1�º; : : :,
¹QQzŒid�n�; f Œd�n�º 2 TF . This shows that ¹z;f º 2 U , which means TF � U . However,
the self-adjointness of U implies also the opposite inclusion U D U � � T �F D TF

and, therefore, TF D U . The rest of the statement is a simple consequence of this
result in the case when d D n and d D 2n, respectively.

Remark 3.5. (i) Besides the more general setting in our treatise, which could be eas-
ily applied also in the continuous case, Theorem 3.4 is a discrete analogue of [52,
Theorem 4.2], [33, Theorem 3.1], and [24, Theorem 13] concerning the Friedrichs
extension of operators associated with the linear Hamiltonian differential system.
It is worth noting that, in contrast to the mentioned results, we neither require any
particular number of linearly independent square summable solutions (e.g., the limit
circle case as in [33, Theorem 3.1]) nor formally overdetermine TF as in [24, Theo-
rem 13], because we explicitly deal only with d “boundary” conditions in accordance
with Theorem 2.10; n of them come from x0 D 0 by the first part of the proof of
Lemma 3.2, while the remaining d � n specify the behavior at infinity and they are
derived from (3.3) so that (3.4) holds, compare with [24, Remark after Theorem 12].

(ii) The square summability of the columns of a recessive solution zZ.�/ estab-
lished in Lemma 3.2 will be an object of our further research because it seems to be
an essential property rooted in the definition of this solution similarly to the continu-
ous case, see [39].

Acknowledgments. The author is very grateful to the referee for their detailed read-
ing of the manuscript and for various comments and suggestions, which improved the
presentation of the paper. The author also thanks Roman Šimon Hilscher for bringing
this topic to his attention and for discussions at the beginning of this research.



The Friedrichs extension of a class of discrete symplectic systems 241

Funding. The research was supported by the Czech Science Foundation under Grant
GA23-05242S.

References

[1] G. M. Ballard and J. V. Baxley, The Friedrichs extension of certain singular differential
operators. II. Electron. J. Qual. Theory Differ. Equ. (2009), special issue I, article no. 5
Zbl 1198.47040 MR 2558830

[2] Q. Bao, G. Wei, and A. Zettl, Characterization of symmetric operators and their Friedrichs
extension for singular Sturm–Liouville problems. J. Math. Anal. Appl. 512 (2022), no. 1,
article no. 126122 Zbl 07496957 MR 4390969

[3] Q. Bao, G. Wei, and A. Zettl, The Friedrichs extension of regular symmetric differential
operators. Oper. Matrices 16 (2022), no. 1, 213–237 Zbl 1486.34067 MR 4428608

[4] Q. Bao, G. Wei, and A. Zettl, Friedrichs extension of singular symmetric differential oper-
ators. Electron. J. Differential Equations (2023), no. 2, special issue, 11–39
MR 4803575

[5] J. V. Baxley, The Friedrichs extension of certain singular differential operators. Duke
Math. J. 35 (1968), 455–462 Zbl 0174.45701 MR 0226446

[6] J. Behrndt, S. Hassi, and H. de Snoo, Boundary value problems, Weyl functions, and dif-
ferential operators. Monogr. Math. 108, Birkhäuser/Springer, Cham, 2020
Zbl 1457.47001 MR 3971207

[7] M. Benammar and W. D. Evans, On the Friedrichs extension of semi-bounded difference
operators. Math. Proc. Cambridge Philos. Soc. 116 (1994), no. 1, 167–177
Zbl 0813.47038 MR 1274167

[8] B. M. Brown and J. S. Christiansen, On the Krein and Friedrichs extensions of a positive
Jacobi operator. Expo. Math. 23 (2005), no. 2, 179–186 Zbl 1078.39019 MR 2155010

[9] S. Clark and P. Zemánek, On a Weyl–Titchmarsh theory for discrete symplectic systems
on a half line. Appl. Math. Comput. 217 (2010), no. 7, 2952–2976 Zbl 1214.37034
MR 2733742

[10] S. L. Clark and P. Zemánek, On discrete symplectic systems: associated maximal and
minimal linear relations and nonhomogeneous problems. J. Math. Anal. Appl. 421 (2015),
no. 1, 779–805 Zbl 1297.39008 MR 3250508

[11] E. A. Coddington, Extension theory of formally normal and symmetric subspaces. Mem.
Amer. Math. Soc. 134, American Mathematical Society, Providence, RI, 1973
Zbl 0265.47023 MR 0477855

[12] O. Došlý, Principal and nonprincipal solutions of symplectic dynamic systems on time
scales. Electron. J. Qual. Theory Differ. Equ. (2000), Suppl. (Proceedings of the 6th Col-
loquium on the Qualitative Theory on Differential Equations, 1999), article no. 5
Zbl 0971.34018 MR 1798655

[13] O. Došlý, J. Elyseeva, and R. Šimon Hilscher, Symplectic difference systems: oscillation
and spectral theory. Pathw. Math., Birkhäuser/Springer, Cham, 2019 Zbl 1425.39001
MR 3970258

https://doi.org/10.14232/ejqtde.2009.4.5
https://doi.org/10.14232/ejqtde.2009.4.5
https://zbmath.org/?q=an:1198.47040
https://mathscinet.ams.org/mathscinet-getitem?mr=2558830
https://doi.org/10.1016/j.jmaa.2022.126122
https://doi.org/10.1016/j.jmaa.2022.126122
https://zbmath.org/?q=an:07496957
https://mathscinet.ams.org/mathscinet-getitem?mr=4390969
https://doi.org/10.7153/oam-2022-16-18
https://doi.org/10.7153/oam-2022-16-18
https://zbmath.org/?q=an:1486.34067
https://mathscinet.ams.org/mathscinet-getitem?mr=4428608
https://doi.org/10.58997/ejde.sp.02.b1
https://doi.org/10.58997/ejde.sp.02.b1
https://mathscinet.ams.org/mathscinet-getitem?mr=4803575
https://doi.org/10.1215/s0012-7094-68-03546-1
https://zbmath.org/?q=an:0174.45701
https://mathscinet.ams.org/mathscinet-getitem?mr=0226446
https://doi.org/10.1007/978-3-030-36714-5
https://doi.org/10.1007/978-3-030-36714-5
https://zbmath.org/?q=an:1457.47001
https://mathscinet.ams.org/mathscinet-getitem?mr=3971207
https://doi.org/10.1017/S0305004100072467
https://doi.org/10.1017/S0305004100072467
https://zbmath.org/?q=an:0813.47038
https://mathscinet.ams.org/mathscinet-getitem?mr=1274167
https://doi.org/10.1016/j.exmath.2005.01.020
https://doi.org/10.1016/j.exmath.2005.01.020
https://zbmath.org/?q=an:1078.39019
https://mathscinet.ams.org/mathscinet-getitem?mr=2155010
https://doi.org/10.1016/j.amc.2010.08.029
https://doi.org/10.1016/j.amc.2010.08.029
https://zbmath.org/?q=an:1214.37034
https://mathscinet.ams.org/mathscinet-getitem?mr=2733742
https://doi.org/10.1016/j.jmaa.2014.07.015
https://doi.org/10.1016/j.jmaa.2014.07.015
https://zbmath.org/?q=an:1297.39008
https://mathscinet.ams.org/mathscinet-getitem?mr=3250508
https://doi.org/10.1090/memo/0134
https://zbmath.org/?q=an:0265.47023
https://mathscinet.ams.org/mathscinet-getitem?mr=0477855
https://doi.org/10.14232/ejqtde.1999.5.5
https://doi.org/10.14232/ejqtde.1999.5.5
https://zbmath.org/?q=an:0971.34018
https://mathscinet.ams.org/mathscinet-getitem?mr=1798655
https://doi.org/10.1007/978-3-030-19373-7
https://doi.org/10.1007/978-3-030-19373-7
https://zbmath.org/?q=an:1425.39001
https://mathscinet.ams.org/mathscinet-getitem?mr=3970258


P. Zemánek 242

[14] O. Došlý and P. Hasil, Friedrichs extension of operators defined by symmetric banded
matrices. Linear Algebra Appl. 430 (2009), no. 8-9, 1966–1975 Zbl 1171.39004
MR 2503945

[15] K. Friedrichs, Spektraltheorie halbbeschränkter Operatoren und Anwendung auf die
Spektralzerlegung von Differentialoperatoren. Math. Ann. 109 (1934), no. 1, 465–487
Zbl 0008.39203 MR 1512905

[16] K. Friedrichs, Über die ausgezeichnete Randbedingung in der Spektraltheorie der halb-
beschränkten gewöhnlichen Differentialoperatoren zweiter Ordnung. Math. Ann. 112
(1936), no. 1, 1–23 JFM 61.1198.02 MR 1513033

[17] H. Freudenthal, Über die Friedrichssche Fortsetzung halbbeschränkter Hermitescher
Operatoren. Proc. Akad. Wet. Amsterdam 39 (1936), 832–833 JFM 62.0452.01

[18] F. Gesztesy and Z. Zhao, Critical and subcritical Jacobi operators defined as Friedrichs
extensions. J. Differential Equations 103 (1993), no. 1, 68–93 Zbl 0807.47004
MR 1218739

[19] S. Hassi, On the Friedrichs and the Kreı̆n–von Neumann extension of nonnegative rela-
tions. In Contributions to management science, mathematics and modelling, pp. 37–54,
Acta Wasaensia 122, Acta Wasaensia. Math. 9, Vaasan Yliopisto, Vaasa, 2004
Zbl 1096.47004 MR 2222495

[20] S. Hassi, M. Kaltenbäck, and H. de Snoo, Triplets of Hilbert spaces and Friedrichs exten-
sions associated with the subclass N1 of Nevanlinna functions. J. Operator Theory 37
(1997), no. 1, 155–181 Zbl 0891.47013 MR 1438205

[21] S. Hassi, A. Sandovici, H. S. V. de Snoo, and H. Winkler, A general factorization approach
to the extension theory of nonnegative operators and relations. J. Operator Theory 58
(2007), no. 2, 351–386 Zbl 1164.47003

[22] H. Kalf, A characterization of the Friedrichs extension of Sturm–Liouville operators.
J. London Math. Soc. (2) 17 (1978), no. 3, 511–521 Zbl 0406.34029 MR 0492493

[23] H. G. Kaper, M. K. Kwong, and A. Zettl, Characterizations of the Friedrichs extensions of
singular Sturm–Liouville expressions. SIAM J. Math. Anal. 17 (1986), no. 4, 772–777
Zbl 0608.34022 MR 0846388

[24] M. Marletta and A. Zettl, The Friedrichs extension of singular differential operators. J. Dif-
ferential Equations 160 (2000), no. 2, 404–421 Zbl 0954.47012 MR 1736997

[25] M. A. Naimark, Linear differential operators. Part II: Linear differential operators in
Hilbert space.. Frederick Unger, New York, 1968 Zbl 0227.34020 MR 0262880

[26] H.-D. Niessen and A. Zettl, The Friedrichs extension of regular ordinary differential oper-
ators. Proc. Roy. Soc. Edinburgh Sect. A 114 (1990), no. 3-4, 229–236 Zbl 0712.34020
MR 1055546.

[27] H.-D. Niessen and A. Zettl, Singular Sturm–Liouville problems: the Friedrichs extension
and comparison of eigenvalues. Proc. London Math. Soc. (3) 64 (1992), no. 3, 545–578
Zbl 0768.34015 MR 1152997

[28] G. Ren and G. Xu Friedrichs extensions for a class of singular discrete linear Hamiltonian
systems. 2003, arXiv:2311.08665v1

[29] F. Rellich, Halbbeschränkte gewöhnliche Differentialoperatoren zweiter Ordnung. Math.
Ann. 122 (1951), 343–368 Zbl 0044.31201 MR 0043316

https://doi.org/10.1016/j.laa.2008.11.005
https://doi.org/10.1016/j.laa.2008.11.005
https://zbmath.org/?q=an:1171.39004
https://mathscinet.ams.org/mathscinet-getitem?mr=2503945
https://doi.org/10.1007/BF01449150
https://doi.org/10.1007/BF01449150
https://zbmath.org/?q=an:0008.39203
https://mathscinet.ams.org/mathscinet-getitem?mr=1512905
https://doi.org/10.1007/BF01565401
https://doi.org/10.1007/BF01565401
https://zbmath.org/?q=an:61.1198.02
https://mathscinet.ams.org/mathscinet-getitem?mr=1513033
https://zbmath.org/?q=an:62.0452.01
https://doi.org/10.1006/jdeq.1993.1042
https://doi.org/10.1006/jdeq.1993.1042
https://zbmath.org/?q=an:0807.47004
https://mathscinet.ams.org/mathscinet-getitem?mr=1218739
https://zbmath.org/?q=an:1096.47004
https://mathscinet.ams.org/mathscinet-getitem?mr=2222495
https://zbmath.org/?q=an:0891.47013
https://mathscinet.ams.org/mathscinet-getitem?mr=1438205
https://zbmath.org/?q=an:1164.47003
https://doi.org/10.1112/jlms/s2-17.3.511
https://zbmath.org/?q=an:0406.34029
https://mathscinet.ams.org/mathscinet-getitem?mr=0492493
https://doi.org/10.1137/0517056
https://doi.org/10.1137/0517056
https://zbmath.org/?q=an:0608.34022
https://mathscinet.ams.org/mathscinet-getitem?mr=0846388
https://doi.org/10.1006/jdeq.1999.3685
https://zbmath.org/?q=an:0954.47012
https://mathscinet.ams.org/mathscinet-getitem?mr=1736997
https://zbmath.org/?q=an:0227.34020
https://mathscinet.ams.org/mathscinet-getitem?mr=0262880
https://doi.org/10.1017/S0308210500024409
https://doi.org/10.1017/S0308210500024409
https://zbmath.org/?q=an:0712.34020
https://mathscinet.ams.org/mathscinet-getitem?mr=1055546
https://doi.org/10.1112/plms/s3-64.3.545
https://doi.org/10.1112/plms/s3-64.3.545
https://zbmath.org/?q=an:0768.34015
https://mathscinet.ams.org/mathscinet-getitem?mr=1152997
https://arxiv.org/abs/2311.08665v1
https://doi.org/10.1007/BF01342848
https://zbmath.org/?q=an:0044.31201
https://mathscinet.ams.org/mathscinet-getitem?mr=0043316


The Friedrichs extension of a class of discrete symplectic systems 243

[30] Z. Sebestyén and Z. Tarcsay, On the Kreı̆n–von Neumann and Friedrichs extension of pos-
itive operators. In Contributions to mathematics and statistics—essays in honor of Seppo
Hassi, pp. 165–178, Acta Wasaensia 462, Vaasan Yliopisto, Vaasa, 2021
Zbl 1506.47036 MR 4448563

[31] P. Šepitka and R. Šimon Hilscher, Recessive solutions for nonoscillatory discrete symplec-
tic systems. Linear Algebra Appl. 469 (2015), 243–275 Zbl 1307.39007 MR 3299064

[32] P. Šepitka and R. Šimon Hilscher, Dominant and recessive solutions at infinity and genera
of conjoined bases for discrete symplectic systems. J. Difference Equ. Appl. 23 (2017),
no. 4, 657–698 Zbl 1376.39004 MR 3678531

[33] R. Šimon Hilscher and P. Zemánek, Friedrichs extension of operators defined by linear
Hamiltonian systems on unbounded interval. Math. Bohem. 135 (2010), no. 2, 209–222
MR 2723088 Zbl 1220.47028

[34] R. Šimon Hilscher and P. Zemánek, New results for time reversed symplectic dynamic
systems and quadratic functionals. Electron. J. Qual. Theory Differ. Equ. (2012), Suppl.
(Proceedings of the 9th Colloquium on the Qualitative Theory on Differential Equations),
article no. 15 Zbl 1324.34195 MR 3338534

[35] R. Šimon Hilscher and P. Zemánek, Weyl disks and square summable solutions for discrete
symplectic systems with jointly varying endpoints. Adv. Difference Equ. (2013), article no.
232 Zbl 1375.39014 MR 3101933

[36] R. Šimon Hilscher and P. Zemánek, Generalized Lagrange identity for discrete symplec-
tic systems and applications in Weyl–Titchmarsh theory. In Theory and applications of
difference equations and discrete dynamical systems, pp. 187–202, Springer Proc. Math.
Stat. 102, Springer, Berlin etc., 2014 Zbl 1318.39008 MR 3280207

[37] R. Šimon Hilscher and P. Zemánek, Weyl–Titchmarsh theory for discrete symplectic sys-
tems with general linear dependence on spectral parameter. J. Difference Equ. Appl. 20
(2014), no. 1, 84–117 Zbl 1312.39011 MR 3173539

[38] R. Šimon Hilscher and P. Zemánek, Limit circle invariance for two differential systems on
time scales. Math. Nachr. 288 (2015), no. 5-6, 696–709 Zbl 1312.34142 MR 3338923

[39] R. Šimon Hilscher and P. Zemánek, On square integrable solutions and principal and
antiprincipal solutions for linear Hamiltonian systems. Ann. Mat. Pura Appl. (4) 197
(2018), no. 1, 283–306 Zbl 1383.34043 MR 3747532

[40] K. Stempak, Spectral properties of ordinary differential operators admitting special
decompositions. Commun. Pure Appl. Anal. 20 (2021), no. 5, 1961–1986
Zbl 1489.47069 MR 4259636

[41] K. Stempak, Spectral properties of differential-difference symmetrized operators. Mediterr.
J. Math. 20 (2023), no. 3, article no. 177 Zbl 1525.47074 MR 4569076

[42] O. G. Storozh, On an approach to the construction of the Friedrichs and Neumann–Krein
extensions of nonnegative linear relations. Carpathian Math. Publ. 10 (2018), no. 2,
387–394 Zbl 07050203 MR 3901372

[43] J. v. Neumann, Allgemeine Eigenwerttheorie Hermitescher Funktionaloperatoren. Math.
Ann. 102 (1930), no. 1, 49–131 Zbl 55.0824.02 MR 1512569

[44] C. Yang and H. Sun, Friedrichs extensions of a class of singular Hamiltonian systems.
J. Differential Equations 293 (2021), 359–391 Zbl 07379511 MR 4261210

https://zbmath.org/?q=an:1506.47036
https://mathscinet.ams.org/mathscinet-getitem?mr=4448563
https://doi.org/10.1016/j.laa.2014.11.029
https://doi.org/10.1016/j.laa.2014.11.029
https://zbmath.org/?q=an:1307.39007
https://mathscinet.ams.org/mathscinet-getitem?mr=3299064
https://doi.org/10.1080/10236198.2016.1270274
https://doi.org/10.1080/10236198.2016.1270274
https://zbmath.org/?q=an:1376.39004
https://mathscinet.ams.org/mathscinet-getitem?mr=3678531
https://doi.org/10.21136/mb.2010.140698
https://doi.org/10.21136/mb.2010.140698
https://mathscinet.ams.org/mathscinet-getitem?mr=2723088
https://zbmath.org/?q=an:1220.47028
https://doi.org/10.14232/ejqtde.2012.3.15
https://doi.org/10.14232/ejqtde.2012.3.15
https://zbmath.org/?q=an:1324.34195
https://mathscinet.ams.org/mathscinet-getitem?mr=3338534
https://doi.org/10.1186/1687-1847-2013-232
https://doi.org/10.1186/1687-1847-2013-232
https://zbmath.org/?q=an:1375.39014
https://mathscinet.ams.org/mathscinet-getitem?mr=3101933
https://doi.org/10.1007/978-3-662-44140-4_10
https://doi.org/10.1007/978-3-662-44140-4_10
https://zbmath.org/?q=an:1318.39008
https://mathscinet.ams.org/mathscinet-getitem?mr=3280207
https://doi.org/10.1080/10236198.2013.813496
https://doi.org/10.1080/10236198.2013.813496
https://zbmath.org/?q=an:1312.39011
https://mathscinet.ams.org/mathscinet-getitem?mr=3173539
https://doi.org/10.1002/mana.201400005
https://doi.org/10.1002/mana.201400005
https://zbmath.org/?q=an:1312.34142
https://mathscinet.ams.org/mathscinet-getitem?mr=3338923
https://doi.org/10.1007/s10231-017-0679-7
https://doi.org/10.1007/s10231-017-0679-7
https://zbmath.org/?q=an:1383.34043
https://mathscinet.ams.org/mathscinet-getitem?mr=3747532
https://doi.org/10.3934/cpaa.2021054
https://doi.org/10.3934/cpaa.2021054
https://zbmath.org/?q=an:1489.47069
https://mathscinet.ams.org/mathscinet-getitem?mr=4259636
https://doi.org/10.1007/s00009-023-02380-8
https://zbmath.org/?q=an:1525.47074
https://mathscinet.ams.org/mathscinet-getitem?mr=4569076
https://doi.org/10.15330/cmp.10.2.387-394
https://doi.org/10.15330/cmp.10.2.387-394
https://zbmath.org/?q=an:07050203
https://mathscinet.ams.org/mathscinet-getitem?mr=3901372
https://doi.org/10.1007/BF01782338
https://zbmath.org/?q=an:55.0824.02
https://mathscinet.ams.org/mathscinet-getitem?mr=1512569
https://doi.org/10.1016/j.jde.2021.05.034
https://zbmath.org/?q=an:07379511
https://mathscinet.ams.org/mathscinet-getitem?mr=4261210


P. Zemánek 244

[45] S. Yao, J. Sun, and A. Zettl, The Sturm–Liouville Friedrichs extension. Appl. Math. 60
(2015), no. 3, 299–320 Zbl 1363.47039 MR 3419964

[46] P. Zemánek, Krein-von Neumann and Friedrichs extensions for second order operators on
time scales. Int. J. Dyn. Syst. Differ. Equ. 3 (2011), no. 1-2, 132–144 Zbl 1231.47042
MR 2797045

[47] P. Zemánek, Non-limit-circle and limit-point criteria for symplectic and linear Hamilto-
nian systems. Math. Nachr. 296 (2023), no. 1, 434–459 Zbl 1528.37045 MR 4553606

[48] P. Zemánek and S. Clark, Characterization of self-adjoint extensions for discrete symplec-
tic systems. J. Math. Anal. Appl. 440 (2016), no. 1, 323–350 Zbl 1381.39024
MR 3479602

[49] P. Zemánek and S. L. Clark, Discrete symplectic systems, boundary triplets, and self-
adjoint extensions. Dissertationes Math. 579 (2022), 1–87 Zbl 07556135 MR 4432909

[50] P. Zemánek and P. Hasil, Friedrichs extension of operators defined by even order Sturm–
Liouville equations on time scales. Appl. Math. Comput. 218 (2012), no. 22, 10829–10842
Zbl 1483.47019 MR 2942368

[51] S. Zhang, H. Sun, and C. Yang, Friedrichs extensions of a class of discrete Hamiltonian
systems with one singular endpoint. Math. Nachr. 296 (2023), no. 9, 4169–4191
Zbl 07750709 MR 4644557

[52] Z. Zheng and Q. Kong, Friedrichs extensions for singular Hamiltonian operators with
intermediate deficiency indices. J. Math. Anal. Appl. 461 (2018), no. 2, 1672–1685
Zbl 1385.45005 MR 3765509

[53] Z. Zheng, J. Qi, and J. Shao, Friedrichs extensions for Sturm–Liouville operators with
complex coefficients and their spectra. Proc. Roy. Soc. Edinburgh Sect. A 153 (2023),
no. 6, 1883–1905 Zbl 07768291 MR 4666063

Received 4 June 2024; revised 9 December 2024.

Petr Zemánek
Department of Mathematics and Statistics, Faculty of Science, Masaryk University,
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