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a division ringD, the singular kernel of f is the set of square matrices of all sizes over R,
which, on applying f , yield singular matrices overD. Paul M. Cohn characterized the sets
of square matrices that can arise as singular kernels and showed that, up to isomorphism,
the singular kernels characterize the different homomorphisms from R to division rings. In
this work, we show that this characterization can be implemented in the context of graded
rings. More precisely, given a ring R graded by a group � we adapt the theory of Cohn to
determine the different homomorphisms of graded rings from R to �-graded division rings.
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Introduction

Let R be a commutative ring. It is well known that the prime ideals of R classify
the homomorphisms from R to division rings. Indeed, for any prime ideal P of R,
we obtain a homomorphism from R to a division ring via the natural homomorphism
R! Q.R=P /, where Q.R=P / denotes the field of fractions of R=P . Conversely,
if 'WR! D is a homomorphism from R to a division ring D, then P D ker ' is a
prime ideal of R, ' factors through R! Q.R=P / and therefore the division subring
ofD generated by the image of R is R-isomorphic toQ.R=P /. Moreover, let P � P 0

be prime ideals of R. The localization of R=P at the prime ideal P 0=P yields a local
subring ofQ.R=P / with residue field isomorphic toQ.R=P 0/. This implies that any
fraction ab�1 2Q.R/ which is defined inQ.R=P 0/ is also defined inQ.R=P /. Also,
looking at the determinants of matrices, one sees that any matrix with entries in R that
becomes invertible inQ.R=P 0/ also becomes invertible inQ.R=P /.

If the ring R is not commutative, prime ideals no longer classify the homomorph-
isms to division rings. It may even be possible that R has infinitely many different
“fields of fractions”; see for example [12, Section 9].

LetR be any ring. An epicR-division ring is a ring homomorphismR!K, where
K is a division ring generated by the image of R using sum, product and inversion
of elements. Cohn [4] showed that the epic R-division rings are characterized up
to R-isomorphism by the collection of square matrices over R which are carried to
matrices singular over K. This set of matrices is called the singular kernel of R! K.
He also gave the precise conditions for a set of square matrices over R to be a singular
kernel, calling such a collection a prime matrix ideal of R. The name comes from the
fact that, if we endow the set of square matrices overR with a certain two operations of
sum and product (the sum being a partial operation), those sets have similar behaviour
to prime ideals. These operations are defined so that, when defined on square matrices
over a commutative ring, the determinantal sum holds and the determinant of a product
of matrices equals the product of the determinants. Also in [4], Cohn showed that if
P , P 0 are prime matrix ideals of R and R! KP , R! KP 0 are the corresponding
epic R-division rings, then P � P 0 if and only if there exists a local subring of KP

containing the image of R with residue class division ring R-isomorphic to KP 0 .
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We say that there exists a specialization from KP to KP 0 . Furthermore, if a rational
expression built up from elements of R makes sense in KP 0 , then it can also be
evaluated in KP . Cohn also provided conditions on square matrices over R equivalent
to the existence of (injective) homomorphisms from R to division rings and to the
existence of a best epic R-division ring in the sense that a rational expression that
makes sense in some epic R-division ring, makes sense in it.

The theory of group graded rings has played an important role in ring theory (see
for example [8, 18]) and many results in classical ring theory have a mirrored version
for group graded rings. Furthermore, if R is a filtered ring, it has proved fruitful to
study the associated graded ring, which usually is a simpler object, in order to obtain
information about the original ring.

The main aim of this article is to develop Cohn’s theory on division rings in the
context of group graded rings. More precisely, let � be a group and R D

L
2� R

be a �-graded ring. A �-graded epic R-division ring is a homomorphism of �-graded
rings R ! K, where K is a �-graded division ring generated by the image of R.
Matrices overR represent homomorphisms between finitely generated freeR-modules.
Homomorphisms of �-graded modules between �-graded free R-modules are given
by (what we call) homogeneous matrices. These are m � n matrices A for which
there exist ˛1; : : : ; ˛m; ˇ1; : : : ; ˇn 2 � such that each .i; j / entry of A belongs to
R˛iˇ

�1
j

. We show that �-graded epicR-division ringsR!K are characterized, up to
R-isomorphism of �-graded rings, by the collection of homogeneous matrices which
are carried to singular matrices over K. These sets are called the gr-singular kernel
of R! K. We give the precise conditions under which a collection of homogeneous
matrices over R is a gr-singular kernel and thus define the concept of a gr-prime
matrix ideal. If P , P 0 are gr-prime matrix ideals of R and R! KP , R! KP 0 are
the corresponding �-graded epic R-division rings, then P � P 0 if and only if there
exists a �-graded local subring of KP that contains the image of R with residue
class �-graded division ring R-isomorphic to KP 0 as �-graded rings. Furthermore,
if a homogeneous rational expression obtained from elements of R makes sense in
KP 0 then it can also be evaluated in KP . We then provide conditions on the set of
square homogeneous matrices over R that characterize when there exists an (injective)
homomorphism of �-graded rings from R to a �-graded division ring and when there
exists a best �-graded epic R-division ring.

In the study of division rings, one of the pioneering works carrying the information
from the associated graded ring to the original filtered ring was [3]. Cohn showed
that if a ring R endowed with a valuation with values in Z is such that its associated
graded ring is a (graded) Ore domain, then R can be embedded in a division ring.
Other proofs of this result can be found in [1, 13, 14]. More recently, a generalization
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of the result by Cohn has been given by Valitskas [20]. We believe that our work could
be helpful in order to generalize the result by Cohn to a greater extent than has been
done by Valitskas.

An elementary application of our theory is as follows. Suppose that R is a ring
graded by a group � . As an immediate consequence of [18, Proposition 1.2.2], one
obtains that if there exists an (injective) homomorphism fromR to a division ring, then
there exists an (injective) homomorphism of �-graded rings from R to a �-graded
division ring. Thus, if one shows that there do not exist (injective) homomorphisms of
�-graded rings from R to �-graded division rings, then there do not exist (injective)
homomorphisms from R to division rings. See Section 8 for other similar results.

It is also interesting to remark that the existence of an (injective) homomorphism
from a �-graded ring R to a division ring is not equivalent to the existence of a
homomorphism of �-graded rings from R to a �-graded division ring; see Proposi-
tion 2.4 (4).

In Section 1 we introduce some of the notation that will be used throughout the
paper and provide a short survey about the results on graded rings that will be used.

Let � be a group. A �-almost graded division ring is a (not necessarily graded)
homomorphic image of a �-graded division ring. For example, let K be a field and
consider the group ring KŒ��. It is a �-graded division ring, and the augmentation
map KŒ��! K, which is not a homomorphism of �-graded rings, endows K with
a structure of �-almost graded division ring. In the nongraded context, this concept
is not necessary because there are no nontrivial images of a division ring D other
than D itself. In Section 2 we show that if R is a �-graded ring, 'WR ! D is a
homomorphism of �-graded rings withD a �-graded division ring and  WD ! E is
a ring homomorphism where E is a nonzero ring, then the homogeneous matrices over
R that become invertible via ' and via  ' are the same. Thus (a posteriori)  .D/
determines a �-graded epic R-division ring.

The main results in Section 3 are as follows. Let 'WR! D be a homomorphism
of �-graded rings and let † be a set of square homogeneous matrices with entries
in R. Suppose that the matrices of † become invertible in D via '. Then, under
certain natural conditions on †, the entries of the inverses of the matrices in † are
the homogeneous elements of a �-graded subring of R. Moreover, ifD is a �-graded
division ring generated by the image of ' and † the set of homogeneous matrices that
become invertible under ', then any homogeneous element of D is an entry of the
inverse of some matrix in †.

Section 4 begins showing that the universal localization R† of the �-graded ring
R at a set of homogeneous matrices is again a �-graded ring. Then it is shown that
a homomorphism of �-graded rings 'WR! D, whereD is �-graded division ring,
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is an epimorphism in the category of �-graded rings if and only ifD is generated by
the image of '. If this is the case, we say that .D; '/ is a �-graded epic R-division
ring and we prove that if † is the set of square homogeneous matrices that become
invertible inD via ', then R† is a �-graded local ring with �-graded residue division
ring R-isomorphic to D. Then the concept of gr-specialization between �-graded
epic R-division rings is defined. The section ends showing that the existence of a
gr-specialization from .D; '/ to another �-graded epic R-division ring .D0; '0/ is
equivalent to saying that all the homogeneous rational expressions (from elements of
R) that make sense in .D0; '0/ make sense in .D; '/ too, and that it is also equivalent
to the fact that any homogeneous matrix over R that becomes invertible in .D0; '0/
becomes invertible in .D; '/ too.

Section 5 is devoted to the proof of the graded version of the so-called Malcolmson
criterion [16] and an important consequence (see also [7] for a generalization of
[16]). This criterion determines the kernel of the natural homomorphism from R to
the universal localization R† of R at certain sets † of homogeneous matrices. As a
corollary, one obtains a sufficient condition for the ring R† not to be the zero ring.
The long and technical proof of Malcolmson’s criterion consists of an elementwise
construction of the ring R†. This construction will also be used in the next section.

The concept of gr-prime matrix ideal is given in Section 6 and it is shown that the
different �-graded epic R-division rings are determined by the gr-prime matrix ideals
up to R-isomorphism of �-graded rings.

In Section 7 the concepts of a gr-matrix ideal and of the radical of a gr-matrix ideal
are defined and the gr-matrix ideal generated by a set of homogeneous square matrices
is characterized. Then it is proved that gr-prime matrix ideals behave like prime ideals
in a commutative ring. All these concepts are used to provide necessary and sufficient
conditions for the existence of homomorphisms (embeddings) of �-graded rings to
�-graded division rings.

In Section 8 we deal with a new situation that appears in the graded context. If � is
a group and R is a �-graded ring, then the ring R can be considered as a �=�-graded
ring for any normal subgroup � of � . Thus there are �-graded and �=�-graded
versions of the concepts studied before. In this section we try to relate them. Note that
when � D � , a �=�-graded epic R-division ring is simply an R-division ring, and
thus one can relate the theory of �-graded division rings and the theory of division
rings as developed by Cohn.

We would like to finish this introduction by pointing out that most of the techniques
used in this paper are adaptations of those from the works by Cohn and Malcolmson.
We just take credit for realizing that they can be applied in the more general setting of
group graded rings.
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1. Basic definitions and notation

Rings are supposed to be associative with 1. We recall that a domain is a nonzero
ring such that for elements x, y of the ring, the equality xy D 0 implies that either
x D 0 or y D 0. A division ring is a nonzero ring such that every nonzero element is
invertible. For a ring R, we define M.R/ to be the set of all square matrices of any
size. Also, for each i with 1 � i � n, let ei denote the column0BB@

0
:::
1
:::
0

1CCA
in which the i th entry is 1 and the other entries are zero.

Let A 2Mn.R/. We say that A is full if whenever A D PQ, with P 2Mn�r.R/

and Q 2 Mr�n.R/, then r � n. If we think of A as an endomorphism of the free
(right) R-module Rn, it means that A does not factor through Rr with r < n. We say
that A is hollow if it has an r � s block of zeros where r C s > n. It is well known
that a hollow matrix is not full.

Let S be a ring and f WR! S be a ring homomorphism. For each matrixM with
entries in R, we denote byM f the matrix whose entries are the images of the entries
ofM by f , that is, if aij 2 R is the .i; j /-entry ofM , then the .i; j /-entry ofM f is
f .aij /. Given a set of matrices †, we denote †f D ¹M f WM 2 †º. We say that the
ring homomorphism f WR! S is †-inverting if the matrixM f is invertible over S
for eachM 2 †.

We proceed to give some basics on group graded rings that can be found in [8, 18],
for example.

If � is a group, the identity element of � will be denoted by e.

Let � be a group. A ringR is called a �-graded ring ifRD
L
2� R , where each

R is an additive subgroup of R and RRı � Rı for all ; ı 2 � . The support of R is
defined as the set suppR D ¹ 2 � W R ¤ ¹0ºº. The set h.R/ D

S
2� R is called

the set of homogeneous elements of R. It is well known that the identity element 1 2 R
belongs to Re, that Re is a subring of R and that if x 2 R is invertible in R, then
x�1 2R�1 . A (two-sided) ideal I ofR is called a graded ideal if I D

L
2�.I \R /.

Thus I is a graded ideal if and only if, for any x 2 I , x D
P
xi , where xi 2 h.R/,

implies that xi 2 I . Observe that if X � h.R/, then the ideal of R generated by X is a
graded ideal. If I is a graded ideal, then the quotient ring R=I is a �-graded ring with
R=I D

L
2�.R=I / , where .R=I / D .R C I /=I .

A �-graded domain is a nonzero �-graded ring such that if x; y 2 h.R/, the
equality xy D 0 implies that either x D 0 or y D 0. A �-graded division ring is a
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nonzero �-graded ring such that every nonzero homogeneous element is invertible.
A commutative �-graded division ring is a �-graded field. Clearly, any �-graded
division ring is a �-graded domain.

A nonzero �-graded ring R is called a �-graded local ring if the two-sided ideal
m generated by the noninvertible homogeneous elements is a proper ideal. In this case,
the �-graded ring R=m is a �-graded division ring and it will be called the residue
class �-graded division ring of R.

For �-graded rings R and S , a homomorphism of �-graded rings f WR! S is a
ring homomorphism such that f .R /� S for all  2 � . An isomorphism of �-graded
rings is a homomorphism of �-graded rings which is bijective. Notice that the inverse
is also an isomorphism of �-graded rings.

Let � be a normal subgroup of � . Consider the �-graded ring R D
L
2� R . It

can be regarded as a �=�-graded ring as

R D
M
˛2�=�

R˛; where R˛ D
M
2˛

R :

Let R be a �-graded ring. A �-graded (right) R-moduleM is defined to be a right
R-module with a direct sum decompositionM D

L
2�M , where eachM is an

additive subgroup ofM such thatM�R � M� for all �;  2 � . A submodule N
ofM is called a graded submodule if N D

L
2�.N \M /. In this case, the factor

module M=N forms a �-graded R-module with M=N D
L
2�.M=N/ , where

.M=N/ D .M CN/=N .
For �-graded R-modules M and N , a homomorphism of �-graded R-modules

f WM ! N is a homomorphism of R-modules such that f .M / � N for all  2 � .
In this case, kerf is a graded submodule ofM and Imf is a graded submodule of N .

If � is a normal subgroup of � , then a �-graded R-moduleM D
L
2�M can

be regarded as a �=�-graded over the �=�-graded ring R as

M D
M
˛2�=�

M˛; whereM˛ D

M
2˛

M :

Moreover, a homomorphism of �-graded R-modules is also a homomorphism of
�=�-graded R-modules.

Let ¹Mi W i 2 I º be a set of �-graded R-modules. Then
L
i2I Mi has a natural

structure of �-graded R-module given by .
L
i2I Mi / D

L
i2I .Mi / .

Let M be a �-graded R-module. For ı 2 � , we define the ı-shifted �-graded
R-moduleM.ı/ as

M.ı/ D
M
2�

M.ı/ ; whereM.ı/ DMı :
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A �-graded R-module F is called a �-graded free R-module if F is a free R-
module with a homogeneous basis. It is well known that the �-graded free R-modules
are of the form M

i2I

R.ıi /; where I is an indexing set and ıi 2 �:

If I D ¹1; : : : ; nº, then
L
i2I R.ıi / D R.ı1/˚ � � � ˚R.ın/, will also be denoted by

Rn. Nı/, where Nı D .ı1; : : : ; ın/ 2 �n.
Let � be a group and R D

L
2� R be a �-graded ring. Following [8], for

N̨ D .˛1; : : : ; ˛m/ 2 �
m and Ň D .ˇ1; : : : ; ˇn/ 2 �n, set

Mm�n.R/Œ N̨ �Œ Ň� D

0BBBB@
R˛1ˇ

�1
1

R˛1ˇ
�1
2
� � � R˛1ˇ

�1
n

R˛2ˇ
�1
1

R˛2ˇ
�1
2
� � � R˛2ˇ

�1
n

:::
:::

: : :
:::

R˛mˇ
�1
1

R˛mˇ
�1
2
� � � R˛mˇ

�1
n

1CCCCA :
That is,Mm�n.R/Œ N̨ �Œ Ň� consists of the matrices whose .i; j /-entry belongs toR˛iˇ

�1
j

.
Such a matrix A 2Mm�n.R/Œ N̨ �Œ Ň� gives a homomorphism of �-graded R-modules

Rn. Ň/! Rm. N̨ /;

0B@x1:::
xn

1CA 7! A

0B@x1:::
xn

1CA ;
and in this wayMm�n.R/Œ N̨ �Œ Ň� can be identified with the set of all homomorphisms
of �-graded R-modules Rn. Ň/! Rm. N̨ /.

By A 2Mm�n.R/, we mean that A 2Mm�n.R/Œ N̨ �Œ Ň� of some N̨ 2 �m and Ň 2
�n. It is important to note that, for a matrix A 2Mm�n.R/, it is possible that A 2
Mm�n.R/Œ N̨ �Œ Ň�\Mm�n.R/Œ˛0�Œˇ0� even if N̨ ¤ ˛0 or Ň ¤ ˇ0. The matrix A belongs
to that intersection if whenever the .i; j /-entry of A is not zero, then ˛iˇ�1j D ˛

0
iˇ
0
j
�1.

We set
M�.R/ D

[
m;n

Mm�n.R/:

We remark that if A 2 Mm�n.R/Œ N̨ �Œ Ň� and B 2 Mn�p.R/Œ Ň�ŒN"� then AB 2
Mm�p.R/Œ N̨ �ŒN"�. We will say that A, B are compatible.

WhenmD n, we will writeMn.R/Œ N̨ �Œ Ň� and Mn.R/. The set of all such matrices
will be denoted by M.R/, that is,

M.R/ D
[
n

Mn.R/:
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If A 2Mn.R/Œ N̨ �Œ Ň� is an invertible matrix, then A�1 2Mn.R/Œ Ň�Œ N̨ �.

If † �M.R/, we will write †nŒ N̨ �Œ Ň� to denote the set † \Mn.R/Œ N̨ �Œ Ň�.

A matrix A 2Mn.R/ is gr-full if every time that A D PQ for some matrices P 2
Mn�r.R/Œ N̨ �Œ N��,Q 2Mr�n.R/Œ N��Œ Ň�, then r � n. If we think ofA as a homomorphism
of �-graded modules between two �-graded free R-modules, it means that for all
N̨ ; Ň 2 �n, such that A defines a graded homomorphism Rn. Ň/! Rn. N̨ /, then it
never factors by any graded homomorphism Rn. Ň/! Rr. N�/ with r < n.

Suppose that A 2Mn.R/Œ N̨ �Œ Ň�, E 2Mn.R/ is a permutation matrix obtained per-
muting the rows of In according to the permutation � 2 Sn. Then E 2Mn.R/Œ˛0�Œ N̨ �,
where ˛0 D .˛�.1/; : : : ; ˛�.n//, and EA 2 Mn.R/Œ˛0�Œ Ň�. Similarly, the matrix E 2
Mn.R/Œ Ň�Œˇ0�, where ˇ0 D .ˇ�.1/; : : : ; ˇ�.n//, and AE 2 Mn.R/Œ N̨ �Œˇ0�. Hence, for
permutation matrices E, F of appropriate size, a matrix A 2M.R/ is gr-full if, and
only if, EAF is gr-full.

A hollow matrix A 2M.R/ is not gr-full. Indeed, suppose that A 2Mn.R/Œ N̨ �Œ Ň�

has an r � s block of zeros with r C s > n. There exist permutation matrices E, F
such that EAF D

�
T 0
U V

�
, that is, the block of r � s zeros is in the north-east corner.

Then  
T 0

U V

!
D

 
T 0

0 I

! 
I 0

U V

!
;

where T 2Mr�.n�s/.R/Œ N̨ �Œ Ň�, U 2M.n�r/�.n�s/.R/Œ Nı�Œ Ň�, V 2M.n�r/�s.R/Œ Nı�ŒN"�

for some sequences N̨ , Ň, Nı, N" of elements of � . The result now follows because�
T 0
0 I

�
2Mn�.2n�r�s/.R/Œ N̨ � Nı�Œ Ň � Nı� and

�
I 0
U V

�
2M.2n�r�s/�n.R/Œ Ň � Nı�Œ Ň � N"�.

Let R be a �-graded local ring with maximal graded ideal m and let R! R=m,
a 7! Na be the natural projection. It is well known that A D .aij / 2 Mn.R/Œ N̨ �Œ Ň� is
invertible over R if and only if NA D .aij / 2 Mn.R=m/Œ N̨ �Œ Ň� is invertible over the
�-graded division ring R=m.

Let D be a �-graded division ring and M be a �-graded D-module. As in the
ungraded case, the following assertions hold true:

(1) Any �-gradedD-module is graded free.

(2) Any D-linearly independent subset ofM consisting of homogeneous elements
can be extended to a homogeneous basis ofM .

(3) Any two homogeneous bases ofM overD have the same cardinality.

(4) IfN is a �-graded submodule ofM , then dimD.N /C dimD.M=N/D dimD.M/.

We remark that, over a �-graded division ring, the concepts of gr-full matrix and of
invertible matrix coincide.
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2. Almost graded division rings

Throughout this section, let � be a group.

We say that a ring R is a �-almost graded ring if there is a family ¹R W  2 �º of
additive subgroups R of R such that 1 2 Re , R D

P
2� R and RR 0 � R 0 for

all ;  0 2 � . The name of almost graded rings was chosen to be compatible with the
definition of almost strongly graded rings given in [18, p. 14]. We define suppR D
¹ 2 � WR ¤ ¹0ºº. Given two �-almost graded ringsR and S , a ring homomorphism
f WR! S is a homomorphism of �-almost graded rings if f .R / � S for all  2 � .
Clearly, any �-graded ring R D

L
2� R is a �-almost graded ring in the natural

way. Given two �-graded rings R, S , a homomorphism of �-almost graded rings is in
fact a homomorphism of �-graded rings.

The main examples of �-almost graded rings that we will consider are the follow-
ing.

Example 2.1. Let R be a �-graded ring.

(1) Let S be ring and f WR! S be a ring homomorphism. Then S can be regarded
as a �-almost graded ring with S D S for all  2 � . Then f WR! S can also
be regarded as homomorphism of �-almost graded rings.

(2) Again, let S be ring and f WR! S be a ring homomorphism. Then Imf can be
regarded as a �-almost graded ring with .Imf / D f .R / for all  2 � and the
restriction f WR! Imf is a homomorphism of �-almost graded rings.

(3) Let� be a normal subgroup of � . If S D
L
˛2�=� S˛ is a �=�-graded ring, then

S can be endowed with a structure of �-almost graded ring defining S D S˛ for
all  2 ˛, ˛ 2 �=�. The �-graded ringR can be considered as a �=�-graded ring
defining R˛ D

L
2˛ R for each ˛ 2 �=�. If f WR! S is a homomorphism

of �=�-graded rings, then it is a homomorphism of �-almost graded rings.

From a �-almost graded ring one can obtain a �-graded ring, as we proceed to
describe; cf. [18, Proposition 1.2.2]. Let S D

P
2� S be a �-almost graded ring. The

lift of S is the �-graded ring zS D
L
2�
zS defined as follows. Set zS to be a disjoint

copy of S . If a 2 S , denote by Qa 2 zS the disjoint copy of a 2 S . Consider the
�-graded additive group zS D

L
2�
zS . Define zS � zS 0! zS 0 by . Qa; Qb/ 7!fab, and

extend it by distributivity to zS � zS ! zS . This endows zS with a structure of �-graded
ring such that supp zS D suppS . The lift zS of S has the following properties.

Proposition 2.2. Let S D
P
2� S be a �-almost graded ring and zS D

L
2�
zS

be the lift of S . Consider the map � W zS ! S ,
P
2� ea 7!P

2� a . The following
statements hold true:
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(1) � is a homomorphism of �-almost graded rings.

(2) Let R D
L
2� R be a �-graded ring and f WR! S be a homomorphism of �-

almost graded rings. Then there exists a unique homomorphism of �-graded rings
Qf WR! zS such that � Qf D f . Such an Qf is determined by Qf .r / D Af .r / 2 zS
for all r 2 R ,  2 � .

Proof. (1) follows easily from the definition.

(2) Since the restriction of � to zS is bijective for each  2 � , we obtain the
uniqueness of Qf .

We say that the homomorphism of �-graded rings Qf WR! zS in Proposition 2.2 (2)
is the lift of the homomorphism of �-almost graded rings f WR! S .

We say that a nonzero ring E is a �-almost graded division ring if E is a �-almost
graded ring such that every nonzero element x 2 E ,  2 � , is invertible with inverse
x�1 2 E�1 .

The following easy result tells us that �-almost graded division rings are graded
division rings although not necessarily of type � .

Proposition 2.3. Let E be a �-almost graded division ring. The following asser-
tions hold true:

(1) If 0 ¤ b 2 E , then bE 0 D E 0 and E 0b D E 0 for  2 � .

(2) E �E 0 D E 0 for all ;  0 2 � .

(3) suppE is a subgroup of � .

Proof. If u 2 E 0 , then b � b�1u D u, where b�1u 2 E 0 . The other part is
analogous. Thus (1) is proved.

(2) is a consequence of (1).

Since 1 2 Ee , then (3) follows from (2).

Now we give some easy relations between the existence of homomorphisms from a
�-graded ring to division rings, to �-almost graded division rings and to �-graded
division rings.

Proposition 2.4. Let R D
L
2� R be a �-graded ring and E D

P
2� E be

a �-almost graded division ring. The following assertions hold true:

(1) The lift zE D
L
2� E of E is a �-graded division ring.

(2) There exists a homomorphism of �-almost graded rings from R to a �-almost
graded division ring if and only if there exists a homomorphism of �-graded rings
from R to a �-graded division ring.
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(3) If there exists an (injective) homomorphism of rings from R to a division ring, then
there exists an (injective) homomorphism of �-graded rings from R to a �-graded
division ring.

(4) The converse of (3) is not true. That is, there exist groups � and �-graded rings
for which there exist (injective) homomorphisms of �-graded rings to �-graded
division rings, but for which there do not exist homomorphisms to division rings.

Proof. (1) follows from the fact that if a 2 E n ¹0º for some  2 � , then a�1 2
E�1 . Thus Qa 2 zE has inverse Qa�1 Dea�1 2 zE�1 .

(2) Since every �-graded ring is a �-almost graded ring, we only have to prove one
implication. Suppose that f WR! E is a homomorphism of �-almost graded rings.
Then the lift Qf WR! zE is a homomorphism of �-graded rings with zE a �-graded
division ring by (1).

(3) Suppose 'WR! D is a homomorphism of rings whereD is a division ring.
ConsiderD as a �-almost graded rings as in Example 2.1 (1). Then ' can be regarded
as a homomorphism of �-almost graded rings. Then the lift of ', z'W! zD, gives a
homomorphism of �-graded rings from R to the �-graded division ring zD.

(4) We produce an example of a graded ring for which there does not exist a
homomorphism to a division ring but it is embeddable in a graded division ring. Let
T be the ring obtained as a localization of Z at the prime ideal 3Z. Let R be the ring
T Œi � � C. Let C2 D hxi be the cyclic group of order two, and let � WC2 ! Aut.R/
be the homomorphism of groups which sends x to the automorphism induced by
complex conjugation. Now set S D RŒC2I ��. That is, S is the skew group ring
of G over R induced by � . Hence S is a C2-graded ring, S D Se C Sx , where
Se D R and Sx D Rx and the product is determined by xr D Nrx for all r 2 R.
Clearly S is embeddable in the C2 graded division ring Q.i/ŒC2I ��. Suppose that
there exists a homomorphism of rings from S to a division ring K. Let 'W S ! K

be such a homomorphism. Since .1 � x/.1C x/ D 0, then either '.1C x/ D 0 or
'.1 � x/ D 0. If '.1C x/ D 0, then 0 D '.1C x/ D 1C '.x/. Thus '.x/ D �1.
But then .�1/'.i/ D '.xi/ D '.�ix/ D �'.i/.�1/ D '.i/. Since '.i/ ¤ 0, then
K has characteristic 2. This is a contradiction because ' induces a homomorphism
from R D Se to K and 2 is invertible in R. In the same way, it can be shown that if
'.1 � x/ D 0, then '.x/ D 1 and, again, it implies that the characteristic of K is 2, a
contradiction.

Let R be a �-graded ring, S be a ring and f WR! S be a ring homomorphism.
For each  2 � , define

.S0/ D f .R /:
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If n � 0, and .Sn/ has been defined for each  2 � , define

.TnC1/ D
®
y�1 W y 2 .Sn/�1 and y is invertible in S

¯
;

.SnC1/ D additive subgroup of S generated by®
x1x2 � � � xr W r 2 N; xi 2 .Sn/i

[ .TnC1/i
; 12 � � � n D 

¯
:

Now set .DC.f // = subgroup generated by
S
n�0.Sn/ . Then the subring of S

defined by

DC.f / D additive subgroup generated by
[
2�

.DC.f //

is the almost graded division closure of f WR! S . Note that DC.f / is a �-almost
graded ring such that if x 2 .DC.f // and x is invertible in S , then x�12 .DC.f //�1 .
It is the least subring of S that contains Imf and is closed under inversion of almost
homogeneous elements.

If DC.f / D S and DC.f / is a �-almost graded division ring, we say that S is the
�-almost graded division ring generated by Imf .

Notice also that if S is a division ring, then DC.f / is a �-almost graded division
ring.

Note that if S is a �-graded ring, and f WR! S is a homomorphism of �-graded
rings, then .Sn/ � S for each n � 0. Therefore .DC.f // � S and DC.f / is a
�-graded subring of S . It is the least subring of S that contains Im f and is closed
under inversion of homogeneous elements. Moreover, if S is a �-graded division ring,
then DC.f / is a �-graded division subring of S . In this case, if S D DC.f / we say
that S is the �-graded division ring generated by Imf .

Proposition 2.5. Let � be a group,D D
L
2� D be a �-graded division ring,

and let f WD ! S be a ring homomorphism with S a nonzero ring. The following
assertions hold true:

(1) DC.f / is a �-almost graded division ring with

DC.f / D .Imf / D ¹f .x/ W x 2 Dº

andD DBDC.f /.
(2) The sets

‡ D
®
A 2M.D/ W A is invertible overD

¯
;

† D
®
A 2M.D/ W Af is invertible over S

¯
coincide.
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(3) If R is a �-graded ring and 'WR ! D is a homomorphism of �-graded rings
then the sets

‡' D
®
A 2M.R/ W A' is invertible overD

¯
;

†' D
®
A 2M.R/ W A.f '/ is invertible over S

¯
coincide.

Proof. (1) has already been proved.

(2) Clearly, if A 2 ‡ , then A 2 †. Suppose now that A 2Mn.R/Œ N̨ �Œ Ň� such that
A … ‡ . Then there exists a nonzero homogeneous column0B@x1:::

xn

1CA 2Mn�1.R/Œ Ň�Œı�

of degree ı as an element of Rn. Ň/ such that

A

0B@x1:::
xn

1CA D 0:
Note that 0B@x1:::

xn

1CA
f

¤ 0;

becauseD is a graded division ring and S is not the zero ring. Thus

Af

0B@x1:::
xn

1CA
f

D 0;

which implies that A … †.

(3) follows from (2) because†' D ¹A 2M.R/ W A' 2†º and‡' D ¹A 2M.R/ W

A' 2 ‡º.

3. Graded rational closure

Throughout this section, let � be a group.

We begin this section introducing some important notation that will be used
throughout.
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Let N̨ D .˛1; : : : ; ˛n/ 2 �n, ˛0 D .˛01; : : : ; ˛
0
m/ 2 �

m and ı 2 �; then we define

N̨ � ˛0 WD .˛1; : : : ; ˛n; ˛
0
1; : : : ; ˛

0
m/ 2 �

nCm;

N̨ � ı WD .˛1ı; : : : ; ˛nı/ 2 �
n:

Let R be a �-graded ring and S be a ring.

For each A 2Mn.R/, the last column will be called A1 and the matrix consisting
of the remaining n � 1 columns will be called A�. We will write A D .A� A1/.

For each sequence N̨ D .˛1; : : : ; ˛n/ 2 �n, the last element ˛n will be denoted ˛1,
and .˛1; : : : ; ˛n�1/ will be denoted by ˛�. Thus N̨ D ˛� � ˛1.

For u 2Mn�1.S/, the last entry of u will be denoted by u1 and the .n � 1/ � 1
column consisting of the remaining entries will be denoted by u�. Hence u D

�
u�
u1

�
.

We remark that if n D 1, then A�, ˛�, u� are empty and thus A D A1, N̨ D ˛1 and
u D u1.

If A 2Mn�.nC1/.R/, we will denote by A0 its first column, by A1 its last column
and by A� the matrix consisting of the other n � 1 columns; that is, we will write
AD .A0 A� A1/. We will call the matrix .A0 A�/ the numerator ofA and the matrix
.A� A1/ the denominator of A. If A 2Mn�.nC1/.R/Œ N̨ �Œ Ň�, we suppose Ň is divided
as ˇ0 � ˇ� � ˇ1. If u 2 M.nC1/�1.S/, we will write u D

� u0
u�
u1

�
. Again, we remark

that if n D 1, then A�, ˇ�, u� are empty and thus A D .A0 A1/, Ň D .ˇ0; ˇ1/ and
u D

�
u0
u1

�
.

Let R D
L
2� R be a �-graded ring and † �M.R/.

We say that the subset † of M.R/ is gr-lower semimultiplicative if it satisfies the
following two conditions:

(i) .1/ 2 †, i.e. the identity matrix of size 1 � 1 belongs to †.

(ii) If A 2 †nŒ N̨ �Œ Ň� and B 2 †mŒ˛0�Œˇ0�, then the matrix
�
A 0
C B

�
2 † for any C 2

Mm�n.R/Œ˛0�Œ Ň�. Notice that the matrix
�
A 0
C B

�
2M.nCm/.R/Œ N̨ � ˛0�Œ Ň � ˇ0�.

A gr-upper semimultiplicative subset of M.R/ is defined analogously.
A subset † of M.R/ is gr-multiplicative if it satisfies the following two conditions:

(i) † is gr-lower semimultiplicative.

(ii) If A 2 †, then EAF 2 † for any permutation matrices E, F of appropriate size.

Remark 3.1. We remark that if † is gr-multiplicative then it is also an upper
gr-semimultiplicative subset of M.R/. Indeed, suppose that A 2 †nŒ N̨ �Œ Ň�, B 2
†mŒ˛0�Œˇ0� and C 2Mn�m.R/Œ N̨ �Œˇ0�. Then, since † is lower gr-semimultiplicative,�
B 0
C A

�
2 †. But now

�
A C
0 B

�
D E�1

�
B 0
C A

�
E 2 † for some permutation matrix E, as

desired.
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Proposition 3.2. Let R be a �-graded ring, S be a ring and f WR! S be a ring
homomorphism. Then the set

† D
®
M 2M.R/ WM f is invertible over S

¯
is gr-multiplicative.

Proof. Clearly the 1 � 1 matrix .1/ 2 †.

LetA2†nŒ N̨ �Œ Ň�,B 2†mŒ˛0�Œˇ0� andC 2Mm�nŒ˛0�Œ Ň�. Then the matrix
�
A 0
C B

�f
belongs to † because it is invertible with inverse 

.Af /
�1

0

�.Bf /�1.C f /.Af /�1 .Bf /�1

!
:

Notice that if E, F are permutation matrices, then Ef ; F f are also permutation
matrices. Hence, if A 2 †, then the matrix .EAF /f is invertible with inverse
.F f /�1.Af /�1.Ef /�1.

Note that if S is a �-graded ring, f WR! S is a graded homomorphism and A 2
Mn.R/Œ N̨ �Œ Ň�, then Af 2Mn.S/Œ N̨ �Œ Ň�. Moreover, if Af is invertible, then .Af /�1 2
Mn.S/Œ Ň�Œ N̨ �, and the .j; i/-entry of .Af /�1 belongs to R

ǰ˛
�1
i
. With this in mind,

we make the following definition.
Let R D

L
2� R be a �-graded ring and † �M.R/. Let S be a ring (not

necessarily graded) and f WR! S be a †-inverting ring homomorphism. For  2
� , we define the homogeneous rational closure of degree  as the set .Qf .†//
consisting of all x 2 S such that there exist N̨ ; Ň 2 �n and A 2 †nŒ N̨ �Œ Ň� such that
 D .˛iˇ

�1
j /�1D ǰ˛

�1
i and x is the .j; i/-entry of .Af /�1 (for some positive integer

n and i; j 2 ¹1; : : : ; nº). The homogeneous rational closure is the set

Qf .†/ D
[
2�

.Qf .†// :

The graded rational closure, denoted by Rf .†/, is the additive subgroup of S gener-
ated byQf .†/.

When the set † is gr-lower semimultiplicative, the graded rational closure Rf .†/
is a subring of S as the following results show.

Lemma 3.3. Let R D
L
2� R be a �-graded ring and † be a gr-lower semi-

multiplicative subset of M.R/. Let S be a ring and f WR! S be a †-inverting ring
homomorphism. Fix  2 � . For x 2 S , the following conditions are equivalent:

(1) x 2 .Qf .†// .
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(2) There exist N̨ ; Ň 2 �n and A 2 †nŒ N̨ �Œ Ň� such that ˛i D e, ǰ D  and x is the
.j; i/-entry of .Af /�1.

(3) There exist N̨ ; Ň 2 �n, A 2 †nŒ N̨ �Œ Ň� and u 2Mn�1.S/ such that ˛i D e, ǰ D  ,
uj D x and Af u D ei .

(4) There exist N̨ ; Ň 2 �n, A 2 †nŒ N̨ �Œ Ň�, a 2Mn�1.R/Œ N̨ �Œe� and u 2Mn�1.S/ such
that ǰ D  , uj D x and Af u D af .

(5) There exist N̨ ; Ň 2 �n, A 2 †nŒ N̨ �Œ Ň�, a 2Mn�1.R/Œ N̨ �Œe� and u 2Mn�1.S/ such
that ˇ1 D  , u1 D x and Af u D af .

(6) There exist N̨ ; Ň 2 �n,A 2†nŒ N̨ �Œ Ň�, b 2M1�n.R/Œ�Œ Ň� and c 2Mn�1.R/Œ N̨ �Œe�

such that x D bf .Af /�1cf .

(7) There exist N̨ 2 �n, Ň 2 �nC1 , A 2Mn�.nC1/.R/Œ N̨ �Œ Ň� and u 2M.nC1/�1.S/

such that ˇ0 D e, ˇ1 D  , u0 D 1, u1 D x, .A� A1/ 2 † and Af u D 0.

Proof. .1/) .2/ Let A 2 †nŒ N̨ �Œ Ň� such that x is the .j; i/-entry of .Af /�1

and  D .˛iˇ�1j /�1 D ǰ˛
�1
i for some i; j . Then A can be regarded as a matrix in

A 2 †nŒ N̨ � ˛
�1
i �Œ Ň � ˛�1i � and thus (2) follows.

.2/) .3/ Suppose that (2) holds. Let u be the i th column of .Af /�1. Then
Af u D ei , as desired.

.3/) .4/ This is clear because ei 2Mn�1.R/Œ N̨ �Œe� and efi D ei .

.4/) .5/ Let A 2 †, i , j , a and u be as in (4). Suppose that Af u D af with
uj D x. The matrix

� A 0
�et

j
1

�
2 †nC1Œ N̨ � ǰ �Œ Ň � ǰ �. Notice that it belongs to †

because † is gr-lower semimultiplicative. The matrix . a0 / 2M.nC1/�1.R/Œ N̨ � ǰ �Œe�.
Now (5) follows from the equality 

Af 0

�etj 1

! 
u

x

!
D

 
af

0

!
D

 
a

0

!f
:

.5/) .6/ From (5) we obtain that u D .Af /�1af . Hence

x D .etn/
f u D .etn/

f .Af /�1af :

Now (6) follows because etn 2M1�n.R/Œ�Œ Ň�.

.6/) .1/ Let A, b and c as in (6). Then0B@1 0 0

c A 0

0 b 1

1CA 2 †.nC2/�.nC2/Œe � N̨ � �Œe � Ň � �:
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Moreover, 0B@ 1 0 0

cf Af 0

0 bf 1

1CA
�1

D

0B@ 1 0 0

�.Af /�1cf .Af /�1 0

bf .Af /�1cf �bf .Af /�1 1

1CA :
Thus x D bf .Af /�1cf belongs to .Qf .†// .

.5/, .7/ Suppose A 2 Mn.R/Œ N̨ �Œ Ň� with ˇ1 D  , a 2 Mn�1.R/Œ N̨ �Œe� and
u 2Mn�1.S/ with u1 D x. Then the equality Af uD af is equivalent to the equality�

�af Af
�  1
u

!
D 0:

Notice that .�a A/ 2Mn�.nC1/.R/Œ N̨ �Œe � Ň�.

Theorem 3.4. Let R D
L
2� R be a �-graded ring and † be a gr-lower

semimultiplicative subset of M.R/. Let S be a ring and f WR! S a †-inverting ring
homomorphism. Then

(1) for each  2 � , f .R / � .Qf .†// ;

(2) if  2 � and x; y 2 .Qf .†// , then x C y 2 .Qf .†// ;

(3) if ; ı 2 � and x 2 .Qf .†// , y 2 .Qf .†//ı , then xy 2 .Qf .†//ı .

HenceRf .†/ is a �-almost graded ring (which is a subring of S ) that contains Im.f /.
Furthermore,

(4) the restriction f WR! Rf .†/ is a ring epimorphism;

(5) if S is a �-graded ring and f WR! S is a homomorphism of �-graded rings, then
.Qf .†// � S for each  2 � and Rf .†/ D

L
2�.Qf .†// is a �-graded

subring of S such that h.Rf .†// D Qf .†/.

Proof. (1) Let r 2 R . Then f .1/f .r/ D f .r/, where 1 2 M1.R/Œ�Œ� and
r 2M1.R/Œ�Œe�. Then Lemma 3.3 (5) implies that f .r/ 2 .Qf .†// .

(2) Let x; y 2 .Qf .†// . By Lemma 3.3 (5), there exist N̨ ; Ň 2 �n, A 2 †nŒ N̨ �Œ Ň�,
a 2Mn�1.R/Œ N̨ �Œe� and u 2Mn�1.S/ such that ˇ1 D  , u1 D x and

Af u D
�
A
f
� A

f
1

� u�
x

!
D af :

There also exist B 2 †n0 Œ˛0�Œˇ0�, b 2 Mn0�1.R/Œ˛0�Œe� and v 2 Mn0�1.S/ such that
ˇ01 D  , v1 D y and

Bf v D
�
B
f
� B

f
1

� v�
y

!
D bf :
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Then the matrix  
A� A1 0

0 �B1 B

!
2 †nCn0 Œ N̨ � ˛0�Œ Ň � ˇ0�;

the column . ab / 2M.nCn0/�1Œ N̨ � ˛0�Œe� and we have the equality

 
A
f
� A

f
1 0

0 �B
f
1 Bf

!0BBB@
u�

x

v�

x C y

1CCCA D
 
af

bf

!
D

 
a

b

!f
:

Hence x C y 2 .Qf .†// .

(3) Let x 2 .Qf .†// and y 2 .Qf .†//ı . There exist A 2 †nŒ N̨ �Œ Ň�, a 2
Mn�1.R/Œ N̨ �Œe� and u 2Mn�1.S/ such that ˇ1 D  , u1 D x and Af uD af . There
also exist B 2 †n0 Œ˛0�Œˇ0�, b 2 Mn0�1.R/Œ˛0�Œe� and v 2 Mn0�1.S/ such that
ˇ01 D ı, v1 D y and Bf v D bf . Now 

B� B1 0

0 �a A

!
2 †n0CnŒ˛0 � N̨ˇ

0
1�Œˇ

0 � Ňˇ01�;

with .ˇ0 � Ňˇ01/1 D ı,
�
b
0

�
2M.n0Cn/�1.R/Œ˛0 � N̨ˇ

0
1�Œe� and we have the equality

 
B
f
� B

f
1 0

0 �af Af

!0BBB@
v�

y

u�y

xy

1CCCA D
 
bf

0

!
D

 
b

0

!f
:

Hence xy 2 .Qf .†//ı .

From (1)–(3), it is easy to show thatRf .†/ is a �-almost graded ring and a subring
of S .

(4) Let g; hWRf .†/! T be ring homomorphisms such that gf D hf . If x 2
.Qf .†// , then x is an entry of a square matrix B which is the inverse of Af for
some A 2 †. From Af B D BAf D I , it follows that Agf Bg D BgAgf D I and
Ahf Bh D BhAhf D I . Thus Bg D Bh, and g.x/D h.x/. Since Rf .†/ is generated
by .Qf .†// ,  2 � , then f WR! Rf .†/ is a ring epimorphism.

(5) Now suppose that S is a �-graded ring and f WR! S is a homomorphism
of �-graded rings. Let x 2 .Qf .†// . There exist A 2 †nŒ N̨ �Œ Ň�, a 2Mn�1.R/Œ N̨ �Œe�

and u 2 Mn�1.S/ such that ˇ1 D  , u1 D x and Af u D af . Notice that Af 2
Mn.S/Œ N̨ �Œ Ň� is an invertible matrix and that af 2 Mn�1.S/Œ N̨ �Œe�. The matrix
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.Af /�1 2 Mn.S/Œ Ň�Œ N̨ �. Now .Af /�1 and af are compatible and u D .Af /�1af .
Then x D u1 2 Sˇ1 , that is, x 2 S .

By (1)–(3), it is easy to prove that Rf .†/ is a graded subring of S whose set of
homogeneous elements equalsQf .†/.

Lemma 3.5 (Cramer’s rule). Let R D
L
2� R be a �-graded ring and † be

a subset of M.R/. Let S be a ring and f WR ! S be a †-inverting ring homo-
morphism.

Let  2 � and x 2 .Qf .†// . We suppose that N̨ 2 �n, Ň 2 �nC1, A 2
Mn�.nC1/.R/Œ N̨ �Œ Ň� and u2M.nC1/�1.S/ such that ˇ0D e, ˇ1D  , u0D 1, u1D x,
.A� A1/ 2 † and Af u D 0. Then the following assertions hold true:

(1) x is invertible in S if, and only if, the matrix .A0 A�/
f is invertible inMn.S/.

(2) x is a regular element of S if, and only if, the matrix .A0 A�/
f is a regular

element ofMn.S/.

(3) If x D 0, then the matrix .A0 A�/
f is not full over S . Furthermore, if S is a

�-graded ring and f WR! S is a homomorphism of graded rings, then the matrix
.A0 A�/

f
2Mn.S/Œ N̨ �Œˇ0 � ˇ�� is not gr-full over S .

Proof. First note the equality

(3.1)
�
A
f
� �A

f
0

�
D

�
A
f
� A

f
1

� I u�

0 x

!
:

Also notice that the homogeneous matrix .Af� A
f
1/ is invertible inMn.S/ because f

is †-inverting.

(1) Suppose that x is invertible in S . Then 
I u�

0 x

!
is invertible in Mn.S/. Hence .Af� �A

f
0
/ is invertible, and therefore .Af0 A

f
� / is

invertible inMn.S/.
Conversely, suppose that .Af0 A

f
� / is invertible in Mn.S/. Hence the fact that

.A
f
� �A

f
0
/ is invertible and (3.1) imply that 

I u�

0 x

!
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is invertible inMn.S/. Thus there exists
�
v w
y z

�
2Mn.S/ such that 

I u�

0 x

! 
v w

y z

!
D I;

 
v w

y z

! 
I u�

0 x

!
D I:

Thus xz D 1, yI D 0 and yu� C zx D 1. Therefore x is invertible in S .

(2) follows easily from (3.1).

(3) Suppose that x D 0. Then (3.1) can be expressed as�
A
f
� �A

f
0

�
D

�
A
f
� A

f
1

� I u�

0 x

!

D

�
A
f
� A

f
1

� I u�

0 0

!

D

�
A
f
� A

f
1

� I
0

! �
I u�

�
;

which implies that .Af� �A
f
0
/ is not full and therefore .Af0 A

f
� / is not full.

If, moreover, f WR ! S is a homomorphism of �-graded rings, then we have
that .A� �A0/

f
2 Mn.S/Œ N̨ �Œˇ� � e�, .A� A1/

f
2 Mn.S/Œ N̨ �Œˇ� � ˇ1�,

�
I
0

�
2

Mn�.n�1/.S/Œˇ� � ˇ1�Œˇ�� and .I u�/ 2 M.n�1/�n.S/Œˇ��Œˇ� � e�. It implies that

the matrix .A� �A0/
f is not gr-full, which in turn implies that .A0 A�/

f is not
gr-full, as desired.

Given A and x as in Lemma 3.5, we say that .A0 A�/ is the numerator of x and
.A� A1/ is the denominator of x. Thus x is invertible in S if and only if its numerator
is invertible inMn.S/.

Theorem 3.6. Let R D
L
2� R be a �-graded ring. Let S be a ring and

f WR! S be a ring homomorphism. Set

† D
®
A 2M.R/ W Af is invertible over S

¯
:

If x 2 .Qf .†// is invertible in S , then x�1 2 .Qf .†//�1 .
Moreover, if S is a �-almost graded division ring and f WR! S is a homomorph-

ism of �-almost graded rings, then Rf .†/ is a �-almost graded division subring of S
that equals DC.f /.

Proof. Let x 2 .Qf .†// . By Lemma 3.3 (7), there existA2Mn�.nC1/.R/Œ N̨ �Œ Ň�

and u 2M.nC1/�1.S/ such that ˇ0 D e, ˇ1 D  , u0 D 1, u1 D x, .A� A1/ 2† and
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Af u D .A
f
0 A

f
� A

f
1/
� 1
u�
x

�
D 0. Equivalently, Af0 C A

f
� u� C A

f
1u1 D 0. Hence

A
f
0 x
�1 C A

f
� u�x

�1 C A
f
1 D 0, or equivalently

�
A
f
1 A

f
� A

f
0

�0B@ 1

u�x
�1

x�1

1CA D 0:
Since x is invertible, Cramer’s rule implies that the matrix .Af0 A

f
� / is invertible

over S . Thus .Af� A
f
0 / is invertible over S , and therefore .A� A0/ 2 †. Moreover,

notice that .A1 A� A0/2Mn�.nC1/.R/Œ N̨ �Œˇ1 �ˇ� �ˇ0�. This can also be expressed
as A 2Mn�.nC1/.R/Œ N̨ˇ

�1
1 �Œˇ1ˇ

�1
1 � ˇ�ˇ

�1
1 � ˇ0ˇ

�1
1 �. By Lemma 3.3 (7), and ob-

serving the equality ˇ1ˇ�11 � ˇ�ˇ�11 � ˇ0ˇ�11 D e � ˇ�ˇ�11 � �1 in �nC1, we get
that x�1 2 .Qf .†//�1 .

As noted in Propositions 2.4 and 2.2, the lift zS of S is a �-graded division ring
and the lift Qf WR ! zS of f is a homomorphism of �-graded rings such that f D
� Qf , where � W zS ! S is the natural homomorphism. Note that the sets † and ¹A 2
M.R/ W A

Qf is invertible over zSº coincide by Proposition 2.5 (3). By the foregoing
and Theorem 3.4 (5), R Nf .†/ is a �-graded division ring which equals DC. Qf /. Now
observe that '.R Qf .†// D Rf .†/ and '.DC. Qf // D DC.f /.

Corollary 3.7. Let R be a �-graded ring, K be a �-graded division ring and
f WR! K be a homomorphism of �-graded rings. If

† D
®
A 2M.R/ W Af is invertible over K

¯
and K is generated as a �-graded division ring by the image of f , then K D Rf .†/.

We end this section with an interesting result, but one that will not be used in later
sections. We show that two elements (and by induction any finite number of elements)
can be brought to a common denominator.

Lemma 3.8. Let R D
L
2� R be a �-graded ring and † be a gr-lower semi-

multiplicative subset of M.R/. Let S be a ring and f WR ! S a †-inverting ring
homomorphism.

If x 2 .Qf .†// and y 2 .Qf .†//ı for some ; ı 2 � , then they can be brought
to a common denominator.

Proof. Let x2 .Qf .†// and y2 .Qf .†//ı . There existA2Mn�.nC1/.R/Œ N̨ �Œ Ň�

and u 2 M.nC1/�1.S/ such that ˇ0 D e, ˇ1 D  , u0 D 1, u1 D x, .A� A1/ 2 †
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and Af uD .Af0 A
f
� A

f
1/
� 1
u�
x

�
D 0. There also exist B 2Mn0�.n0C1/.R/Œ˛0�Œˇ0� and

v 2 M.n0C1/�1.S/ such that ˇ00 D e, ˇ
0
1 D ı, v0 D 1, v1 D y, .B� B1/ 2 † and

Bf v D .B
f
0 B

f
� B

f
1/
� 1
v�
y

�
D 0. Then

 
A0 A� A1 0 0

0 0 �B1 B� B1

!f
0BBBBBB@
1

u�

x

0

x

1CCCCCCA D 0;

 
0 A� A1 0 0

B0 0 �B1 B� B1

!f
0BBBBBB@
1

0

0

v�

y

1CCCCCCA D 0:
Now, 

A0 A� A1 0 0

0 0 �B1 B� B1

!
2M.nCn0/�.nCn0C1/.R/Œ N̨ � ˛0ˇ

0
1

�1
ˇ1�Œ Ň � N"�;

where N" D ˇ0�ˇ01
�1
ˇ1 � ˇ1 and 

0 A� A1 0 0

B0 0 �B1 B� B1

!
2M.nCn0/�.nCn0C1/.R/Œ N̨ˇ

�1
1 ˇ

0
1 � ˛

0�Œ N��;

where N� D ˇ00 � ˇ�ˇ
�1
1 ˇ

0
1 � ˇ

0
1 � ˇ

0
� � ˇ

0
1.

4. The category of graded R-division rings and gr-specializations

This section is an adaptation of [5, Section 7.2] to the graded situation.

Throughout this section, let � be a group.

Let R D
L
2� R be a �-graded ring.

A �-graded R-ring is a pair .K; '/, where K is a �-graded ring and 'WR! K is
a homomorphism of graded rings. A graded R-subring of .K; '/ is a graded subring
L of K such that '.R/ � L.

A �-graded R-division ring is a �-graded R-ring .K;'/ such thatK is a �-graded
division ring. If K D DC.'/, that is, K is the �-graded division ring generated by the
image of ', we say that .K; '/ is a �-graded epic R-field.
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A homomorphism of �-graded R-rings between �-graded R-rings .K; '/ and
.K 0; '0/ is a homomorphism of graded rings f WK ! K 0 such that '0 D f ı '. If,
moreover, f WK ! K 0 is an isomorphism of �-graded rings, we say that f is an
isomorphism of �-graded R-rings.

Now let † �M.R/. The universal localization of R at † is a pair .R†; �/, where
R† is a ring and �WR! R† is a †-inverting homomorphism such that for any other
†-inverting ring homomorphism f WR! S there exists a unique ring homomorphism
F WR† ! S with f D F�.

Now we give some important properties of R†.

Proposition 4.1. Let R D
L
2� R be a �-graded ring and let † �M.R/.

Then the following statements hold true:

(1) There exists the universal localization .R†; �/ of R at †.

(2) �WR! R† is a ring epimorphism.

(3) The ring R† is a �-graded ring, �WR ! R† is a homomorphism of �-graded
rings, and .R†; �/ is unique up to isomorphism of �-graded R-rings.

(4) Suppose that S D
L
2� S is a �-graded ring, f WR ! S is a †-inverting

homomorphism of �-graded rings and F WR† ! S is the unique homomorphism
of rings such that f D F�. Then F WR† ! S is a homomorphism of �-graded
R-rings. Moreover, if † is gr-lower semimultiplicative, then ImF D Rf .†/.

(5) Suppose that S D
P
2� S is a �-almost graded division ring, f WR! S is a

†-inverting homomorphism of �-almost graded rings and F WR† ! S is the
unique homomorphism of rings such that f D F�. Then F WR† ! S is a homo-
morphism of �-graded R-rings.

Proof. First we construct a free ring ZhXi, where X is constructed as follows.
For each  2 � and r 2 R , consider a symbol xr . For each matrix A D .aij / 2 †,
fix . N̨ ; Ň/ such that A 2 Mn.R/Œ N̨ �Œ Ň� and consider a matrix A� whose entries are
symbols A� D .a�ij /. Then let X be the disjoint union

X D
®
xr W r 2 R ;  2 �

¯
[
®
a�ij W aij is the .i; j /-entry of A 2 †

¯
:

Now we turn ZhXi into a �-graded ring by giving degrees to the elements of X . If
r 2 R , we set xr to be of degree  . If A D .aij / 2 † with fixed . N̨ ; Ň/, then aij 2
R˛iˇ

�1
j

, thus we set a�ij to be of degree ˇi˛
�1
j . Notice that A� 2Mn.ZhXi/Œ Ň�Œ N̨ �.

Let I be the ideal of ZhXi generated by the homogeneous elements of any of the
forms

• x

rCs � x


r � x


s for r; s 2 R ;
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• x
ı
rs � x


r x

ı
s for r 2 R and s 2 Rı ;

• xe1 � 1;

•
P
k x

˛iˇ
�1
k

aik
a�
kj
� ıi;j for A 2 †;

•
P
k a
�
ik
x
˛kˇ
�1
j

akj
� ıi;j for A 2 †.

Set R† D ZhXi=I and �WR ! R† be the homomorphism of �-graded rings
determined by �.r/ D xr for each r 2 R ,  2 � . Since I is a graded ideal of ZhXi,
then R† is a �-graded ring and � is a homomorphism of graded rings.

Suppose that f WR! S is a†-inverting ring homomorphism. For eachAD .aij / 2
†Œ N̨ �Œ Ň�, suppose that .Af /�1 D .bij /. Then there exists a unique homomorphism of
rings F 0WZhXi ! S such that F 0.xr /D f .r/ for each r 2 R ,  2 � , and F 0.a�ij /D
bij . Note that I � kerF , and let F WR† ! S be the induced homomorphism. Hence
F� D f , as desired. To prove the uniqueness and the fact that �WR! R† is a ring
epimorphism, notice that from F� D f , we obtain that F.xr / D f .r/, and now the
same argument as Theorem 3.4 (4) shows that F.a�ij / D bij .

Now we proceed to show (4). Suppose that S is a �-graded ring and f WR! S

is a †-inverting homomorphism of graded rings. Notice that Af 2Mn.S/Œ N̨ �Œ Ň� and
.Af /�1 2Mn.S/Œ Ň�Œ N̨ �. Then f .r/ 2 S for each r 2 R ,  2 � , and bj i 2 S

ǰ˛
�1
i

for each A D .aij / 2 †nŒ N̨ �Œ Ň�. Hence F 0 and F are homomorphisms of �-graded
rings. Now, if† is gr-lower semimultiplicative, thenRf .†/ is a subring of S generated
by Im f and the entries of the inverses of the matrices in †f , and that is exactly the
image of F .

(5) As noted in Propositions 2.4 and 2.2, the lift zS of S is a �-graded division ring
and there exists a homomorphism of �-graded rings Qf WR! zS such that f D � Qf ,
where � W zS ! S is the natural homomorphism of �-almost graded rings. Note that
the sets † and ¹A 2M.R/ W A

Qf is invertible over zSº coincide by Proposition 2.5 (3).
Thus † Qf consists of invertible matrices over zS and, by (4), there exists a unique
homomorphism of �-graded rings zF WR† ! zS such that Qf D zF�. Observe that
F D � zF because, if A 2†, then A.� zF / D .A zF /' is invertible. Now the result follows
because zF and � are homomorphisms of �-almost graded rings.

Now our aim is to show that if .K;'/ is a �-graded epic R-field, then 'WR! K is
in fact an epimorphism of (�-graded) rings. For the sake of completion, we preferred to
give the proof of the following lemma, but this could be shown as a direct consequence
of [5, Proposition 7.2.1] and the fact that if f WR ! S is a homomorphism of �-
graded rings that is an epimorphism in the category of �-graded rings, then it is an
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epimorphism in the category of rings. The proof of this fact is as follows: If g1;g2WS!
T are homomorphisms of rings such that g1f D g2f , there exist homomorphisms
of �-graded rings eg1WS ! BImg1f , eg2WS ! BImg2f and a homomorphism of rings
� WBImg1f ! T such that eg1f D eg2f and g1 D � eg1, g2 D � eg2. Since f is an
epimorphism of �-graded rings, then eg1 D eg2. Thus g1 D g2.

Lemma 4.2. LetRD
L
2� R , S D

L
2� S be �-graded rings and f WR! S

be a homomorphism of �-graded rings. The following statements are equivalent:

(1) f is an epimorphism of �-graded rings.

(2) In the �-graded S -bimodule S ˝R S , x ˝ 1 D 1˝ x for all x 2 S .

(3) The natural map pWS ˝R S!S determined by p.x˝y/D xy is an isomorphism
of graded S -bimodules.

Proof. .1/) .2/ Consider the �-graded additive groupM D S ˚ .S ˝R S/. It
can be endowed with a structure of �-graded ring via the multiplication .x; u/.y; v/D
.xy; xv C uy/. Notice that if .x; u/ 2M and .y; v/ 2Mı , then x, u have degree 
and y, v have degree ı. Hence xy and xv C uy have degree ı.

Consider the homomorphisms of �-graded rings g; hWS !M defined by g.x/ D
.x; 0/ and h.x/ D .x; x ˝ 1 � 1˝ x/. Since gf D hf and f is an epimorphism of
graded rings, then x ˝ 1 D 1˝ x.

.2/) .1/ Let g;hWS ! T be homomorphisms of �-graded rings such that gf D
hf . Then there exists a well-defined map F WS ˝R S ! T , x ˝ y 7! g.x/h.y/. For
each x 2 S , since x˝ 1D 1˝ x, we obtain that g.x/DF.x˝ 1/DF.1˝ x/D h.x/.
Thus g D h, as desired.

.2/) .3/ First note that p is a homomorphism of �-graded S -bimodules. Clearly
p is surjective. Now, since p.

P
i xi ˝ yi /D

P
i xiyi , injectivity follows from the fact

that
P
i xi ˝ yi D

P
i xi .1˝ yi /D

P
i xi .yi ˝ 1/D

P
i xiyi ˝ 1D .

P
i xiyi /˝ 1.

.3/) .2/ Since for each x 2 S , p.x˝ 1/D x D p.1˝ x/ and p is an isomorph-
ism, the result follows.

Proposition 4.3. Let R D
L
2� R be a �-graded ring, K D

L
2� K be a

�-graded division ring and f WR! K be a homomorphism of �-graded rings. Then
f is an epimorphism of graded rings if, and only if, K D DC.f /.

Proof. Suppose that f WR! K is an epimorphism of �-graded rings. Consider
the graded division subring DC.f / of K. Let B be a set of homogeneous elements
of K that is a basis of K as a right DC.f /-module. Then we have the following
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isomorphisms of graded right K-modules:

K Š K ˝DC.f / K Š

�M
b2B

bDC.f /
�
˝DC.f / K

Š

M
b2B

.bDC.f /˝DC.f / K/

Š

M
b2B

b ˝DC.f / K Š
M
b2B

K.b/;

for some b 2 � . Hence B must consist of just one element.
Conversely, suppose that DC.f / D K. Let

† D
®
A 2M.R/ W Af is invertible over K

¯
:

By Corollary 3.7, K D DC.f / D Rf .†/. By Theorem 3.4 (4), f WR! K is a ring
epimorphism, and therefore an epimorphism of �-graded rings.

Theorem 4.4. Let R D
L
2� R be a �-graded ring.

(1) If † �M.R/ is such that the universal localization R† is a �-graded local ring
with maximal graded ideal m, then R†=m is a �-graded epic R-division ring.

(2) Let K D
P
2� K be a �-almost graded division ring and f WR ! K be a

homomorphism of �-almost graded rings such that DC.f / D K. Let

† D
®
A 2M.R/ W Af is invertible over K

¯
:

The following assertions hold true:

(a) R† is a �-graded local ring.

(b) If m is the maximal graded ideal of R†, then R†=m is a �-graded epic
R-division ring satisfying the following statements:

(i) There exists a surjective homomorphism of �-almost graded rings
zF WR†=m! K such that the following diagram is commutative:

R
� //

f
  

R†

F

��

� // R†=m:

zF
{{

K

(ii) If K is a �-graded division ring, then zF WR†=m! K is an isomorphism
of �-graded epic R-division rings.
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Proof. (1) The homomorphism �WR! R† is a ring epimorphism by Propos-
ition 4.1 (2). The natural homomorphism � WR† ! R†=m is surjective. Therefore
��WR! R†=m is a ring epimorphism, thus a �-graded epic R-division ring.

(2) Let �WR!R† be the canonical homomorphism. Hence, by Proposition 4.1 (5),
there exists a unique homomorphism of �-almost graded R-rings F WR† ! K such
that F� D f . Set m D .ker F /g , in other words, m D

L
2�.ker F \ .R†/ / �

ker F . Let x 2 .R†/ n m. Then F.x/ ¤ 0 and then F.x/ 2 K is invertible in
K. By Proposition 4.1 (4), R† D R�.†/. Thus there exist N̨ 2 �n, Ň 2 �nC1 , A 2
Mn�.nC1/.R/Œ N̨ �Œ Ň� and u2M.nC1/�1.S/ such that ˇ0D e, ˇ1D  , u0D 1, u1D x,
.A� A1/ 2 † and

�
A�0 A�� A�1

�0B@ 1u�
x

1CA D 0:
Applying F to the entries of the matrices involved we obtain

�
A
f
0 A

f
� A

f
1

�0B@ 1

uF�
F.x/

1CA D 0:
Since F.x/ is invertible, by Cramer’s rule (Lemma 3.5), .Af0 A

f
� / is invertible in K.

Therefore .A0 A�/ 2 † and .A�0 A
�
� / is invertible over R†. Again by Cramer’s rule, x

is invertible in R†. Hence R† is a �-graded local ring, where m is the ideal generated
by the noninvertible homogeneous elements of R†, and (a) is proved. The ring R†=m
is a �-graded division ring and, by (1), (b) follows.

(i) and (ii) follow because, respectively, m � ker F and m D ker F if K is a
�-graded division ring.

We proceed to give a result that characterizes when a universal localization R† is
a graded local ring. Its proof follows that given in the ungraded result in [5, Proposi-
tion 7.2.6]. But before that, we need the following result, which is well known and can
be found, for example, in [8, Proposition 1.1.31].

Lemma 4.5. Let R D
L
2� R be a �-graded ring. Then R is a �-graded local

ring if and only if Re is a local ring.

Proposition 4.6. LetRD
L
2� R be a �-graded ring,† be a gr-multiplicative

subset of M.R/ and �WR! R† be the natural homomorphism of �-graded rings.
Then R† is a �-graded local ring if and only if it satisfies the following two conditions:

(1) R† ¤ ¹0º.
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(2) For a matrix A 2 †nŒ˛0 � e�Œˇ0 � e�, if B , the .n; n/-minor of A, is such that B� is
not invertible over R†, then .A � enn/� is invertible over R†, where enn denotes
the matrix with 1 in the .n; n/-entry and zeros everywhere else.

Proof. Consider the canonical homomorphism of �-graded local rings �WR!
R†.

Suppose that R† is a �-graded local ring with maximal graded ideal m and
canonical homomorphism � WR† ! R†=m. Since R† is graded local, by definition,
R† ¤ ¹0º. Recall that any matrix C 2M.R†/ is invertible if and only if C � is
invertible over R†=m. Let A 2 †nŒ˛0 � e�Œˇ0 � e� such that its .n; n/-minor B is not
invertible over R†. It is enough to show that .A� enn/� is invertible. Some nontrivial
left linear combination (over the graded division ring R=m) with homogeneous coeffi-
cients of the rows of B� is zero. If we take the corresponding left linear combination
of the first n � 1 rows of A� , we obtain .0; 0; : : : ; 0; c/, where c is homogeneous and
c ¤ 0, because A� is invertible. From the last row of A we now subtract c�1 times
this combination of the other rows and obtain the matrix A � enn, which is therefore
invertible in R†=m because it is the product of the matrix corresponding to those
elementary operations on A� times A� .

Conversely, suppose now that conditions (1) and (2) are satisfied. By Lemma 4.5, it
is enough to prove that .R†/e is a local ring. Let x 2 .R†/e . By Lemma 3.3 (3), there
exist N̨ ; Ň 2�n,A2†nŒ N̨ �Œ Ň� and u2Mn�1.R†/ such that ˛i D e, ǰ D e, uj D x and
A�u D ei . Since † is gr-multiplicative, we may suppose that A 2 †nŒ˛0 � e�Œˇ0 � e�,
un D x and A�uD en. Suppose x is not invertible inR†. Equivalently, by Lemma 3.5,
the matrix .A�� e�n / is not invertible in R†. This implies that the .n; n/-minor of
.A�� e

�
n /, which is the .n; n/-minor of A, is not invertible in R†. Hence .A � enn/� is

invertible overR†. Then the matrix .A�/�1.A� enn/� D I � .A�/�1enn is invertible
in R†. Since this matrix is of the form0BBB@

1 0 � � � 0 �

0 1 � � � 0 �

::: � � �
: : : 1 �

0 � � � � � � 0 1 � x

1CCCA ;
we obtain that 1 � x is invertible in R†, as desired.

Now we proceed to define the category of graded epic R-division rings andgr-
specializations.

Let R D
L
2� R be a �-graded ring.
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Suppose that .K; '/, .L; / are �-graded epic R-division rings and set

† D
®
A 2M.R/ W A is invertible over L

¯
:

If there exists a homomorphism of �-graded R-rings ˆWR† ! K, we define the
core of L in K as CL.K/ D ˆ.R†/. We remark that, if it exists, it is unique and
observe that, by Proposition 4.1 (4), CL.K/D R'.†/. By Theorem 4.4 (2)(a), R† is a
�-graded local ring. Therefore CL.K/ is a �-graded local subring of K that contains
R. Moreover, the natural homomorphism of �-graded R-rings ‰WR† ! L factors
through CL.K/ in a unique way, because L Š R†=m where m is the maximal graded
ideal of R†.

A gr-subhomomorphism is a homomorphism of �-graded R-rings f WKf ! L

whereKf is a graded R-subring ofK such that x�1 2Kf for each x 2 h.Kf / n kerf .
Note that Kf is a graded local subring of K because any homogeneous element not in
the graded ideal ker f is invertible. Hence Kf = ker f is a �-graded R-division ring
contained inL. This implies that f is a surjective homomorphism of �-gradedR-rings
and thatKf = kerf Š L is a �-graded epic R-division ring. For each A 2 †, consider
A' which belongs to M.K/. Since Kf is a �-graded local R-ring whose residue
graded division ring is L, we get that A' is invertible over Kf . Thus there exists a
unique homomorphism of graded R-rings ˆWR† ! Kf � K and a commutative
diagram of homomorphisms of �-graded R-rings

(4.1)
Kf

f
��

R†

‰ ((

ˆ 66

L:

Thus CL.K/ is contained in the domain of any subhomomorphism from K to L, it is
a �-graded local R-subring of K, the restriction of any subhomomorphism to CL.K/

is a subhomomorphism and all such restrictions coincide in CL.K/, because of the
commutativity of (4.1).

Now we give another description of CL.K/. Let f WKf ! L be a gr-subhomo-
morphism between the �-graded epic R-fields .K; '/, .L; /. For each  2 � define
.c.f /0/ D '.R /, and if n � 0, set

.c.f /nC1/ D additive subgroup of K generated by®
x1 � � � xr W r � 1; xi 2 .c.f /n/i

or xi D y�1i
where yi 2 .c.f /n/�1

i
n ker f , 1 � � � r D 

¯
:

Then define c.f / D
S
n�0.c.f /n/ , and CL.K/ D

L
2� c.f / . Note that CL.K/

is a �-graded local R-subring of Kf with maximal graded ideal CL.K/ \ ker f
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and such that the restriction f WCL.K/! L is a gr-subhomomorphism. If we take
Kf D CL.K/, then we obtain that CL.K/ � CL.K/, but since CL.K/ is contained
in the domain of any gr-subhomomorphism, we get that CL.K/ D CL.K/. Roughly
speaking, this equality means that any rational homogeneous expression obtained from
the elements of (the image of) R in L makes sense in K and the elements obtained
with those rational expressions from the elements of (the image of) R in K form
CL.K/.

Since, if there exist gr-subhomomorphisms between the �-graded epic R-division
rings .K;'/ and .L; /, they all coincide in the core, we make the following definition.
A gr-specialization is the unique homomorphism of �-gradedR-rings f WCL.K/!L.

Suppose that .K; '/, .L;  / and .M; �/ are �-graded epic R-division rings. If
f WKf ! L and gWLg !M are gr-subhomomorphisms, then the restriction gf WP D
f �1.Lg/ ! M is a gr-subhomomorphism which will be called the composition
gr-subhomomorphism of f and g. Indeed, suppose that z 2 h.P / n ker.gf /. Since
g.f .z//¤ 0, then f .z/�1 2 Lg . As f .z/¤ 0, and thus z�1 2Kf , then z�1 2 P . We
define the composition of the corresponding gr-specializations, as the gr-specialization
corresponding to the composition gr-subhomomorphism of f and g. In other words, it
is the unique homomorphism of �-graded R-rings CM .K/!M . It follows that the
composition of gr-specializations is associative.

Note that the only subhomomorphism from the �-graded epic R-division ring
.K; '/ to .K; '/ is the identity map onK. Therefore CK.K/D K and the correspond-
ing specialization is the identity map.

We define the category ER as the category whose objects are the �-graded epic
R-division rings and whose morphisms are the gr-specializations. We remark that there
is at most one morphism between two objects in this category and that isomorphisms
correspond to isomorphisms of �-graded R-rings. Indeed, if the composition of
two gr-specializations f and g is the identity gr-specialization, then they have to be
isomorphisms of �-graded R-rings.

An initial object .K; '/ in the category ER is a universal �-graded epic R-division
ring. In other words, there exists a gr-specialization from .K; '/ to any other �-graded
epic R-division ring .L;  /. If, moreover, 'WR ! K is injective, we say that this
initial object is a universal �-graded epic R-division ring of fractions of R.

Now we give the following important result.

Theorem 4.7. Let R D
L
2� R be a �-graded ring and let .K1; '1/, .K2; '2/

be �-graded epic R-division rings. Set

†i D
®
A 2M.R/ W A'i is invertible over Ki

¯
; i D 1; 2:

The following statements are equivalent:
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(1) There exists a gr-specialization from .K1; '1/ to .K2; '2/.

(2) †2 � †1.

(3) There exists a homomorphism R†2
! R†1

of �-graded R-rings.

Furthermore, if there exists a gr-specialization from .K1; '1/ to .K2; '2/ and another
gr-specialization from .K2; '2/ to .K1; '1/, thenK1 andK2 are isomorphic �-graded
R-rings.

Proof. .1/) .2/ By definition, there exists a homomorphism of �-graded R
rings CK2

.K1/! K2. By definition of CK2
.K1/, any matrix in †2 is invertible over

CK2
.K1/ � K1. Thus †2 � †1.

.2/) .3/ If †2 � †1, the universal property of R†2
implies the existence of a

homomorphism of �-graded R-rings R†2
! R†1

.

.3/) .1/ Consider the unique homomorphisms of �-graded R-rings ˆi WR†i
!

Ki , i D 1; 2. Let hWR†2
!R†1

be a homomorphism of �-gradedR-rings. Then there
exists the homomorphism of gradedR-ringsˆ1hWR†2

!K1. Then, by what has been
explained above, ˆ2 factors through CK2

.K1/, and gives the desired specialization.
Now suppose that there exist gr-specializations f WCK2

.K1/!K2 and gWCK1
.K2/

! K1. Then the composition gf gives a gr-specialization from K1 in itself. Thus it
has to be the identity. Similarly, the composition fg gives a gr-specialization from K2

in itself. Hence f is an isomorphism in the category ER of �-graded epic R-division
rings. Therefore, f is an isomorphism of graded R-rings.

Corollary 4.8. Let R D
L
2� R be a �-graded ring. Suppose that there exists

� �M.R/ such that .R�; �/, where �WR! R� is the canonical homomorphism,
is a �-graded (epic) R-division ring. Then the only gr-specializations to .R�; �/ are
isomorphisms of �-graded R-rings.

Proof. Suppose there exists a gr-specialization from the �-graded epicR-division
ring .K; '/ to .R�; �/. By Theorem 4.7 (3), then there exists a (unique) homomorph-
ism of �-graded R-rings R� ! R† ! K, where

† D
®
A 2M.R/ W A' is invertible over K

¯
:

Now, since R� and K are �-graded epic R-division rings, the image of R� must be
K and therefore they are isomorphic as �-graded R-rings.

Corollary 4.9. LetRD
L
2� R be a �-graded ring with a universal �-graded

epicR-division ring .U;�/. Let†�M.R/ and consider the canonical homomorphism
�WR! R†. Suppose that there exists a homomorphism of �-graded rings R† ! L
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for some �-graded division ring L. Then there exists a unique homomorphism of
�-graded rings Q�WR† ! U such that Q�� D � and .U; Q�/ is a universal �-graded epic
R†-division ring.

Proof. Let f WR† ! L be a homomorphism of �-graded rings with L a �-
graded division ring. Then .DC.f �/; f �/ is a �-graded epic R-division ring such
that the matrices in † become invertible. Hence, by Theorem 4.7, †� consists of
invertible matrices in U . Thus there exists a unique homomorphism of �-graded rings
Q�WR† ! U and .U; Q�/ is a �-graded epic R†-division ring.

Consider a �-graded epicR†-division ring .K;'/. The composition '�WR!K is
an epimorphism of �-graded rings, because � and ' are. Hence .K; '�/ is a �-graded
epic R-division ring and therefore there exists a specialization from .U; �/ to .K; '�/
that can be regarded as specialization from .U; Q�/ to .K; '/.

Adapting [5, p. 426] to the graded context, we give some examples to illustrate the
concepts of universal graded division ring and graded division rings that are universal
localizations.

Let R D
L
2� R be a commutative �-graded domain. Then the localization of

R at the set h.R/ n ¹0º of nonzero homogeneous elements yields a �-graded epic
R-field .F; '/. We point out that F D

L
2� F is a �-graded field with

F D
®
ab�1 j a 2 Rı ; b 2 R"; ı"

�1
D 

¯
for each  2 � . Furthermore, if .K; / is a �-graded epic R-division ring, then ker 
is a graded prime ideal of R. That is, ker ' ¤ R and if x; y 2 h.R/ with xy 2 ker ,
then x 2 ker or y 2 ker . Hence h.R/ n ker is a multiplicative subset of R. Then
the localization of R at h.R/ n ker is a �-graded local subring of F with �-graded
residue division ring R-isomorphic to K. Therefore .F; '/ is a �-graded universal
R-division ring of fractions that is a universal localization.

Let S D E � F be the direct product of two �-graded fields E D
L
2� E

and F D
L
2� F . Then S D

L
2� S is a �-graded ring with S D E � F .

Suppose .D; �/ is a �-graded epic S-division ring. Since .1; 1/ D .1; 0/ C .0; 1/

and .1; 0/.0; 1/ D .0; 0/, then either �.1; 0/ D 0 or �.0; 1/ D 0. If �.1; 0/ D 0, then
�.E � ¹0º/ D 0 and if �.0; 1/ D 0, then �.¹0º � F / D 0. Hence S has only two epic
S -division rings, which are E and F . Note that neither of them is a universal �-graded
epic S -division ring. On the other hand, both are universal localizations. For example,
E is the universal localization of S at ¹.1; 1/º [ ¹.a; 0/ j a 2 h.E/ n ¹0ºº.

Now let E D
L
2� E be a �-graded field. Then the polynomial ring EŒx� DL

2� EŒx� is a �-graded ring with

EŒx� D E Œx� D
®
a0 C a1x C � � � C anx

n
j ai 2 E ; n 2 N

¯
:
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The ideal .x2/ is a graded ideal of EŒx�. Hence T D EŒx�=.x2/ is a �-graded local
ring with maximal graded ideal .x/=.x2/. Then E is the unique �-graded epic T -
division ring, and thus E is a universal �-graded epic T -division ring. Notice that E is
not a universal localization at matrices in M.R/ because the matrices which become
invertible in E are already invertible in T since E is the �-graded residue division
ring of T .

The ring U D T � F , with T as before and F a �-graded field, has E and F as
�-graded epic U -division rings, but only F is a universal localization.

5. Malcolmson’s construction of the universal localization

Throughout this section, let � be a group.

This section is devoted to showing that the natural extension of the construction of
the ring R† given by Malcolmson [16] works in the context of graded rings. Although
technical, this construction will be important for us in the next section. In Section 5.5
we give the graded version of the main results in [16], the so-called Malcolmson
criterion and a sufficient condition for the universal localization R† not to be the zero
ring.

Let R D
L
2� R be a �-graded ring and �WR! R† the universal localization

at a gr-lower semimultiplicative subset of M.R/. By Lemma 3.3 (6) and Propos-
ition 4.1 (4), every homogeneous element of .R†/ is of the form F �.A�/�1X�,
whereA 2†nŒ N̨ �Œ Ň�, F 2M1�n.R/Œ�Œ Ň�,X 2Mn�1Œ N̨ �Œe�. For each  2 � , .R†/ is
constructed as a set of equivalent classes of 5-tuples .F;A;X; ˛; ˇ/. The equivalence
class Œ.F; A;X; ˛; ˇ/� of .F; A;X; ˛; ˇ/ is interpreted as the element F �.A�/�1X�

of R† and addition and product are defined according to this interpretation. Thus, for
ŒF 0; A0; X 0; ˛0; ˇ0�C ŒF; A;X; ˛; ˇ� 2 .R†/ ,

ŒF 0; A0; X 0; ˛0; ˇ0�C ŒF; A;X; ˛; ˇ�

D

"�
F 0 F

�
;

 
A0 0

0 A

!
;

 
X 0

X

!
; ˛0 � ˛; ˇ0 � ˇ

#
;

and for .F 0; A0; X 0; ˛0; ˇ0/ 2 .R†/ 0 and .F;A;X; ˛; ˇ/ 2 .R†/ ,

ŒF 0; A0; X 0; ˛0; ˇ0� � ŒF; A;X; ˛; ˇ�

D

"�
0 F 0

�
;

 
A 0

�X 0F A0

!
;

 
X

0

!
; ˛ � ˛0; ˇ � ˇ0

#
:

Also �Œ.F; A;X; ˛; ˇ/� D Œ.�F;A;X; ˛; ˇ/� and �.r/ D Œ.r; 1; 1; e; e/� for r 2 R .
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In this section, for ease of exposition, we use the following notation. By “A is a
homogeneous matrix”, we mean A 2M�.R/. We will also use the terms homogeneous
row, homogeneous column to emphasize that the matrix in question is a row or a
column, respectively. If A 2Mm�n.R/Œ N̨ �Œ Ň�, but we do not want to make reference
to the size of A, we will say “A is a homogeneous matrix of distribution .˛; ˇ/”. Also,
the sequence N̨ will be denoted by ˛ for each N̨ 2 �n and  2 � .

5.1 – Equivalence relation

Let R D
L
2� R be a �-graded ring and † be a gr-lower semimultiplicative

subset of M.R/.
For  2 � , let .T†/ be the set of 5-tuples .F;A;X;˛;ˇ/, where A 2† is of distri-

bution .˛; ˇ/, F is a homogeneous row of distribution .; ˇ/, and X is a homogeneous
column of distribution .˛; e/.

Let .F;A;X; ˛; ˇ/; .G;B; Y; ı; "/ 2 .T†/ . We say that

.F;A;X; ˛; ˇ/ � .G;B; Y; ı; "/

if and only if there exist L;M;P;Q 2 †, homogeneous rows J , U and homogeneous
columns W , V such that

(5.1)

0BBBBB@
A 0 0 0 X

0 B 0 0 Y

0 0 L 0 W

0 0 0 M 0

F �G 0 J 0

1CCCCCA D
 
P

U

! �
Q V

�
;

where P , U ,Q, V have distributions .�; !/, .; !/, .!; �/, .!; e/, respectively, and,
if we think of

� D �1 � �2 � �3 � �4 and � D �1 � �2 � �3 � �4

then �1 D ˛, �2 D ı, �1 D ˇ, �2 D ".
The right-hand side of (5.1) will also be denoted by0BBBBB@

P11 P12 P13 P14

P21 P22 P23 P24

P31 P32 P33 P34

P41 P42 P43 P44

U1 U2 U3 U4

1CCCCCA
0BBB@
Q11 Q12 Q13 Q14 V1

Q21 Q22 Q23 Q24 V2

Q31 Q32 Q33 Q34 V3

Q41 Q42 Q43 Q44 V4

1CCCA :
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Lemma 5.1. Let .F;A;X;˛;ˇ/; .G;B;Y;ı; "/2 .T†/ such that there is a factoriz-
ation as a product of homogeneous matrices of any of these forms withL;M;P;Q 2†
and with the corresponding distributions

(1)

0B@ A 0 X

0 B Y

F �G 0

1CA D  P
U

! �
Q V

�
,

(2)

0BBB@
A 0 0 X

0 B 0 Y

0 0 M W

F �G 0 0

1CCCA D
 
P

U

! �
Q V

�
,

(3)

0BBB@
A 0 0 X

0 B 0 Y

0 0 L 0

F �G J 0

1CCCA D
 
P

U

! �
Q V

�
,

then .F;A;X; ˛; ˇ/ � .G;B; Y; ı; "/.

Proof. (1) Suppose P , U ,Q, V have distributions .�; !/, .; !/, .!; �/, .!; e/,
where �1 D ˛, �2 D ı, �1 D ˇ and �2 D ", and that we have the factorization0B@ A 0 X

0 B Y

F �G 0

1CA D
0B@ P11 P12

P21 P22

U1 U2

1CA Q11 Q12 V1

Q21 Q22 V2

!
:

Thus we have the factorization0BBBBB@
A 0 0 0 X

0 B 0 0 Y

0 0 1 0 1

0 0 0 1 0

F �G 0 1 0

1CCCCCA D
0BBBBB@
P11 P12 0 0

P21 P22 0 0

0 0 1 0

0 0 0 1

U1 U2 0 1

1CCCCCA
0BBB@
Q11 Q12 0 0 V1

Q21 Q22 0 0 V2

0 0 1 0 1

0 0 0 1 0

1CCCA ;
where the factors on the right-hand side have distributions

.˛ � ı � e �  � ; !1 � !2 � e � /;

.!1 � !2 � e � ; ˇ � " � e �  � e/
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(2) Suppose P , U ,Q, V have distributions .�; !/, .; !/, .!; �/, .!; e/, where
�1 D ˛, �2 D ı, �1 D ˇ and �2 D " and we have the factorization0BBB@

A 0 0 X

0 B 0 Y

0 0 L W

F �G 0 0

1CCCA D
0BBB@
P11 P12 P13

P21 P22 P23

P31 P32 P33

U1 U2 U3

1CCCA
0B@ Q11 Q12 Q13 V1

Q21 Q22 Q23 V2

Q31 Q32 Q33 V3

1CA :
Thus we have the equality0BBBBB@

A 0 0 0 X

0 B 0 0 Y

0 0 L 0 W

0 0 0 1 0

F �G 0 1 0

1CCCCCA D
0BBBBB@
P11 P12 P13 0

P21 P22 P23 0

P31 P32 P33 0

0 0 0 1

U1 U2 U3 1

1CCCCCA
0BBB@
Q11 Q12 Q13 0 V1

Q21 Q22 Q23 0 V2

Q31 Q32 Q33 0 V3

0 0 0 1 0

1CCCA ;
where the factors on the right-hand side have distributions

.˛ � ı � �3 �  � ; !1 � !2 � !3 � /;

.!1 � !2 � !3 � ; ˇ � " � �3 �  � e/:

(3) Suppose P , U ,Q, V have distributions .�; !/, .; !/, .!; �/, .!; e/, where
�1 D ˛, �2 D ı, �1 D ˇ and �2 D " and that we have the factorization0BBB@

A 0 0 X

0 B 0 Y

0 0 M 0

F �G J 0

1CCCA D
0BBB@
P11 P12 P13

P21 P22 P23

P31 P32 P33

U1 U2 U3

1CCCA
0B@ Q11 Q12 Q13 V1

Q21 Q22 Q23 V2

Q31 Q32 Q33 V3

1CA :
Thus we have the factorization0BBBBB@
A 0 0 0 X

0 B 0 0 Y

0 0 M 0 0

0 0 0 M 0

F �G 0 J 0

1CCCCCA D
0BBBBB@
P11 P12 P13 0

P21 P22 P23 0

P31 P32 P33 0

P31 P32 P33 M

U1 U2 U3 J

1CCCCCA
0BBB@
Q11 Q12 Q13 0 V1

Q21 Q22 Q23 0 V2

Q31 Q32 Q33 0 V3

0 0 �1 1 0

1CCCA ;
where the factors on the right-hand side have distributions

.˛ � ı � �3 � �3 � ; !1 � !2 � !3 � �3/; .!1 � !2 � !3 � �3; ˇ � " � �3 � �3 � e/;

respectively.
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Lemma 5.2. For each  2 � , the relation � defined in .T†/ is an equivalence
relation.

Proof. Let .F;A;X; ˛; ˇ/; .G;B; Y; ı; "/; .H;C;Z; �; �/ 2 .T†/ .

The relation � is reflexive. Indeed, we have the factorization0B@ A 0 X

0 A X

F �F 0

1CA D
0B@ I 0

I A

0 �F

1CA A 0 X

�I I 0

!
;

where the factors are homogeneous matrices that have distributions

.˛ � ˛ � ; ˛ � ˇ/; .˛ � ˇ; ˇ � ˇ � e/;

respectively. This shows that .F;A;X; ˛; ˇ/ � .F;A;X; ˛; ˇ/.
The relation� is symmetric. Indeed, suppose that .F;A;X;˛;ˇ/ � .G;B;Y; ı; "/.

There exist L;M;P;Q 2 †, homogeneous rows J , U and homogeneous columns W ,
V , such that

(5.2)

0BBBBB@
A 0 0 0 X

0 B 0 0 Y

0 0 L 0 W

0 0 0 M 0

F �G 0 J 0

1CCCCCA D
0BBBBB@
P11 P12 P13 P14

P21 P22 P23 P24

P31 P32 P33 P34

P41 P42 P43 P44

U1 U2 U3 U4

1CCCCCA
0BBB@
Q11 Q12 Q13 Q14 V1

Q21 Q22 Q23 Q24 V2

Q31 Q32 Q33 Q34 V3

Q41 Q42 Q43 Q44 V4

1CCCA ;

where P , U ,Q, V have distributions .�; !/, .; !/, .!; �/, .!; e/, respectively, and
�1 D ˛, �2 D ı, �1 D ˇ, �2 D ". Then we have the factorization0BBBBB@
B 0 0 0 Y

0 A 0 0 X

0 0 L 0 W

0 0 0 M 0

G �F 0 �J 0

1CCCCCA D
0BBBBB@
P21 P22 P23 P24

P11 P12 P13 P14

P31 P32 P33 P34

P41 P42 P43 P44

�U1 �U2 �U3 �U4

1CCCCCA
0BBB@
Q12 Q11 Q13 Q14 V1

Q22 Q21 Q23 Q24 V2

Q32 Q31 Q33 Q34 V3

Q42 Q41 Q43 Q44 V4

1CCCA ;

where the factors have distributions

.�2 � �1 � �3 � � � 4 � ; !/; .!; �2 � �1 � �3 � �4 � e/;

respectively. Hence .G;B; Y; ı; "/ � .F;A;X; ˛; ˇ/, and the symmetric property of
the relation � is proved.

Now we proceed to prove that � satisfies the transitive property. Suppose that
.F; A; X; ˛; ˇ/ � .G; B; Y; ı; "/ and .G; B; Y; ı; "/ � .H; C; Z; �; �/. Hence there
exist L;M; P;Q 2 †, homogeneous rows J , U and homogeneous columns W , V ,
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as in (5.2), and there exist L0;M 0; P 0;Q0 2 †, homogeneous rows J 0, U 0 and homo-
geneous columns W 0, V 0 such that0BBBBB@
B 0 0 0 Y

0 C 0 0 Z

0 0 L0 0 W 0

0 0 0 M 0 0

G �H 0 J 0 0

1CCCCCA D
0BBBBB@
P 011 P 012 P 013 P 014
P 021 P 022 P 023 P 024
P 031 P 032 P 033 P 034
P 041 P 042 P 043 P 044

U 01 U 02 U 03 U 04

1CCCCCA
0BBB@
Q011 Q012 Q013 Q014 V 01
Q021 Q022 Q023 Q024 V 02
Q031 Q032 Q033 Q034 V 03
Q041 Q042 Q043 Q044 V 04

1CCCA ;
where P 0, U 0,Q0, V 0 have distributions .� 0; !0/, .; !0/, .!0; � 0/, .!0; e/, respectively,
and � 01 D ı, �

0
2 D �, �

0
1 D ", �

0
2 D �. Then we have the factorization of the matrix0BBBBBBBBBBBBBBBBBBBBB@

C 0 0 0 0 0 0 0 0 0 0 Z

0 A 0 0 0 0 0 0 0 0 0 X

0 0 B 0 0 0 0 0 0 0 0 Y

0 0 0 L 0 0 0 0 0 0 0 W

0 0 0 0 M 0 0 0 0 0 0 0

0 0 0 0 0 L0 0 0 0 0 0 W 0

0 0 0 0 0 0 B 0 0 0 0 0

0 0 0 0 0 0 0 C 0 0 0 0

0 0 0 0 0 0 0 0 L0 0 0 0

0 0 0 0 0 0 0 0 0 M 0 0 0

0 0 0 0 0 0 0 0 0 0 M 0

H �F 0 0 0 0 �G H 0 �J 0 J 0

1CCCCCCCCCCCCCCCCCCCCCA
as a product of the matrices0BBBBBBBBBBBBBBBBBBBBB@

I 0 0 0 0 0 0 0 0 0 0

0 P11 P12 P13 P14 0 0 0 0 0 0

0 P21 P22 P23 P24 0 0 0 0 0 0

0 P31 P32 P33 P34 0 0 0 0 0 0

0 P41 P42 P43 P44 0 0 0 0 0 0

0 0 0 0 0 I 0 0 0 0 0

0 �P21 �P22 �P23 �P24 0 P 011 P 012 P 013 P 014 0

�I 0 0 0 0 0 P 021 P 022 P 023 P 024 0

0 0 0 0 0 �I P 031 P 032 P 033 P 034 0

0 0 0 0 0 0 P 041 P 042 P 043 P 044 0

0 �P41 �P42 �P43 �P44 0 0 0 0 0 M

0 �U1 �U2 �U3 �U4 0 �U 01 �U
0
2 �U

0
3 �U

0
4 J

1CCCCCCCCCCCCCCCCCCCCCA

0BBBBBBBBBBBBBBBBBB@

C 0 0 0 0 0 0 0 0 0 0 Z

0 Q11 Q12 Q13 Q14 0 0 0 0 0 0 V1

0 Q21 Q22 Q23 Q24 0 0 0 0 0 0 V2

0 Q31 Q32 Q33 Q34 0 0 0 0 0 0 V3

0 Q41 Q42 Q43 Q44 0 0 0 0 0 0 V4

0 0 0 0 0 L0 0 0 0 0 0 W 0

Q012 0 Q011 0 0 Q013 Q
0
11 Q

0
12 Q

0
13 Q

0
14 0 V 01

Q022 0 Q021 0 0 Q023 Q
0
21 Q

0
22 Q

0
23 Q

0
24 0 V 02

Q032 0 Q031 0 0 Q033 Q
0
31 Q

0
32 Q

0
33 Q

0
34 0 V 03

Q042 0 Q041 0 0 Q043 Q
0
41 Q

0
42 Q

0
43 Q

0
44 0 V 04

0 0 0 0 I 0 0 0 0 0 I 0

1CCCCCCCCCCCCCCCCCCA

;

where the factors have distributions

.� � ˛ � ı � �3 � �4 � �
0
3 � ı � � � �

0
3 � �

0
4 � �4 � ;

� � !1 � !2 � !3 � !4 � �
0
3 � !

0
1 � !

0
2 � !

0
3 � !

0
4 � �4/;

.� � !1 � !2 � !3 � !4 � �
0
3 � !

0
1 � !

0
2 � !

0
3 � !

0
4 � �4;

� � ˇ � " � �3 � �4 � �
0
3 � " � � � �

0
3 � �

0
4 � �4 � e/;
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respectively. This factorization implies that .F; A; X; ˛; ˇ/ � .H; C; Z; �; �/, as
desired.

5.2 – Operations

Let  2 � .

If .F 0; A0; X 0; ˛0; ˇ0/; .F;A;X; ˛; ˇ/ 2 .T†/ , then we define

.F 0; A0; X 0; ˛0; ˇ0/C .F;A;X; ˛; ˇ/

D

 �
F 0 F

�
;

 
A0 0

0 A

!
;

 
X 0

X

!
; ˛0 � ˛; ˇ0 � ˇ

!
:

Note that it belongs to .T†/ .
If .F 0; A0; X 0; ˛0; ˇ0/ 2 .T†/ 0 and .F;A;X; ˛; ˇ/ 2 .T†/ , then we define

.F 0; A0; X 0; ˛0; ˇ0/ � .F;A;X; ˛; ˇ/

D

 �
0 F 0

�
;

 
A 0

�X 0F A0

!
;

 
X

0

!
; ˛ � ˛0; ˇ � ˇ0

!
:

Note that this element belongs to .T†/ 0 because the homogeneous matrix .0 F 0/
has distribution . 0; ˇ � ˇ0/ and the homogeneous matrix

�
X
0

�
has distribution

.˛ � ˛0; e/.
If .F;A;X; ˛; ˇ/ 2 .T†/ , we define

�.F;A;X; ˛; ˇ/ D .�F;A;X; ˛; ˇ/ 2 .T†/ :

Finally, if r 2 R , we define

�.r/ D .r; 1; 1; e; e/ 2 .T†/ :

Now we prove a series of lemmas that show the compatibility of the operations just
defined and the equivalence relation �.

Lemma 5.3. The following assertions hold true:

(1) If .F 0; A;X; ˛; ˇ/; .F;A;X; ˛; ˇ/ 2 .T†/ , then

.F 0; A;X; ˛; ˇ/C .F;A;X; ˛; ˇ/ � .F 0 C F;A;X; ˛; ˇ/:

(2) If .F;A;X 0; ˛; ˇ/; .F;A;X; ˛; ˇ/ 2 .T†/ , then

.F;A;X 0; ˛; ˇ/C .F;A;X; ˛; ˇ/ � .F;A;X 0 CX; ˛; ˇ/:
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(3) If r 2 R 0 and .F;A;X; ˛; ˇ/ 2 .T†/ , then

�.r/ � .F;A;X; ˛; ˇ/ � .rF;A;X; ˛; ˇ/ 2 .T†/ 0 :

(4) If .F 0; A0; X 0; ˛0; ˇ0/ 2 .T†/ 0 and r 2 R , then

.F 0; A0; X 0; ˛0; ˇ0/ � �.r/ � .F 0; A0; X 0r; ˛0; ˇ0/ 2 .T†/ 0 :

Proof. (1) This follows from the factorization0BBB@
A 0 0 X

0 A 0 X

0 0 A X

F 0 F �F 0 � F 0

1CCCA D
0BBB@
I 0 0

I A 0

I 0 A

0 F �F 0 � F

1CCCA
0B@ A 0 0 X

�I I 0 0

�I 0 I 0

1CA ;
where the factors on the right-hand side have distributions

.˛ � ˛ � ˛ � ; ˛ � ˇ � ˇ/; .˛ � ˇ � ˇ; ˇ � ˇ � ˇ � e/;

respectively.

(2) This follows from the equality0BBB@
A 0 0 X 0

0 A 0 X

0 0 A X 0 CX

F F �F 0

1CCCA D
0BBB@
I 0 0

0 I 0

I I A

0 0 �F

1CCCA
0B@ A 0 0 X 0

0 A 0 X

�I �I I 0

1CA ;
where the factors on the right-hand side have distributions

.˛ � ˛ � ˛ � ; ˛ � ˛ � ˇ/; .˛ � ˛ � ˇ; ˇ � ˇ � ˇ � e/;

respectively.

(3) This follows from the factorization0BBB@
A 0 0 X

�F 1 0 0

0 0 A X

0 r �rF 0

1CCCA D
0BBB@
I 0 0

0 1 0

I 0 A

0 r �rF

1CCCA
0B@ A 0 0 X

�F 1 0 0

�I 0 I 0

1CA ;
where the factors on the right-hand side have distributions

.˛ �  � ˛ �  0; ˛ �  � ˇ/; .˛ �  � ˇ; ˇ �  � ˇ � e/;

respectively.
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(4) This follows from the factorization0BBB@
1 0 0 1

�X 0r A0 0 0

0 0 A0 X 0r

0 F 0 �F 0 0

1CCCA D
0BBB@

1 0 0

0 I 0

X 0r I A0

0 0 �F 0

1CCCA
0B@ 1 0 0 1

�X 0r A0 0 0

0 �I I 0

1CA ;
where the factors on the right-hand side have distributions

.e � ˛0 � ˛0 �  0; e � ˛0 � ˇ0/; .e � ˛0 � ˇ0; e � ˇ0 � ˇ0 � e/;

respectively.

Lemma 5.4. The relation� is compatible with the operations defined on the .T†/ .
More precisely, the following assertions hold true:

(1) For x0; x 2 .T†/ , then x C x0 � x0 C x.

(2) For x0; x; y 2 .T†/ such that x � y, then x0C x � x0C y and x C x0 � y C x0.

(3) For x;y 2 .T†/ and x0 2 .T†/ 0 such that x � y, then x0x � x0y and xx0 � yx0.

(4) For x; y 2 .T†/ such that x � y, then �x � �y.

Proof. (1) Let .F 0; A0; X 0; ˛0; ˇ0/; .F;A;X; ˛; ˇ/ 2 .T†/ . The equality0BBBBB@
A0 0 0 0 X 0

0 A 0 0 X

0 0 A 0 X

0 0 0 A0 X 0

F 0 F �F �F 0 0

1CCCCCA D
0BBBBB@
I 0 0 0

0 I 0 0

0 I A 0

I 0 0 A0

0 0 �F �F 0

1CCCCCA
0BBB@
A0 0 0 0 X 0

0 A 0 0 X

0 �I I 0 0

�I 0 0 I 0

1CCCA ;
where the factors on the right-hand side have distributions

.˛0 � ˛ � ˛ � ˛0 � ; ˛0 � ˛ � ˇ � ˇ0/ .˛0 � ˛ � ˇ � ˇ0; ˇ0 � ˇ � ˇ � ˇ0 � e/;

respectively, shows (1).

(2) First note that, by (1), it is enough to prove that x0C x � x0C y. Now let  2 � ,
let .F 0;A0;X 0; ˛0; ˇ0/ 2 .T†/ and let .F;A;X;˛;ˇ/; .G;B;Y; ı; "/ 2 .T†/ be such
that .F;A;X; ˛; ˇ/ � .G;B; Y; ı; "/. Thus there exist L;M;P;Q 2 †, homogeneous
rows J , U , and homogeneous columns W , V , as in (5.1). The result follows because
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the matrix 0BBBBBBBBBBBBBBBB@

A0 0 0 0 0 0 0 0 0 X 0

0 A 0 0 0 0 0 0 0 X

0 0 A0 0 0 0 0 0 0 X 0

0 0 0 B 0 0 0 0 0 Y

0 0 0 0 L 0 0 0 0 W

0 0 0 0 0 A 0 0 0 0

0 0 0 0 0 0 B 0 0 0

0 0 0 0 0 0 0 L 0 0

0 0 0 0 0 0 0 0 M 0

F 0 F �F 0 �G 0 F �G 0 J 0

1CCCCCCCCCCCCCCCCA
can be expressed as a product of the homogeneous matrices0BBBBBBBBBBBBBBBB@

I 0 0 0 0 0 0 0 0

0 I 0 0 0 0 0 0 0

I 0 A0 0 0 0 0 0 0

0 0 0 I 0 0 0 0 0

0 0 0 0 I 0 0 0 0

0 �I 0 0 0 P11 P12 P13 P14

0 0 0 �I 0 P21 P22 P23 P24

0 0 0 0 �I P31 P32 P33 P34

0 0 0 0 0 P41 P42 P43 P44

0 0 �F 0 0 0 U1 U2 U3 U4

1CCCCCCCCCCCCCCCCA

0BBBBBBBBBBBBBB@

A0 0 0 0 0 0 0 0 0 X 0

0 A 0 0 0 0 0 0 0 X

�I 0 I 0 0 0 0 0 0 0

0 0 0 B 0 0 0 0 0 Y

0 0 0 0 L 0 0 0 0 W

0 Q11 0 Q12 Q13 Q11 Q12 Q13 Q14 V1

0 Q21 0 Q22 Q23 Q21 Q22 Q23 Q24 V2

0 Q31 0 Q32 Q33 Q31 Q32 Q33 Q34 V3

0 Q41 0 Q42 Q43 Q41 Q42 Q43 Q44 V4

1CCCCCCCCCCCCCCA
that have distributions

.˛0 � ˛ � ˛0 � ı � �3 � ˛ � ı � �3 � �4 � ;

˛0 � ˛ � ˇ0 � ı � �3 � !1 � !2 � !3 � !4/;

.˛0 � ˛ � ˇ0 � ı � �3 � !1 � !2 � !3 � !4;

ˇ0 � ˇ � ˇ0 � " � �3 � ˇ � " � �3 � �4 � e/;

respectively.

(3) Let ;  0 2 � , let .F 0; A0; X 0; ˛0; ˇ0/ 2 .T†/ 0 and let .F; A; X; ˛; ˇ/;
.G; B; Y; ı; "/ 2 .T†/ be such that .F; A; X; ˛; ˇ/ � .G; B; Y; ı; "/. Thus there
exist L;M;P;Q 2 †, homogeneous rows J , U , and homogeneous columns W , V ,
as in (5.1).

We prove first that

.F 0; A0; X 0; ˛0; ˇ0/ � .F;A;X; ˛; ˇ/ � .F 0; A0; X 0; ˛0; ˇ0/ � .G;B; Y; ı; "/:
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This follows because the homogeneous matrix0BBBBBBBBBBBBBBBBBBB@

A 0 0 0 0 0 0 0 0 0 X

�X 0F A0 0 0 0 0 0 0 0 0 0

0 0 B 0 0 0 0 0 0 0 Y

0 0 �X 0G A0 0 0 0 0 0 0 0

0 0 0 0 L 0 0 0 0 0 W

0 0 0 0 0 A 0 0 0 0 0

0 0 0 0 0 0 B 0 0 0 0

0 0 0 0 0 0 0 L 0 0 0

0 0 0 0 0 0 0 0 M 0 0

0 0 0 0 0 �X 0F X 0G 0 �XJ A0 0

0 F 0 0 �F 0 0 0 0 0 0 F 0 0

1CCCCCCCCCCCCCCCCCCCA
has the factorization, as a product of homogeneous matrices,0BBBBBBBBBBBBBBBBBBB@

I 0 0 0 0 0 0 0 0 0

0 I 0 0 0 0 0 0 0 0

0 0 I 0 0 0 0 0 0 0

0 0 0 I 0 0 0 0 0 0

0 0 0 0 I 0 0 0 0 0

�I 0 0 0 0 P11 P12 P13 P14 0

0 0 �I 0 0 P21 P22 P23 P24 0

0 0 0 0 �I P31 P32 P33 P34 0

0 0 0 0 0 P41 P42 P43 P44 0

0 �I 0 I 0 �X 0U1 �X
0U2 �X

0U3 �X
0U4 A

0

0 0 0 0 0 0 0 0 0 F 0

1CCCCCCCCCCCCCCCCCCCA

0BBBBBBBBBBBBBBBB@

A 0 0 0 0 0 0 0 0 0 X

�X 0F A0 0 0 0 0 0 0 0 0 0

0 0 B 0 0 0 0 0 0 0 Y

0 0 �X 0G A0 0 0 0 0 0 0 0

0 0 0 0 L 0 0 0 0 0 W

Q11 0 Q12 0 Q13 Q11 Q12 Q13 Q14 0 V1

Q21 0 Q22 0 Q23 Q21 Q22 Q23 Q24 0 V2

Q31 0 Q32 0 Q33 Q31 Q32 Q33 Q34 0 V3

Q41 0 Q42 0 Q43 Q41 Q42 Q43 Q44 0 V4

0 I 0 �I 0 0 0 0 0 I 0

1CCCCCCCCCCCCCCCCA
;

where the factors have distributions

.˛ � ˛0 � ı � ˛0 � �3 � ˛ � ı � �3 � �4 � ˛
0 �  0;

˛ � ˛0 � ı � ˛0 � �3 � !1 � !2 � !3 � !4 � ˇ
0/;

.˛ � ˛0 � ı � ˛0 � �3 � !1 � !2 � !3 � !4 � ˇ
0;

ˇ � ˇ0 � " � ˇ0 � �3 � ˇ � " � �3 � �4 � ˇ
0 � e/;

respectively.
Now let ;  0 2 � , let .F; A; X; ˛; ˇ/; 2 .T†/ and let .F 0; A0; X 0; ˛0; ˇ0/;

.G0;B 0; Y 0; ı0; "0/ 2 .T†/ 0 be such that .F 0;A0;X 0; ˛0; ˇ0/� .G0;B 0; Y 0; ı0; "0/. Thus
there exist L0;M 0; P;Q 2 †, homogeneous rows J 0, U , and homogeneous columns
W 0, V such that0BBBBB@
A0 0 0 0 X 0

0 B 0 0 0 Y 0

0 0 L0 0 W 0

0 0 0 M 0 0

F 0 �G0 0 J 0 0

1CCCCCA D
0BBBBB@
P11 P12 P13 P14

P21 P22 P23 P24

P31 P32 P33 P34

P41 P42 P43 P44

U1 U2 U3 U4

1CCCCCA
0BBB@
Q11 Q12 Q13 Q14 V1

Q21 Q22 Q23 Q24 V2

Q31 Q32 Q33 Q34 V3

Q41 Q42 Q43 Q44 V4

1CCCA ;
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where P , U ,Q, V have distributions .� 0; !0/, . 0; !0/, .!0; � 0/, .!0; e/, respectively,
and � 01 D ˛

0, � 02 D ı
0, � 01 D ˇ

0, � 02 D "
0. We show that

.F 0; A0; X 0; ˛0; ˇ0/ � .F;A;X; ˛; ˇ/ � .G0; B 0; Y 0; ı0; "0/ � .F;A;X:˛; ı/:

This follows because the homogeneous matrix0BBBBBBBBBBBBBBBBBBBBB@

A 0 0 0 0 0 0 0 0 0 0 X

�X 0F A0 0 0 0 0 0 0 0 0 0 0

0 0 A 0 0 0 0 0 0 0 0 X

0 0 �Y 0F B 0 0 0 0 0 0 0 0 0

0 0 0 0 A 0 0 0 0 0 0 X

0 0 0 0 �W 0F L0 0 0 0 0 0 0

0 0 0 0 0 0 A 0 0 0 0 0

0 0 0 0 0 0 0 A 0 0 0 X

0 0 0 0 0 0 0 �X 0F A0 0 0 0

0 0 0 0 0 0 0 0 0 L0 0 0

0 0 0 0 0 0 0 0 0 0 M 0 0

0 F 0 0 �G0 0 0 0 F 0 �G0 0 J 0 0

1CCCCCCCCCCCCCCCCCCCCCA
can be expressed as the product of homogeneous matrices0BBBBBBBBBBBBBBBBBBBBB@

I 0 0 0 0 0 0 0 0 0 0

0 I 0 0 0 0 0 0 0 0 0

0 0 I 0 0 0 0 0 0 0 0

0 0 0 I 0 0 0 0 0 0 0

0 0 I 0 A 0 0 0 0 0 0

0 0 0 0 0 I 0 0 0 0 0

I 0 �I 0 0 0 A 0 0 0 0

0 �I 0 0 0 0 �X 0F P11 P12 P13 P14

0 0 0 �I 0 0 0 P21 P22 P23 P24

0 0 0 0 �W 0F �I 0 P31 P32 P33 P34

0 0 0 0 0 0 0 P41 P42 P43 P44

0 0 0 0 0 0 0 U1 U2 0U3 U4

1CCCCCCCCCCCCCCCCCCCCCA

0BBBBBBBBBBBBBBBBBB@

A 0 0 0 0 0 0 0 0 0 0 X

�X 0F A0 0 0 0 0 0 0 0 0 0 0

0 0 A 0 0 0 0 0 0 0 0 X

0 0 �Y 0F B 0 0 0 0 0 0 0 0 0

0 0 �I 0 I 0 0 0 0 0 0 0

0 0 0 0 �W 0F L0 0 0 0 0 0 0

�I 0 �I 0 0 0 I 0 0 0 0 0

0 Q11 �V1F Q12 0 Q13 0 Q11 Q12 Q13 Q14 0

0 Q21 �V2F Q22 0 Q23 0 Q21 Q22 Q23 Q24 0

0 Q31 �V3F Q32 0 Q33 0 Q31 Q32 Q33 Q34 0

0 Q41 �V4F Q34 0 Q43 0 Q41 Q42 Q43 Q44 0

1CCCCCCCCCCCCCCCCCCA

,

where the factors have distributions

.˛ � ˛0 � ˛ � ı0 � ˛ � � 03 � ˛ � ˛
0 � ı0 � � 03 � �

0
4 � 

0;

˛ � ˛0 � ˛ � ı0 � ˇ � � 03 � ˇ � !
0
1 � !

0
2 � !

0
3 � !

0
4/;

.˛ � ˛0 � ˛ � ı0 � ˇ � � 03 � ˇ � !
0
1 � !

0
2 � !

0
3 � !

0
4;

ˇ � ˇ0 � ˇ � "0 � ˇ � � 03 � ˇ � ˇ
0 � "0 � � 03 � �

0
4 � e/;

respectively.
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(4) Let .F; A; X; ˛; ˇ/; .G; B; Y; ı; "/ 2 .T†/ be such that .F; A; X; ˛; ˇ/ �
.G; B; Y; ı; "/. Thus there exist L; M; P; Q 2 †, homogeneous rows J , U and
homogeneous columns W , V , as in (5.1). The result follows because we have the
factorization0BBBBB@

A 0 0 0 X

0 B 0 0 Y

0 0 L 0 W

0 0 0 M 0

�F G 0 �J 0

1CCCCCA D
0BBBBB@
P11 P12 P13 P14

P21 P22 P23 P24

P31 P32 P33 P34

P41 P42 P43 P44

�U1 �U2 �U3 �U4

1CCCCCA
0BBB@
Q11 Q12 Q13 Q14 V1

Q21 Q22 Q23 Q24 V2

Q31 Q32 Q33 Q34 V3

Q41 Q42 Q43 Q44 V4

1CCCA ;

where the factors have distributions

.˛ � ı � �3 � �4 � ; !1 � !2 � !3 � !4/;

.!1 � !2 � !3 � !4; ˇ � " � �3 � �4 � e/;

respectively.

5.3 – Graded ring structure

We define .R†/ as the set of equivalence classes in .T†/ under the equival-
ence relation �. The equivalent class of .F; A;X; ˛; ˇ/ 2 .T†/ will be denoted by
ŒF; A;X; ˛; ˇ�.

In Section 5.2 we proved that the operation + is well defined in .R†/ for each
 2 � .

Lemma 5.5. Let  2 � . Then .R†/ is an abelian group with sum defined by

ŒF 0; A0; X 0; ˛0; ˇ0�C ŒF; A;X; ˛; ˇ�

D

"�
F 0 F

�
;

 
A0 0

0 A

!
;

 
X 0

X

!
; ˛0 � ˛; ˇ0 � ˇ

#
Proof. The operation is well defined and commutative by Lemma 5.4 (2) and (1).
Now we show that the operation is associative. Let ŒF 00; A00; X 00; ˛00; ˇ00�,

ŒF 0; A0; X 0; ˛0; ˇ0�, ŒF; A;X; ˛; ˇ� 2 .T†/ . Then

ŒF 00; A00; X 00; ˛00; ˇ00�C .ŒF 0; A0; X 0; ˛0; ˇ0�C ŒF; A;X; ˛; ˇ�/

D ŒF 00; A00; X 00; ˛00; ˇ00�C

"�
F 0 F

�
;

 
A0 0

0 A

!
;

 
X 0

X

!
; ˛0 � ˛; ˇ0 � ˇ

#
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D

264�F 00 F 0 F � ;
0B@A00 0 0

0 A0 0

0 0 A

1CA ;
0B@X 00X 0
X

1CA ; ˛00 � ˛0 � ˛; ˇ00 � ˇ0 � ˇ
375

D

"�
F 00 F 0

�
;

 
A00 0

0 A0

!
;

 
X 00

X 0

!
; ˛00 � ˛0; ˇ00 � ˇ0

#
C ŒF; A;X; ˛; ˇ�

D .ŒF 00; A00; X 00; ˛00; ˇ00�C ŒF 0; A0; X 0; ˛0; ˇ0�/C ŒF; A;X; ˛; ˇ�;

as desired.
The element �.0/ D Œ0; 1; 1; e; e� is the zero element. Indeed, let .F;A;X; ˛; ˇ/ 2

.T†/ . Then we have the factorization0BBB@
A 0 0 X

0 1 0 1

0 0 A X

F 0 �F 0

1CCCA D
0BBB@
I 0 0

0 1 0

I 0 A

0 0 �F

1CCCA
0B@ A 0 0 X

0 1 0 1

�I 0 I 0

1CA
by Lemma 5.3, where the factors have distributions

.˛ � e � ˛ � ; ˛ � e � ˇ/; .˛ � e � ˇ; ˇ � e � ˇ � e/;

respectively. Thus ŒF; A;X; ˛; ˇ�C Œ0; 1; 1; e; e� D ŒF; A;X; ˛; ˇ�.
Given .F; A; X; ˛; ˇ/ 2 .T†/ , the element Œ�F; A; X; ˛; ˇ� is well defined by

Lemma 5.4 (4). We claim that it is the additive inverse of ŒF; A;X; ˛; ˇ� in R . Thus
consider the factorization0BBB@

A 0 0 X

0 A 0 X

0 0 1 1

F �F 0 0

1CCCA D
0BBB@
I 0 0

I A 0

0 0 1

0 �F 0

1CCCA
0B@ A 0 0 X

�I I 0 0

0 0 1 1

1CA ;
where the factors have distributions

.˛ � ˛ � e � ; ˛ � ˇ � e/; .˛ � ˇ � e; ˇ � ˇ � e � e/;

respectively. It shows that ŒF; A; X; ˛; ˇ� C Œ�F; A; X; ˛; ˇ� D Œ0; 1; 1; e; e�, as
claimed.

In Section 5.2 we showed that the product functions .R†/ 0 � .R†/ ! .R†/ 0

are well defined. Now we define R† D
L
2�.R†/ . By the foregoing lemma, it is

an additive group. We now prove that it is a �-graded ring with the induced product.
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Lemma 5.6. R† is a �-graded ring with the product determined by the rule

ŒF 0; A0; X 0; ˛0; ˇ0� � ŒF; A;X; ˛; ˇ� D

"�
0 F 0

�
;

 
A 0

�X 0F A0

!
;

 
X

0

!
; ˛ � ˛0; ˇ � ˇ0

#
;

for any .F 0; A0; X 0; ˛0; ˇ0/ 2 .T†/ 0 and .F;A;X; ˛; ˇ/ 2 .T†/ .

Proof. By Lemma 5.4 (3), the product is well defined.

By Lemma 5.3 (3) and (4), the identity element is Œ1; 1; 1; e; e�.

Now we proceed to show that the product is associative. Let .F 00;A00;X 00; ˛00;ˇ00/ 2
.T†/ 00 , .F 0; A0; X 0; ˛0; ˇ0/ 2 .T†/ 0 and .F;A;X; ˛; ˇ/ 2 .T†/ . Then�
ŒF 00; A00; X 00; ˛00; ˇ00� � ŒF 0; A0; X 0; ˛0; ˇ0�

�
� ŒF; A;X; ˛; ˇ�

D

"�
0 F 00

�
;

 
A0 0

�X 00F 0 A00

!
;

 
X 0

0

!
; ˛0 � ˛00 0; ˇ0 � ˇ00 0

#
� ŒF; A;X; ˛; ˇ�

D

264�0 0 F 00
�
;

0B@ A 0 0

�X 0F A0 0

0 �X 00F 0 A00

1CA ;
0B@X0
0

1CA ; ˛ � ˛0 � ˛00 0; ˇ � ˇ0 � ˇ00 0
375

D ŒF 00; A00; X 00; ˛00; ˇ00� �

"�
0 F 0

�
;

 
A 0

�X 0F A0

!
;

 
X

0

!
; ˛ � ˛0; ˇ � ˇ0

#
D ŒF 00; A00; X 00; ˛00; ˇ00� � .ŒF 0; A0; X 0; ˛0; ˇ0� � ŒF; A;X; ˛; ˇ�/;

which shows that the product is associative.
It remains to show that the distributive laws are satisfied. Let .F 0; A0; X 0; ˛0; ˇ0/,

.G0; B 0; Y 0; ı0; "0/ 2 .T†/ 0 and .F;A;X; ˛; ˇ/ 2 .T†/ . First note that�
ŒF 0; A0; X 0; ˛0; ˇ0�C ŒG0; B 0; Y 0; ı0; "0�

�
� ŒF; A;X; ˛; ˇ�

D

264�0 F 0 G0
�
;

0B@ A 0 0

�X 0F A0 0

�Y 0F 0 B 0

1CA ;
0B@X0
0

1CA ; ˛ � ˛0 � ı0; ˇ � ˇ0 � "0
375 :(5.3)

Second, observe that

ŒF 0; A0; X 0; ˛0; ˇ0� � ŒF; A;X; ˛; ˇ�C ŒG0; B 0; Y 0; ı0; "0� � ŒF 0; A0; X 0; ˛0; ˇ0�

D

26664�0 F 0 0 G0� ;
0BBB@

A 0 0 0

�X 0F A0 0 0

0 0 A 0

0 0 �Y 0F B 0

1CCCA ;
0BBB@
X

0

X

0

1CCCA ; ˛ � ˛0 � ˛ � ı0; ˇ � ˇ0 � ˇ � "0
37775 :(5.4)
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The fact that (5.3) equals (5.4) follows because the homogeneous matrix0BBBBBBBBBBBB@

A 0 0 0 0 0 0 X

�X 0F A0 0 0 0 0 0 0

�Y 0F 0 B 0 0 0 0 0 0

0 0 0 A 0 0 0 X

0 0 0 �X 0F A0 0 0 0

0 0 0 0 0 A 0 X

0 0 0 0 0 �Y 0F B 0 0

0 F 0 G0 0 �F 0 0 �G0 0

1CCCCCCCCCCCCA
factorizes as the product of homogeneous matrices0BBBBBBBBBBBB@

I 0 0 0 0 0 0

0 I 0 0 0 0 0

0 0 I 0 0 0 0

I 0 0 A 0 0 0

0 I 0 �X 0F A0 0 0

I 0 0 0 0 A 0

0 0 I 0 0 �Y 0F B 0

0 0 0 0 �F 0 0 �G0

1CCCCCCCCCCCCA

0BBBBBBBBB@

A 0 0 0 0 0 0 X

�X 0F A0 0 0 0 0 0 0

�Y 0F 0 B 0 0 0 0 0 0

�I 0 0 I 0 0 0 0

0 �I 0 0 I 0 0 0

�I 0 0 0 0 I 0 0

0 0 �I 0 0 0 I 0

1CCCCCCCCCA
;

where the factors have distributions

.˛ � ˛0 � ı0 � ˛ � ˛0 � ˛ � ı0 �  0; ˛ � ˛0 � ı0 � ˇ � ˇ0 � ˇ � "0/;

.˛ � ˛0 � ı0 � ˇ � ˇ0 � ˇ � "0; ˇ � ˇ0 � "0 � ˇ � ˇ0 � ˇ � "0 � e/;

respectively.
Now let .F 0; A0; X 0; ˛0; ˇ0/ 2 .T†/ 0 and .F; A;X; ˛; ˇ/,.G; B; Y; ı; "/ 2 .T†/ .

First note that

ŒF 0; A0; X 0; ˛0; ˇ0� � .ŒF; A;X; ˛; ˇ�C ŒG;B; Y; ı; "�/

D

264�0 0 F 0
�
;

0B@ A 0 0

0 B 0

�X 0F �X 0G A0

1CA ;
0B@XY
0

1CA ; ˛ � ı � ˛0; ˇ � " � ˇ0
375 :(5.5)

Second, observe that

ŒF 0; A0; X 0; ˛0; ˇ0� � ŒF; A;X; ˛; ˇ�C ŒF 0; A0; X 0; ˛0; ˇ0� � ŒG;B; Y; ı; "�

D

26664�0 F 0 0 F 0
�
;

0BBB@
A 0 0 0

�X 0F A0 0 0

0 0 B 0

0 0 �X 0G A0

1CCCA ;
0BBB@
X

0

Y

0

1CCCA ; ˛ � ˛0 � ı � ˛0; ˇ � ˇ0 � " � ˇ0
37775 :(5.6)
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The fact that (5.5) equals (5.6) follows because the homogeneous matrix0BBBBBBBBBBBB@

A 0 0 0 0 0 0 X

�X 0F A0 0 0 0 0 0 0

0 0 B 0 0 0 0 Y

0 0 �X 0G A0 0 0 0 0

0 0 0 0 A 0 0 X

0 0 0 0 0 B 0 Y

0 0 0 0 �X 0F �X 0G A0 0

0 F 0 0 F 0 0 0 �F 0 0

1CCCCCCCCCCCCA
factorizes as the product of homogeneous matrices0BBBBBBBBBBBB@

I 0 0 0 0 0 0

0 I 0 0 0 0 0

0 0 I 0 0 0 0

0 0 0 I 0 0 0

I 0 0 0 A 0 0

0 0 I 0 0 B 0

0 I 0 I �X 0F �X 0G A0

0 0 0 0 0 0 �F 0

1CCCCCCCCCCCCA

0BBBBBBBBB@

A 0 0 0 0 0 0 X

�X 0F A0 0 0 0 0 0 0

0 0 B 0 0 0 0 Y

0 0 �X 0G A0 0 0 0 0

�I 0 0 0 I 0 0 0

0 0 �I 0 0 I 0 0

0 �I 0 �I 0 0 I 0

1CCCCCCCCCA
;

where the factors have distributions

.˛ � ˛0 � ı � ˛0 � ˛ � ı � ˛0 �  0; ˛ � ˛0 � ı � ˛0 � ˇ � " � ˇ0/;

.˛ � ˛0 � ı � ˛0 � ˇ � " � ˇ0; ˇ � ˇ0 � " � ˇ0 � ˇ � " � ˇ0 � e/;

respectively.

5.4 – Universal localization property

Proposition 5.7. Consider the map�WR!R† determined by�.r/D Œr;1;1;e;e�
for all r 2 R ,  2 � . Then the pair .R†; �/ is the universal localization of R at †.

Proof. By Lemma 5.3 (1) and (3), � is a homomorphism of �-graded rings.

By Ei we will denote the column matrix consisting of 1 as its i-entry and all the
other entries are zero, and by E|

i its transpose, the row matrix consisting of 1 as its
i -entry and all other entries are zero.

Let A D .aij / 2 † be an n � n homogeneous matrix of distribution .˛; ˇ/.

We claim that the n � n matrix B D .ŒE|

i ; A; Ej ; ˛˛
�1
j ; ˇ˛�1j �/ij is the inverse

of A�.
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First observe that ŒE|

i ; A;Ej ; ˛˛
�1
j ; ˇ˛�1j � 2 Rˇi˛

�1
j

because E|

i has distribution
.ˇi˛

�1
j ; ˇ˛�1j /, A has distribution .˛˛�1j ; ˇ˛�1j / and Ej has distribution .˛˛�1j ; e/.

Thus B is homogeneous of distribution .ˇ; ˛/.
Second, using Lemma 5.3 (3) and (1), we obtain that the product of the i th line of

A� with the j th column of B equalsX
k

�.ai;k/ŒE
|

k
; A;Ej ; ˛˛

�1
j ; ˇ˛�1j � D

X
k

Œai;kE
|

k
; A;Ej ; ˛˛

�1
j ; ˇ˛�1j �

D

�X
k

ai;kE
|

k
; A;Ej ; ˛˛

�1
j ; ˇ˛�1j

�
D ŒE

|

i A;A;Ej ; ˛˛
�1
j ; ˇ˛�1j � 2 R˛i˛

�1
j
:

Third, we show that

ŒE
|

i A;A;Ej ; ˛˛
�1
j ; ˇ˛�1j � D �.ıij / D Œıij ; 1; 1; e; e� D

´
Œ1; 1; 1; e; e� if i D j ;
Œ0; 1; 1; e; e� if i ¤ j :

This follows from the factorization0B@ A 0 Ej

0 1 1

E
|

i A �ıij 0

1CA D
0B@ I 0

0 1

E
|

i �ıij

1CA A 0 Ej

0 1 1

!
;

where the factors have distributions

.˛˛�1j � e � ˛i˛
�1
j ; ˛˛�1j � e/; .˛˛�1j � e; ˇ˛

�1
j � e � e/;

respectively. Therefore B is the right inverse of A�.
Now we proceed to prove that B is the left inverse of A�. Using Lemma 5.3 (4)

and (2) and considering that akj 2 R˛kˇ
�1
j

, we obtain that the product of the i th line
of B with the j th column of A� equalsX

k

ŒE
|

i ; A;Ek; ˛˛
�1
k ; ˇ˛�1k ��.ak;j /

D

X
k

ŒE
|

i ; A;Ekak;j ; ˛˛
�1
k � ˛kˇ

�1
j ; ˇ˛�1k � ˛kˇ

�1
j �

D

�
E

|

i ; A;
X
k

Ekak;j ; ˛ˇ
�1
j ; ˇˇ�1j

�
D ŒE

|

i ; A;AEj ; ˛ˇ
�1
j ; ˇˇ�1j � 2 Rˇiˇ

�1
j
:
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As before, we show that ŒE|

i ; A;AEj ; ˛ˇ
�1
j ; ˇˇ�1j � D �.ıij /. This follows from0B@ A 0 AEj

0 1 1

E
|

i ıij 0

1CA D
0B@ A 0

0 1

E
|

i �ıij

1CA I 0 Ej

0 1 1

!
;

where the factors have distributions

.˛ˇ�1j � e � ˇiˇ
�1
j ; ˇˇ�1j � e/; .ˇˇ�1j � e; ˇˇ

�1
j � e � e/;

respectively.

Therefore, the claim is proved.

It remains to prove that �WR! R† is universal.

Note that if .F; A;X; ˛; ˇ/ 2 .T†/ , and we suppose that F D .f1; : : : ; fn/ and
X =

�
x1:::
xn

�
, then

F �.A�/�1X� D
X
i;j

�.fi /ŒE
|

i ; A;Ej ; ˛˛
�1
j ; ˇ˛�1j ��.xj /

D

X
i;j

ŒfiE
|

i ; A;Ejxj ; ˛˛
�1
j � j̨ ; ˇ˛

�1
j � j̨ �

D

�X
i

fiE
|

i ; A;
X
j

Ejxj ; ˛; ˇ

�
D ŒF; A;X; ˛; ˇ�:(5.7)

Now let S be a �-graded ring and 'WR! S be a †-inverting homomorphism of
graded rings. We define ˆWR† ! S as follows. Let .F;A;X; ˛; ˇ/ 2 .T†/ ; then

ˆ.ŒF;A;X; ˛; ˇ�/ D F '.A'/�1X' 2 S :

Nowwe show thatˆ is well defined. Let .F;A;X;˛;ˇ/; .G;B;Y;ı;"/2 .T†/ be such
that .F;A;X; ˛; ˇ/ � .G;B; Y; ı; "/. Then there exist L;M;P;Q 2 †, homogeneous
rows J , U and homogeneous columns W , V , such that0BBBBB@

A 0 0 0 X

0 B 0 0 Y

0 0 L 0 W

0 0 0 M 0

F �G 0 J 0

1CCCCCA D
 
P

U

! �
Q V

�
;
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where P , U ,Q, V have distributions .�; !/, .; !/, .!; �/, .!; e/, respectively, and
�1 D ˛, �2 D ı, �1 D ˇ, �2 D ". Then

0 D U 'V '

D U 'Q'.Q'/�1.P '/�1P 'V '

D .UQ/'..PQ/'/�1.PV /'

D
�
F ' �G' 0 J '

�
0BBB@
A' 0 0 0

0 B' 0 0

0 0 L' 0

0 0 0 M '

1CCCA
�10BBB@

X'

Y '

W '

0

1CCCA

D
�
F ' �G' 0 J '

�
0BBB@
.A'/�1 0 0 0

0 .B'/�1 0 0

0 0 .L'/�1 0

0 0 0 .M '/�1

1CCCA
0BBB@
X'

Y '

W '

0

1CCCA
D F '.A'/�1X' �G'.B'/�1Y ' C 0.L'/�1W '

C J '.M '/�10

D F '.A'/�1X' �G'.B'/�1Y ' ;

which shows that ˆ is well defined.
Now let .F 0; A0; X 0; ˛0; ˇ0/, .F;A;X; ˛; ˇ/ 2 .T†/ . Then

ˆ.ŒF 0; A0; X 0; ˛0; ˇ0�C ŒF; A;X; ˛; ˇ�/ D
�
F 0 F

�'   A0 0
0 A

!'!�1  
X 0

X

!'
D
�
F 0
'
F
�  .A0'/�1 0

0 .A'/�1

! 
X 0
'

X'

!
D F 0

'
.A0

'
/�1X 0

'
C F '.A'/�1X'

D ˆ.ŒF 0; A0; X 0; ˛0; ˇ0�/

Cˆ.ŒF;A;X; ˛; ˇ�/:

Thus ˆ is an additive map.
Let .F 0; A0; X 0; ˛0; ˇ0/ 2 .T†/ 0 and .F;A;X; ˛; ˇ/ 2 .T†/ . Then

ˆ.ŒF 0; A0; X 0; ˛0; ˇ0� � ŒF; A;X; ˛; ˇ�/

D
�
0 F 0

�'   A 0

�X 0F A0

!'!�1  
X

0

!'
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D
�
0 F 0

'
�  A' 0

�X 0
'
F ' A0

'

!�1  
X'

0

!

D
�
0 F 0

'
�  .A'/�1 0

�.A0
'
/�1X 0

'
F '.A'/�1 .A0

'
/�1

! 
X'

0

!
D F 0

'
.A0

'
/�1X 0

'
F '.A'/�1X'

D ˆ.ŒF 0; A0; X 0; ˛0; ˇ0�/ �ˆ.ŒF;A;X; ˛; ˇ�/:

Hence ˆ is a homomorphism of graded rings. Clearly ˆ� D '. The uniqueness of ˆ
now follows from (5.7).

5.5 –Malcolmson’s criterion

Now we proceed to prove two results that determine the kernel of the natural
homomorphism R! R† and an important case in which the ring R† is not zero. The
following theorem is known as Malcolmson’s criterion.

Theorem 5.8. Let R D
L
2� R be a �-graded ring and † be a gr-lower semi-

multiplicative subset of M.R/. Consider the canonical homomorphism of �-graded
rings �WR! R†. For  2 � , a homogeneous element r 2 R belongs to ker� if and
only if there existL;M;P;Q 2†, homogeneous rows J ,U and homogeneous columns
W , V , such that 0B@ L 0 W

0 M 0

0 J r

1CA D  P
U

! �
Q V

�
;

where P , U ,Q, V have distributions .�; !/, .; !/, .!; �/, .!; e/, respectively.

Proof. By Proposition 5.7, �WR! R† is the universal localization of R at †.
Thus �.r/ D 0 if and only if �.r/ D 0.

Hence suppose that r 2 R is such that �.r/ D 0. It means that Œr; 1; 1; e; e� �
Œ0; 1; 1; e; e�. Thus there exist L;M;P;Q 2 †, homogeneous lines J , U and homo-
geneous columns W , V , such that0BBBBB@
1 0 0 0 1

0 1 0 0 1

0 0 L 0 W

0 0 0 M 0

r 0 0 J 0

1CCCCCAD
0BBBBB@
P11 P12 P13 P14

P21 P22 P23 P24

P31 P32 P33 P34

P41 P42 P43 P44

U1 U2 U3 U4

1CCCCCA
0BBB@
Q11 Q12 Q13 Q14 V1

Q21 Q22 Q23 Q24 V2

Q31 Q32 Q33 Q34 V3

Q41 Q42 Q43 Q44 V4

1CCCA ;
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where P has distribution .�; !/, U has distribution .; !/,Q has distribution .!; �/
and V has distribution .!; e/. Now the equality0BBBBBBB@

1 0 0 0 0 1

0 1 0 0 0 1

0 0 L 0 0 W

0 0 0 M 0 0

0 0 0 0 1 0

0 0 0 �J r r

1CCCCCCCA D
0BBBBBBB@

P11 P12 P13 P14 0

P21 P22 P23 P24 0

P31 P32 P33 P34 0

P41 P42 P43 P44 0

�P11 �P12 �P13 �P14 1

�U1 �U2 �U3 �U4 r

1CCCCCCCA

0BBBBB@
Q11 Q12 Q13 Q14 0 V1

Q21 Q22 Q23 Q24 0 V2

Q31 Q32 Q33 Q34 0 V3

Q41 Q42 Q43 Q44 0 V4

1 0 0 0 1 1

1CCCCCA ;

where the homogeneous matrices of the right-hand side have distributions

.e � e � �3 � �4 � e; !1 � !2 � !3 � !4 � e/;

.!1 � !2 � !3 � !4 � e; e � e � �3 � �4 � e � e/;

respectively, shows the result.
Conversely, suppose there exist L;M; P;Q 2 †, homogeneous rows J , U and

homogeneous columns W , V , such that0B@ L 0 W

0 M 0

0 J r

1CA D  P
U

! �
Q V

�
;

where P , U , Q, V have distributions .�; !/; .; !/; .!; �/; .!; e/, respectively. It
follows that Œ0; 1; 1; e; e� � Œr; 1; 1; e; e� because0BBBBB@

1 0 0 0 1

0 1 0 0 1

0 0 L 0 W

0 0 0 M 0

0 �r 0 J 0

1CCCCCA D
0BBB@
1 0 0

0 1 0

0 0 P

0 �r U

1CCCA
0B@ 1 0 0 1

0 1 0 1

0 0 Q V

1CA
where the factors on the right-hand side have distributions

.e � e � � � ; e � e � !/;

.e � e � !; e � e � � � e/;

respectively.

Corollary 5.9. Let R D
L
2� R be a �-graded ring and † be a gr-multipli-

cative subset of M.R/ consisting of gr-full matrices. Then R† is a nonzero �-graded
ring.
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Proof. It is enough to prove that 1 2 Re is not in the kernel of the canonical homo-
morphism of graded rings �WR! R†. Suppose that 1 2 ker�. Then, by Theorem 5.8,
there exist L;M;P;Q 2 †, homogeneous rows J , U and homogeneous columns W ,
V , such that 0B@ L 0 W

0 M 0

0 J 1

1CA D  P
U

! �
Q V

�
;

where P , U , Q, V have distributions .�; !/, .e; !/, .!; �/, .!; e/, respectively.
Making elementary column operations, we obtain0B@ L �WJ W

0 M 0

0 0 1

1CA D  P
U

! �
Q0 V

�
;

where P , U ,Q0, V have distributions .�;!/, .e;!/, .!; �/, .!; e/, respectively. Since
† is gr-multiplicative, it is also upper gr-semimultiplicative by Remark 3.1. Thus the
matrix 0B@L �WJ W

0 M 0

0 0 1

1CA 2 †;
but it is not gr-full, a contradiction. Therefore, 1 … ker�.

6. A gr-prime matrix ideal yields a graded division ring, and vice versa

The first part of this section is the adaptation to the graded context of the first part
of [5, Section 7.3]. The proof of the main result Theorem 6.3 is the graded version of
[15] using the construction of Section 5. It could also have been proved without using
the results in Section 5 via a graded version of [15] that can be found in [11].

Throughout this section, let � be a group.

Let R D
L
2� R be a �-graded ring. If .K; '/ is a �-graded epic R-division

ring, the set ®
A 2M.R/ W A' is not invertible over K

¯
will be called the singular kernel of .K; '/. Now we show that gr-singular kernels
are gr-prime matrix ideals. The aim of this section is to show that gr-singular kernels
determine graded epic R-division rings similarly to the way that commutative R-fields
are determined by prime ideals of R.
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Given an n � n matrix A with entries in R, if we write A D .A1 A2 : : : An/ we
understand that A1; : : : ; An are the columns of A, and if we write

A D

0B@A1:::
An

1CA
we understand that A1; : : : ; An are the rows of A.

Given two matrices A;B 2M.R/, we define the diagonal sum of A and B as

A˚ B D

 
A 0

0 B

!
:

Notice that ifA2Mm.R/Œ N̨ �Œ Ň� andB 2Mn.R/Œ˛0�Œˇ0�, thenA˚B 2MmCn.R/Œ N̨ �

˛0�Œ Ň � ˇ0�.
Let A;B 2Mn.R/Œ N̨ �Œ Ň�. If they differ at most in the i th column, then we define

the determinantal sum of A and B with respect to the i th column as

ArB D .A1 : : : AiCBi : : : An/:

Similarly, if they differ at most in the i th row we define the determinantal sum of A
and B with respect to the i th row as

ArB D

0BBBBBB@
A1
:::

Ai C Bi
:::

An

1CCCCCCA :

The matrix ArB , when defined, has the same distribution as A and B .
Note that the operation˚ is associative. On the other hand, the operation r is not

always defined, and as a consequence it is not associative.
Notice that distributive laws are satisfied. More precisely, if C is another homo-

geneous matrix, then C ˚ .ArB/ D .C ˚ A/r.C ˚ B/ and .ArB/˚ C D .A˚
C/r.B ˚ C/ whenever ArB is defined.

Also, if B; C 2 Mn.R/Œ N̨ �Œ Ň� differ in at most one column (row) and A 2
Mn.R/Œ˛0�Œ N̨ �,D 2Mn.R/Œ Ň�Œˇ0�, then

A.BrC/ D ABrAC; .BrC/D D BDrCD:
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On the other hand, if B;C 2Mn.R/Œ N̨ �Œ Ň� differ in at most one row (column), then it
may happen that

A.BrC/ ¤ ABrAC; .BrC/D ¤ BDrCD;

because, for example, AB and AC (BD, BC ) may differ in more than one row
(column) and thus the right-hand side does not make sense. But in some cases one
can apply the distributive law. Let X 2M.R/ and suppose that either X is a diagonal
matrix, or X is a permutation matrix; then

X.BrC/ D XBrXC; .BrC/X D BXrCX:

Moreover, there exist ˛0; ˇ0 2 �n such that X can be considered as an element
ofMn.R/Œ˛0�Œ N̨ � \Mn.R/Œ Ň�Œˇ0�. Thus X.BrC/ 2Mn.R/Œ˛0�Œ Ň� and .BrC/X 2
Mn.R/Œ N̨ �Œˇ0�.

Let R D
L
2� R be a �-graded ring. A subset P of M.R/ is a gr-prime matrix

ideal if the following conditions are satisfied:

(PM1) P contains all the homogeneous matrices that are not gr-full.

(PM2) If A;B 2 P and their determinantal sum (with respect to a row or column)
exists, then ArB 2 P .

(PM3) If A 2 P , then A˚ B 2 P for all B 2M.R/.

(PM4) For A;B 2M.R/, A˚ B 2 P implies that A 2 P or B 2 P .

(PM5) 1 … P .

(PM6) If A 2 P and E, F are permutation matrices of appropriate size, then
EAF 2 P .

We remark that when � D ¹1º, that is, the ungraded case, (PM6) is a consequence
of (PM1)–(PM5) as shown in [5, (g) on p. 431]. We have not been able to obtain (PM6)
from the others in the general graded case.

Proposition 6.1. Let R D
L
2� R be a �-graded ring. Let K D

P
2� K

be a �-almost graded division ring and 'WR! K be a homomorphism of �-almost
graded rings. Then

P D
®
A 2M.R/ W A' is not invertible

¯
is a gr-prime matrix ideal. Therefore, the following assertions hold true:

(1) If .K; '/ is a �-graded epic R-division ring, then the gr-singular kernel of .K; '/
is a �-gr-prime matrix ideal.
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(2) Let N be a normal subgroup of � and consider R as a �=N -graded ring. Let
.K; '/ be a �=N -graded epic R-division ring. Then

P D
®
A 2M�.R/ W A

' is not invertible
¯

is a �-gr-prime matrix ideal.

Proof. LetK be a �-almost graded division ring and 'WR!K be a homomorph-
ism of �-almost graded rings. As noted in Propositions 2.4 and 2.2, the lift zK of K is
a �-graded division ring and the lift z'WR! zS of f is a homomorphism of �-graded
rings such that ' D � z', where � W zK ! K is the natural homomorphism of �-almost
graded rings. Note that the sets P and ¹A 2M.R/ W Az' is not invertible over zKº coin-
cide by Proposition 2.5 (3). Thus we may suppose thatK is a �-graded epicR-division
ring and 'WR! K is a homomorphism of �-graded rings. Let P D ¹A 2M.R/ W

A' is not invertible over Kº.
If A 2M.R/ is not gr-full, then A' is not gr-full. Since K is a �-graded division

ring, A' is not invertible over K. Thus (PM1) is satisfied.
Now let A;B 2 PnŒ N̨ �Œ Ň� such that ArB is defined. We may suppose that A, B

differ in the first column. HenceAD .A1 C2 : : : Cn/ andB D .B1 C2 : : : Cn/. Since
A' and B' are not invertible over K, the columns of A' and B' are right linearly
dependent over K. If the columns C '2 ; : : : ; C

'
n are right linearly dependent over K,

then the columns of .ArB/' are right linearly dependent over K and thus ArB 2 P .
Hence we can suppose that there exist homogeneous elements a1; : : : ; an; b1; : : : ; bn 2
K, with a1; b1 ¤ 0, such that

A
'
1a1 C C

'
2 a2 C � � � C C

'
n an D 0; B

'
1 b1 C C

'
2 b2 C � � � C C

'
n bn D 0:

But then

A
'
1 C B

'
1 C C

'
2 .a2a

�1
1 C b2b

�1
1 /C � � � C C 'n .ana

�1
1 C bnb

�1
1 / D 0;

which shows that ArB 2 P . Thus (PM2) is proved.
Let A 2 P and B 2M.R/; then A' is not invertible overK, but then A' ˚B' D

.A˚ B/' is not invertible over K. This implies (PM3).
Now suppose that A;B 2M.R/ are such that A˚ B 2 P . This means that the

homogeneous matrix A' ˚ B' is not invertible over K. This implies that either A' or
B' is not invertible. That is, A 2 P or B 2 P and (PM4) follows.

Clearly, (PM5) is satisfied.

Let A 2 P and E, F be permutation matrices with entries in R. Notice that E' ,
F ' are permutation matrices with entries in K. Thus, if .EAF /' D E'A'F ' were
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invertible over K, then A' D .E'/�1.EAF /'.F '/�1 would be invertible over K, a
contradiction. Thus EAF 2 P and (PM6) is shown.

Lemma 6.2. Let R D
L
2� R be a �-graded ring and P be a gr-prime matrix

ideal. Let A;B 2M.R/. The following assertions hold true:

(1) If A and B are such that C D ArB exists and B is not gr-full, then A 2 P if and
only if C 2 P .

(2) Let A 2 P . The result of adding a suitable right multiple of one column of A
to another column again lies in P . More precisely, if A 2 Mn.R/Œ N̨ �Œ Ň� and
a 2 Rˇiˇ

�1
j

, then .A1 : : : Aj�1 AjCAia AjC1 : : : An/ belongs to P .

(3) If A˚ B 2 P , then B ˚ A 2 P .

(4) Suppose that A 2Mm.R/Œ N̨ �Œ Ň� and B 2Mn.R/Œ Nı�ŒN"�. For C 2Mn�m.R/Œ Nı�Œ Ň�, 
A 0

C B

!
2 P if and only if

 
A 0

0 B

!
2 P :

Similarly, for C 2Mm�n.R/Œ Ň�ŒN"�, 
A C

0 B

!
2 P if and only if

 
A 0

0 B

!
2 P :

(5) The set M.R/ nP is gr-multiplicative.

(6) No identity matrix belongs to P .

(7) Suppose that A 2Mn.R/Œ N̨ �Œ Ň� and B 2Mn.R/Œ Ň�Œ Nı�. Then AB 2 P if, and only
if, A˚ B 2 P .

(8) No invertible matrix in M.R/ belongs to P .

(9) Suppose that A and B are such that C D ArB exists and B 2 P . Then A 2 P if,
and only if, C 2 P .

Proof. (1) By (PM1) and (PM2), if A 2 P , then C 2 P . Conversely, suppose
that C 2 P . Clearly A D CrB 0, where B 0 is obtained from B by changing the sign
of a row or column. Now A 2 P because B 0 is not gr-full.

(2) Suppose that Ň D ˇ1 � ˇ0 and c 2 Rˇ2ˇ
�1
1

. If A D .A1 A2 : : : An/, then

.A1CA2c A2 : : : An/ D .A1 A2 : : : An/r.A2c A2 : : : An/

D Ar.A2 A3 : : : An/

0B@c 1 0

: : :

0 0 1

1CA :
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Thus the right-hand side is a determinantal sum of A and .A2c A2 : : : An/, which is
not gr-full. Indeed, it is the product of .A2 A3 : : : An/ 2Mn�.n�1/.R/Œ N̨ �Œˇ0� and0B@c 1 0

: : :

0 0 1

1CA 2M.n�1/�n.R/Œˇ0�Œ Ň�;

respectively.

(3) This follows from (PM6).

(4) We show the first statement; the other can be proved analogously. If we write
A D .A1 A

0/ and C D .C1 C 0/, then 
A 0

C B

!
D

 
A1 A0 0

0 C 0 B

!
r

 
0 A0 0

C1 C 0 B

!
:

The second matrix on the right-hand side is a matrix with a submatrix that is a block
of zeros of size m � .nC 1/. Since mC nC 1 > mC n, that matrix is hollow and
therefore not gr-full. By (1), 

A 0

C B

!
2 P if and only if

 
A1 A0 0

0 C 0 B

!
2 P :

Similarly, one can repeat the argument applied to columns of A0 and C 0 and so on, to
obtain the desired result.

(5) Let † DM.R/ nP . By (PM5), 1 2 †. By (PM4), A˚ B 2 † if A;B 2 †.
Now (4) implies that † is lower gr-semimultiplicative. Finally, (PM6) shows that † is
gr-multiplicative.

(6) This follows from (PM4) and (PM5).

(7) First notice that, by (6) and (PM4), a matrix C 2M.R/ belongs to P if and
only if C ˚ I 2 P for the identity matrix I of the same size as C .

We claim that C 2 P if and only if �C 2 P . Indeed, 
C 0

0 I

!
2 P

.2/
()

 
C �C

0 I

!
2 P

.2/
()

 
0 �C

I I

!
2 P

.PM6/
(HH)

 
�C 0

I I

!
2 P

.4/
()

 
�C 0

0 I

!
2 P ;



D. E. N. Kawai – J. Sánchez 142

and the claim is proved. Then 
A 0

0 B

!
2 P

.4/
()

 
A 0

I B

!
2 P

.2/
()

 
A �AB

I 0

!
2 P

.PM6/
(HH)

 
�AB A

0 I

!
2 P

.4/
()

 
�AB 0

0 I

!
;

and, by the claim, the result follows.

(8) If A 2 Mn.R/Œ N̨ �Œ Ň� is invertible, then A�1 2 Mn.R/Œ Ň�Œ N̨ �. Since AA�1 D
I … P , (7) implies that A˚ A�1 … P . Now (PM3) shows that A … P .

(9) By (PM2), if A 2 P , then C 2 P . Conversely, suppose that C 2 P . Clearly
A D CrB 0, where B 0 is obtained from B by changing the sign of a row or column.
More precisely,B 0 is the product ofB by a diagonal matrixD whose diagonal elements
are 1 or �1. Now B ˚D 2 P because B 2 P . Thus B 0 2 P by (7). Therefore A 2 P

by (PM2).

The proof of Lemma 6.2 is very similar to that for the ungraded case; see for
example [5, pp. 430–431]. The main difference is that we were not able to show [5, (d)
p. 430], because not every multiple of a column can be added to another column so
that the matrix remains homogeneous. As a consequence, the proof of Lemma 6.2 (7)
is also different.

Let R D
L
2� R be a graded ring and let P be a gr-prime matrix ideal. The

universal localization of R at the set † DM.R/ nP will be denoted by RP (instead
of R†).

Theorem 6.3. Let R D
L
2� R be a �-graded ring. The following assertions

hold true:

(1) If P is any gr-prime matrix ideal of R, then the localization RP is a �-graded
local ring. Moreover, its residue class �-graded division ring is a �-graded epic
R-division ring such that its gr-singular kernel equals P .

(2) If .K; '/ is a �-graded epic R-division ring, with gr-singular kernel P , then P is
a gr-prime matrix ideal and the �-graded local ring RP has residue class graded
division ring R-isomorphic to K.

Proof. (2) By Proposition 6.1, P is a gr-prime matrix ideal.

By (1), RP is a �-graded local ring and its residue class graded division ring is a
graded epic R-division ring with singular kernel P . Then, by Theorem 4.4 (b)(ii), K
and the residue class graded division ring of RP are isomorphic �-graded R-rings.
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(1) Let † DM.R/ nP . We will use the identification of RP with the ring R† DL
2�.R†/ given in Sections 5.3 and 5.4. The elements of .R†/ are equivalence

classes ŒF; A; X; ˛; ˇ� under the equivalence relation � defined in Section 5.1 of
5-tuples .F;A;X; ˛; ˇ/, where A 2 † is of distribution .˛; ˇ/, F is a homogeneous
row of distribution .; ˇ/ and X is a homogeneous column of distribution .˛; e/.

For each  2 � , let P be the subset of .R†/ consisting of the elements ŒF;A;X;
˛; ˇ� 2 .R†/ such that

�
A X
F 0

�
2 P . Notice that this matrix is homogeneous of

distribution .˛ � ; ˇ � e/.

Step 1: For each  2 � , P is well defined, that is, if .F;A;X; ˛; ˇ/ � .G;B; Y; ı; "/
and

�
A X
F 0

�
2 P , then

�
B Y
G 0

�
2 P .

Suppose .F;A;X; ˛; ˇ/ � .G;B; Y; ı; "/. There exist L;M;P;Q 2 †, homogen-
eous rows J , U and homogeneous columns W , V , such that0BBBBB@

A 0 0 0 X

0 B 0 0 Y

0 0 L 0 W

0 0 0 M 0

F �G 0 J 0

1CCCCCA 2M.R/

is not gr-full, by (5.1), and thus belongs to P by (PM1). Applying permutations of
rows and columns we obtain that0BBBBB@

A 0 0 0 X

0 B 0 0 Y

F �G 0 J 0

0 0 L 0 W

0 0 0 M 0

1CCCCCA 2 P ;

0BBBBB@
A 0 0 X 0

0 B 0 Y 0

F �G 0 0 J

0 0 L W 0

0 0 0 0 M

1CCCCCA 2 P :

SinceM … P , then 0BBB@
A 0 0 X

0 B 0 Y

F �G 0 0

0 0 L W

1CCCA 2 P

by Lemma 6.2 (4) and (PM4). Again, applying column permutations, Lemma 6.2 (4),
(PM4) and the fact that L … P we obtain0B@A 0 X

0 B Y

F �G 0

1CA 2 P :
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After permuting some rows and columns, we obtain0B@A X 0

0 Y B

F 0 �G

1CA 2 P ;

0B@A X 0

F 0 �G

0 Y B

1CA 2 P :

Now observe that 0B@A X 0

F 0 �G

0 0 B

1CA 2 P ;

because ŒF; A; X; ˛; ˇ� 2 P and because of Lemma 6.2 (4) and (PM3). Hence the
equality 0B@A 0 0

F 0 �G

0 Y B

1CAr
0B@A X 0

F 0 �G

0 0 B

1CA D
0B@A X 0

F 0 �G

0 Y B

1CA
implies that 0B@A 0 0

F 0 �G

0 Y B

1CA 2 P

by Lemma 6.2 (9). Then, since A … P ,
�
0 �G
Y B

�
2 P by Lemma 6.2 (4) and (PM4).

After permuting some rows and columns,
�
B Y
�G 0

�
2 P . Now

(6.1)

 
I 0

0 �1

! 
B Y

�G 0

!
D

 
B Y

G 0

!
2 P

by (PM3) and Lemma 6.2 (7).

Step 2: For each  2 � , P is an additive subgroup of .R†/ .

The 2 � 2 matrix
�
1 1
0 0

�
2 P is hollow and therefore not gr-full. Thus it belongs to

P , and Œ0; 1; 1; e; e� 2 P . Thus the zero element of .R†/ belongs to P .
If ŒF;A;X; ˛; ˇ� 2 P , then �ŒF;A;X; ˛; ˇ� D Œ�F;A;X; ˛; ˇ� 2 P because if�

A X
F 0

�
2 P , then

�
A X
�F 0

�
2 P by the same argument as (6.1).

So now let ŒF 0; A0; X 0; ˛0; ˇ0�; ŒF; A;X; ˛; ˇ� 2 P . Then

ŒF 0;A0;X 0; ˛0;ˇ0�C ŒF;A;X;˛;ˇ�D

"�
F 0 F

�
;

 
A0 0

0 A

!
;

 
X 0

X

!
; ˛0 � ˛; ˇ0 � ˇ

#
:
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To show that the previous sum belongs to P , since0B@A0 0 0

0 A X

F 0 F 0

1CAr
0B@A0 0 X 0

0 A 0

F 0 F 0

1CA D
0B@A0 0 X 0

0 A X

F 0 F 0

1CA ;
it is enough to show that both summands belong to P by (PM2). The homogeneous
matrix 0B@A0 0 0

0 A X

F 0 F 0

1CA 2 P

by (PM3) and Lemma 6.2 (4), because
�
A X
F 0

�
2 P . By a similar argument,0B@A0 X 0 0

F 0 0 F

0 0 A

1CA 2 P :

Permuting rows and columns, we obtain that0B@A0 0 X 0

0 A 0

F 0 F 0

1CA 2 P :

Step 3: If ŒF 0; A0; X 0; ˛0; ˇ0� 2 .R†/ 0 , and ŒF; A;X; ˛; ˇ� 2 P , then

ŒF 0; A0; X 0; ˛0; ˇ0� � ŒF; A;X; ˛; ˇ� 2 P 0 :

Similarly, if ŒF 0; A0; X 0; ˛0; ˇ0� 2 P 0 , and ŒF; A;X; ˛; ˇ� 2 .R†/ , then

ŒF 0; A0; X 0; ˛0; ˇ0� � ŒF; A;X; ˛; ˇ� 2 P 0 :

We prove both cases at the same time. Observe that

ŒF 0; A0; X 0; ˛0; ˇ0� � ŒF; A;X; ˛; ˇ� D

"�
0 F 0

�
;

 
A 0

�X 0F A0

!
;

 
X

0

!
; ˛ � ˛0; ˇ � ˇ0

#
:

First note that the matrix 0BBB@
A X 0 0

F 0 0 1

0 0 A0 X 0

0 0 F 0 0

1CCCA 2 P
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by Lemma 6.2 (4) and (PM3), and that it is of distribution .˛ �  � ˛0 �  0; ˇ � e �
ˇ0 � /. Now the matrix 0BBB@

I 0 0 0

0 1 0 0

0 �X 0 I 0

0 0 0 1

1CCCA
is invertible, homogeneous and of distribution .˛ �  � ˛0 � �1 0�1; ˛ �  � ˛0 �
 0/. By Lemma 6.2 (7) and (PM3), we obtain0BBB@

I 0 0 0

0 1 0 0

0 �X 0 I 0

0 0 0 1

1CCCA
0BBB@
A X 0 0

F 0 0 1

0 0 A0 X 0

0 0 F 0 0

1CCCA D
0BBB@

A X 0 0

F 0 0 1

�X 0F 0 A0 0

0 0 F 0 0

1CCCA 2 P :

Permuting rows and columns, we get0BBB@
A 0 X 0

�X 0F A0 0 0

0 F 0 0 0

F 0 0 1

1CCCA 2 P :

Now Lemma 6.2 (4), (PM5) and (PM4) imply that0B@ A 0 X

�X 0F A0 0

0 F 0 0

1CA 2 P ;

as desired.

Step 4: Define P D
L
2� P . Then P is a graded ideal of R† by Steps 1–3.

Moreover, P ¤R† because Œ1; 1; 1; e; e�, the identity element of R†, does not belong
to P by Lemma 6.2 (8), since the 2 � 2 matrix

�
1 1
1 0

�
is invertible.

Step 5: R† is a �-graded local ring with graded maximal ideal P.

Let 'WR!RP be the universal localization at†. By (the proof of) Proposition 5.7,
the isomorphism ˆWR† ! RP sends ŒF; A; X; ˛; ˇ� 2 .R†/ to F '.A'/�1X' 2
.RP/ .

Let ŒF; A;X; ˛; ˇ� 2 .R†/ nP . Thus
�
A X
F 0

�
… P and

�
A X
F 0

�' is invertible in
RP . Also, the matrices

�
A' 0
0 1

�
and

�
I 0

�F '.A'/�1 1

�
are invertible in RP . Hence 

A' 0

0 1

!�1  
I 0

�F '.A'/�1 1

! 
A X

F 0

!'
D

 
I .A'/�1X

0 �F '.A'/�1X'

!
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is invertible in RP . Thus the element F '.A'/�1X' is invertible in RP , and therefore
ŒF; A;X; ˛; ˇ� is invertible in R†.

Step 6: Set K D R†=P and let ‰WR!K be the composition of �WR! R† with
the natural projection R† !K , ŒF; A;X; ˛; ˇ� 7! ŒF; A;X; ˛; ˇ�. Then .K; ‰/ is a
�-graded epic R-division ring by Propositions 4.1 (2) and 4.3.

Step 7: For x 2 h.R/, ‰.x/ D 0 if, and only if, the 1 � 1 matrix x 2 P .
Indeed,

‰.x/ D Œx; 1; 1; e; e� D 0, Œx; 1; 1; e; e� 2 P,

 
1 1

x 0

!
2 P ,

 
1 1

0 x

!
2 P :

By Lemma 6.2 (4) and (PM4) the last condition is equivalent to x 2 P .

Step 8: For r 2 R and ŒF; A;X; ˛; ˇ� 2 .R†/ , ‰.r/ D ŒF; A;X; ˛; ˇ� if and only
if
�
A X
F r

�
2 P .

First notice that‰.r/D ŒF; A;X; ˛; ˇ� if and only if Œr; 1; 1; e; e�D ŒF; A;X; ˛; ˇ�.
Equivalently,

ŒF; A;X; ˛; ˇ� � Œr; 1; 1; e; e� D

"�
F �r

�
;

 
A 0

0 1

!
;

 
X

1

!
; ˛ � e; ˇ � e

#
2 P ;

which means that 0B@A 0 X

0 1 1

F �r 0

1CA 2 P :

This matrix belongs to P if and only if

(6.2)

0B@A 0 X

0 1 0

F �r r

1CA 2 P

by Lemma 6.2 (2), since the last matrix is obtained after subtracting the second-last
column from the last one. After permuting rows and columns, we get that the matrix
(6.2) belongs to P if and only if0B@A X 0

F r �r

0 0 1

1CA 2 P :

By Lemma 6.2 (4), (PM3), (PM4) and (PM5) this is equivalent to
�
A X
F r

�
2 P .
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Step 9: The singular kernel of .K; ‰/ is P .
Since R† is R-isomorphic to RP , we get that any matrix in M.R/ nP is inverted

in R† via � and therefore in K via ‰.
It remains to show that the matrices in P do not become invertible via ‰. Let

A 2 P be of size n � n. If all square submatrices (obtained by eliminating an equal
number of rows and columns) of A belong to P , then, in particular, all entries of A
belong to P . By Step 7, A‰ is the zero matrix and therefore not invertible. Hence
suppose that A1, of size m �m with m > 1, is a submatrix of A of largest size that
does not belong to P . We will show that A‰ is singular in K by expressing one
column of A‰ as a homogeneous linear combination of the others.

Since rearrangement of rows and columns does not affect the singularity of A, we
may suppose that

A D

 
A1 A2 A3

A4 A5 A6

!
where

�
A2

A5

�
is a column of A and A 2 Mn.R/Œ˛1 � ˛2�Œˇ1 � e � ˇ2�. First observe

that for every j 2 ¹1; : : : ; nº,0B@ A1 A2

E
|

j

 
A1

A4

!
E

|

j

 
A2

A5

!1CA 2 P ;

because if j � m, then it has a repeated row and if j > m then it is a submatrix of A
of greater size than A. By Step 8, this means that 

E
|

j

 
A2

A5

!!‰
D

"
E

|

j

 
A1

A4

!
; A1; A2; ˛1; ˇ1

#
for j D 1; : : : ; n:

Hence, if we suppose that

 
A1

A4

!
D .bkl/,

 
A2

A5

!‰
D

0BBBBBBBBBBBBBB@

E
|

1

 
A2

A5

!

E
|

2

 
A2

A5

!
:::

E
|
n

 
A2

A5

!

1CCCCCCCCCCCCCCA

‰

D

0BBBBBBBBBBBBBBB@

"
E

|

1

 
A1

A4

!
; A1; A2; ˛1; ˇ1

#
"
E

|

2

 
A1

A4

!
; A1; A2; ˛1; ˇ1

#
:::"

E
|
n

 
A1

A4

!
; A1; A2; ˛1; ˇ1

#

1CCCCCCCCCCCCCCCA
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D

0B@Œb11; 1; 1; e; e� � � � Œb1m; 1; 1; e; e�:::
: : :

:::

Œbn1; 1; 1; e; e� � � � Œbnm; 1; 1; e; e�

1CA �
0BBBBBBB@

�
E

|

1 ; A1; A2; ˛1; ˇ1
�

�
E

|

2 ; A1; A2; ˛1; ˇ1
�

:::�
E

|
m; A1; A2; ˛1; ˇ1

�

1CCCCCCCA

D

 
A1

A4

!‰
�

0BBBBBBB@

�
E

|

1 ; A1; A2; ˛1; ˇ1
�

�
E

|

2 ; A1; A2; ˛1; ˇ1
�

:::�
E

|
m; A1; A2; ˛1; ˇ1

�

1CCCCCCCA ;

where we have used Lemma 5.3 (3) in the second equality. The result follows noting
that

�
A1

A4

�
2Mn�m.R/Œ˛1 � ˛2�Œˇ1� and0BBBBBB@

�
E

|

1 ; A1; A2; ˛1; ˇ1
�

�
E

|

2 ; A1; A2; ˛1; ˇ1
�

:::�
E

|
m; A1; A2; ˛1; ˇ1

�

1CCCCCCA 2Mm�1.K/Œˇ1�Œe�:

The following is Theorem 4.7, but expressed in terms of gr-prime matrix ideals.

Corollary 6.4. LetRD
L
2� R be a �-graded ring, and let .Ki ; 'i /, i D 1; 2,

be �-graded epicR-division rings with singular kernels Pi , respectively. The following
statements are equivalent:

(1) There exists a gr-specialization from K1 to K2.

(2) P1 � P2.

(3) There exists a homomorphism RP2
! RP1

of �-graded R-rings.

Furthermore, if there exists a gr-specialization from K1 to K2 and another gr-special-
ization from K2 to K1, then K1 and K2 are isomorphic graded R-rings.

The following corollaries are the graded versions of the results in [5, p. 442].

Corollary 6.5. Let R D
L
2� R be a �-graded ring and .K D

L
2� K ; '/

be a graded epicR-division ring with singular kernel P . Suppose that  2 � . Consider
the universal localization �WR! RP and let ˆWRP ! K be the homomorphism of
�-graded rings such that ' D ˆ�.
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(1) Let x 2 K . Then x D 0 if and only if its numerator belongs to P .

(2) Let x 2 .RP / . Then x 2 kerˆ if and only if its numerator belongs to P .

Proof. Suppose that .A0 A�/ is the numerator of x.

(1) By Lemma 3.5 (1), x is invertible if and only if .A0 A�/
' is invertible over K,

that is, if and only if .A0 A�/ belongs to P .

(2) By Lemma 3.5 (1), x is invertible if and only if .A0 A�/
� is invertible over

RP . Since RP is a local ring with residue class graded division ring R-isomorphic to
K, x is invertible if and only if .A0 A�/

ˆ� is invertible over K. That is, x 2 kerˆ if
and only if .A0 A�/ belongs to P .

Corollary 6.6. Let R D
L
2� R and R0 D

L
2� R

0
 be �-graded rings

with gr-prime matrix ideals P and P 0, respectively, with corresponding graded epic
R-division rings .K;'/ and .K 0; '0/ respectively. Let f WR! R0 be a homomorphism
of �-graded rings. The following assertions hold true:

(1) f extends to a gr-specialization if, and only if, P f � P 0.

(2) f extends to a homomorphism K ! K 0 if, and only if, P f � P 0 and †f � †0,
where † DM.R/ nP and †0 DM.R0/ nP 0.

Proof. (1) First note that the set P 00 D ¹A 2M.R/ W Af 2 P 0º is a gr-prime
matrix ideal whose corresponding graded epic R-division ring is '0f WR! DC.'0f /.

By Corollary 6.4, there exists a specialization from .K; '/ to .DC.'0f // if, and
only if, P � P 00.

(2) If P f � P 0 and †f � †0, then P D P 00, and therefore the gr-specialization
of (1) is in fact an isomorphism by Corollary 6.4.

7. gr-matrix ideals

In this section, the concepts, arguments and proofs are an adaptation of those in
[5, Section 7.3] to the graded context.

Throughout this section, let � be a group.

Let R D
L
2� R be a �-graded ring. A subset 	 of M.R/ is a gr-matrix pre-

ideal if the following conditions are satisfied.

(I1) 	 contains all the homogeneous matrices that are not gr-full.

(I2) If A;B 2 	 and their determinantal sum (with respect to a row or column) exists,
then ArB 2 	.
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(I3) If A 2 	, then A˚ B 2 	 for all B 2M.R/.

(I4) If A 2 	 and E, F are permutation matrices of appropriate size, then EAF 2 	.

If, moreover, we have

(I5) for A 2M.R/, if A˚ 1 2 	, then A 2 	,

we call 	 a gr-matrix ideal.
Clearly, M.R/ is a gr-matrix ideal. A proper gr-matrix ideal is a gr-matrix ideal

different from M.R/.

Lemma 7.1. Let R be a �-graded ring and 	 be a gr-matrix pre-ideal. Let A;B 2
M.R/. The following assertions hold true:

(1) If A and B are such that C D ArB exists and B is not gr-full, then A 2 	 if and
only if C 2 	.

(2) Let A 2 	. The result of adding a suitable right multiple of one column of A
to another column again lies in 	. More precisely, if A 2 Mn.R/Œ N̨ �Œ Ň� and
a 2 Rˇiˇ

�1
j

, then .A1 : : : Aj�1 AjCAia AjC1 : : : An/ belongs to 	.

(3) If A˚ B 2 	, then B ˚ A 2 	.

(4) Suppose that A 2Mm.R/Œ N̨ �Œ Ň� and B 2Mn.R/Œ Nı�ŒN"�. For C 2Mn�m.R/Œ Nı�Œ Ň�, 
A 0

C B

!
2 	 if and only if

 
A 0

0 B

!
2 	:

Similarly, for C 2Mm�n.R/Œ Ň�ŒN"�, 
A C

0 B

!
2 	 if and only if

 
A 0

0 B

!
2 	:

If, moreover, 	 is a gr-matrix ideal, then the following assertions hold true:

(5) Suppose that A 2 Mn.R/Œ N̨ �Œ Ň�, B 2 Mn.R/Œ Ň�Œ Nı�. Then AB 2 	 if and only if
A˚ B 2 	.

(6) If A and B are such that C D ArB exists and B 2 	, then A 2 	 if and only if
C 2 	.

(7) If an identity matrix In, n � 1, belongs to 	, then 	 DM.R/

Proof. Note that (I1), (I2), (I3), (I4) are the same as (PM1), (PM2), (PM3), (PM6).
Hence (1)–(6) follow in exactly the same way as in Lemma 6.2.

To prove (7), note that if In 2 	, for some n � 1, an application of (I5) shows that
the 1 � 1 matrix 1 2 	. By (I3), any identity matrix Im, m � 1, belongs to 	. Again
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using (I3), Im ˚ A 2 	 for any positive integer m and matrix A 2M.R/. By (5), any
A 2M.R/ belongs to 	, as desired.

One could think of defining a gr-prime matrix ideal as a gr-matrix ideal 	 such that
the following two conditions are satisfied:

(I6) 	 is a proper gr-matrix ideal.

(I7) 	 satisfies (PM4).

We proceed to show that both definitions are equivalent. Let P be a gr-prime matrix
ideal, i.e. (PM1)–(PM6) preceding Proposition 6.1 are satisfied. Clearly, P satisfies
(I1)–(I4) and (I7). By (PM5), 1 … P . Therefore, by (PM4), if A˚ 1 2 P , then A 2 P

for any A 2M.R/. Hence (I5) is satisfied. Again by (PM5), P is a proper gr-matrix
ideal. Conversely, suppose that 	 satisfies (I1)–(I7). Clearly (PM1)–(PM4), (PM6) are
satisfied. By Lemma 7.1 (7) and (I6), (PM5) is satisfied, as desired.

It is easy to prove that any intersection of gr-matrix (pre-)ideals is again a gr-matrix
(pre-)ideal. Thus, given a subset � � M.R/, we define the gr-matrix (pre-)ideal
generated by � as the intersection of gr-matrix (pre-)ideals 	 that contain � . That is,T

��	 	. Note that this gr-matrix (pre)-ideal is contained in any gr-matrix (pre-)ideal
that contains � .

Now we fix some notation that will be used in what follows.

Let W � M.R/. We say that a matrix C 2 M.R/ is a determinantal sum of
elements of W if there exist A1; : : : ; Am 2 W , m � 1, such that A1rA2r � � � rAm
exists for some choice of parenthesis and equals C .

We will write N to denote the subset of M.R/ consisting of the matrices which
are not gr-full.

We will denote the set of all identity matrices by I .

If X �M.R/, we denote by D.X/ the set of all matrices in M.R/ which are of
the form E.X ˚A/F , where X 2 X, A 2M.R/ and E, F are permutation matrices
of appropriate sizes. We remark that we allow A to be the empty matrix O.

Lemma 7.2. LetRD
L
2� R be a �-graded ring and A be a gr-matrix pre-ideal.

Suppose that † �M.R/ satisfies the following two conditions:

(i) 1 2 †.

(ii) If P;Q 2 †, then P ˚Q 2 †.

Then the following assertions hold true:

(1) The set A=† WD ¹A 2M.R/ W A˚ P 2 A for some P 2 †º is a gr-matrix ideal
containing A.
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(2) The gr-matrix ideal A=† is proper if and only if A \† D ;.

(3) The gr-matrix ideal A=I is the gr-matrix ideal generated by A.

Proof. (1) Let A 2 A. By (I3), A ˚ 1 2 A. Since 1 2 †, A 2 A=†. Hence
A � A=† and, by (I1), all non-gr-full matrices belong to A. Therefore A=† satisfies
(I1).

Let A;B 2 A=† be such that ArB is well defined. There exist P;Q 2 † such
that A˚ P;B ˚Q 2A. By (I3), A˚ P ˚Q and B ˚Q˚ P belong to A. By (I4),
B ˚ P ˚Q 2 A. Now .ArB/˚ P ˚Q D .A˚ P ˚Q/r.B ˚ P ˚Q/ 2 A by
(I2). Hence ArB 2 A=† and A=† satisfies (I2).

Let A 2 A=† and B 2M.R/. There exists P 2 † such that A˚ P 2 A. By (I3),
A˚ P ˚B 2A. Now (I4) implies that A˚B ˚ P 2A. Hence A˚B 2A=†, and
A=† satisfies (I3).

LetA 2A=† andE, F be permutation matrices of the same size asA. There exists
P 2 † such that A˚ P 2 A. Since E ˚ I and F ˚ I are also permutation matrices,
(I4) implies that .E ˚ I /.A˚ P /.F ˚ I / D EAF ˚ P 2 A. Hence EAF 2 A=†

and (I4) is satisfied.
Now let A 2M.R/ be such that A˚ 1 2 A=†. Thus there exists P 2 † such that

A˚ 1˚ P 2 A. Since 1˚ P 2 †, then A 2 A=† and A=† satisfies (I5).

(2) Suppose that A\†¤ ;. Let P 2A\† andM 2M.R/. Then P ˚M 2A

by (I3). By (I4),M ˚ P 2 A. HenceM 2 A=†. Therefore, A=† DM.R/.
Conversely, suppose that A=† DM.R/. Thus 1 2 A=† and there exists P 2 †

such that 1˚ P 2 A. Notice that 1˚ P 2 †, by (i) and (ii). Therefore A \† ¤ ;.

(3) Clearly I satisfies conditions (i) and (ii). Thus A=I is a gr-matrix ideal that
contains A by (1). Now let B be a gr-matrix ideal such that A � B. If A 2 A=I , then
there exists n � 1 such that A˚ In 2 A � B. By applying (I5) repeatedly, we obtain
that A 2 B, as desired.

Lemma 7.3. Let R D
L
2� R be a �-graded ring and let X �M.R/. Let

A.X/ be the subset of M.R/ consisting of all the matrices that can be expressed as a
determinantal sum of elements of N [D.X/. The following assertions hold true:

(1) A.X/ is the gr-matrix pre-ideal generated by X.

(2) A.X/=I is the gr-matrix ideal generated by X.

(3) The gr-matrix ideal generated by X is proper if and only if A.X/ \ I D ;.

Proof. (1) X � A.X/ because X D I.X ˚O/I for all X 2 X. By definition
of A.X/, every homogeneous matrix that is not gr-full belongs to A.X/. By the same
reason, if A;B 2 A.X/ and ArB is defined, then ArB 2 A.X/.
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Let A 2 A.X/ and B 2M.R/. That A˚ B 2 A.X/ follows from the follow-
ing three facts: First, for any U; V 2M.R/, when defined, .UrV /˚M D .U ˚
M/r.V ˚M/. Second, for X 2 X and U;M 2M.R/ and permutation matrices E,
F of suitable size, E.X ˚U/F ˚M D .E ˚ I /.X ˚U ˚M/.F ˚ I /. Third, if U
is not gr-full, then, for allM 2M.R/, U ˚M is not full for allM 2M.R/. Indeed,
if U D U1U2, then U ˚M D .U1 ˚M/.U2 ˚ I /.

If A 2 A.X/ and E, F are permutation matrices of appropriate size, then EAF 2
A.X/. This follows from the following facts: First, if A;B 2M.R/ and E, F are per-
mutation matrices such that E.ArB/F is defined, then E.ArB/F D EAFrEBF .
Second, for X 2 X, U 2M.R/ and permutation matrices E, F , P ,Q of appropriate
sizes then P.E.X ˚ U/F /Q D .PE/.X ˚ U/.FQ/. Third, if U 2M.R/ is not
gr-full, and E, F are permutation matrices of appropriate size, then EUF is not
gr-full. Indeed, if U D U1U2, then EUF D .EU1/.U2F /.

Therefore, A.X/ is a gr-matrix pre-ideal that contains X.

Now let B be a gr-matrix pre-ideal such that X � B. By (I1), N � B. By (I3)
and (I4), E.X ˚ A/F 2 B for all X 2 X, A 2M.R/ and permutation matrices E,
F of appropriate size. By (I2), A.X/ � B.

(2) Any gr-matrix ideal containing X, must contain A.X/. By Lemma 7.2 (3), the
result follows.

(3) By (2), the gr-matrix ideal generated by X equals A.X/=I . By Lemma 7.2 (2),
A.X/=I is proper if and only if A.X/ \ I D ;.

Corollary 7.4. Let R D
L
2� R be a � graded ring. The set A.N /=I is the

least gr-matrix ideal. Hence R has proper gr-matrix ideals if and only if no matrix of
I can be expressed as a determinantal sum of matrices of N .

Proof. The set N is contained in each gr-matrix ideal. By Lemma 7.3 (2),
A.N /=I is the gr-matrix ideal generated by N . Thus all gr-matrix ideals contain the
gr-matrix ideal A.N /=I .

Since any matrix in M.R/ of the form E.X ˚ A/F , where X 2 N , A 2M.R/

and E, F are permutation matrices of appropriate sizes, again belongs to N , then
D.N / D N . Thus A.N / consists of the matrices in M.R/ that can be expressed as a
determinantal sum of matrices from N .

Now R has proper gr-matrix ideals if and only if A.N /=I is proper. By Lem-
ma 7.2 (3), this is equivalent to A.N /\ I D ;. In other words, no matrix of I can be
expressed as a determinantal sum of matrices of N .
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Lemma 7.5. Let R D
L
2� R be a �-graded ring, 	 be a gr-matrix ideal and

Z�M.R/. Then the set 	ZD¹A2M.R/ WA˚Z 2 	 for all Z 2 Zº is a gr-matrix
ideal.

Proof. Let A 2M.R/ and suppose it is not gr-full. If A D BC , then A˚Z D
.B ˚Z/.C ˚ I / for all Z 2 Z. Thus A 2 	Z and (I1) is satisfied.

LetA;B 2	Z and suppose thatArB exists. Then .ArB/˚ZD .A˚Z/r.B ˚
Z/ for all Z 2 Z. Since A˚ Z;B ˚ Z 2 	, then .ArB/˚ Z 2 	 for all Z 2 Z.
Hence ArB 2 	Z, and (I2) is satisfied.

Let A 2 	Z and B 2M.R/. Since A˚Z 2 	 for all Z 2 Z and 	 is a gr-matrix
ideal, then A˚ Z ˚ B 2 	 for all Z 2 Z. By (I4), A˚ B ˚ Z 2 	 for all Z 2 Z.
Therefore A˚ B 2 	Z and (I3) is satisfied.

If A 2 	Z, Z 2 Z and E, F are permutation matrices of appropriate size, then
EAF ˚ Z D .E ˚ I /.A ˚ Z/.F ˚ I /. This shows that EAF 2 	Z and (I4) is
satisfied.

Suppose now that A 2M.R/ and that A˚ 1 2 	Z. Hence A˚ 1˚ Z 2 	 for
all Z 2 Z. By (I4), A˚Z ˚ 1 2 	 for all Z 2 Z. Now, by (I5), A˚Z 2 	 for all
Z 2 Z, which shows that A 2 	Z. Therefore (I5) is satisfied.

Let A1, A2 be two gr-matrix ideals of a �-graded ringRD
L
2� R . The product

of A1 and A2, denoted by A1A2, is the gr-matrix ideal generated by the set®
A1 ˚ A2 W A1 2 A1; A2 2 A2

¯
:

A helpful description of A1A2 is given in the following lemma.

Lemma 7.6. Let R D
L
2� R be �-graded ring and X1;X2 �M.R/. Set

X D
®
X1 ˚X2 W X1 2 X1; X2 2 X2

¯
:

Let A1 be the gr-matrix ideal generated by X1, A2 be the gr-matrix ideal generated
by X2 and A be the gr-matrix ideal generated by X. Then A D A1A2.

As a consequence, for any A;B 2M.R/, hAihBi D hA˚ Bi, where hAi denotes
the gr-matrix ideal generated by ¹Aº.

Proof. First, A � A1A2 because X1 ˚X2 2 A1A2 for all X1 2 X1, X2 2 X2.
Now observe that X1 ˚X2 2 X � A for all X1 2 X1, X2 2 X2. By (I4), X2 ˚

X1 2X �A for all X1 2X1, X2 2X2. Hence X2 is contained in the gr-matrix ideal
AX1

. Thus A2 � AX1
. It implies that A2 ˚X1 2 A for all A2 2 A2 and X1 2 X1.

Again by (I4), X1˚A2 2A for all A2 2A2 and X1 2X1. Therefore X1 is contained
in the gr-matrix ideal AA2

. Thus A1 � AA2
. This means that A1 ˚ A2 2 A for all

A1 2 A1 and A2 2 A2. Therefore A1A2 � A.
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Now we show that gr-prime matrix ideals behave like graded prime ideals of graded
rings.

Proposition 7.7. Let R D
L
2� R be a �-graded ring. For a proper gr-matrix

ideal P , the following are equivalent:

(1) P is a gr-prime matrix ideal.

(2) For gr-matrix ideals A1, A2, if A1A2 � P , then A1 � P or A2 � P .

(3) For gr-matrix ideals A1, A2 that contain P , if A1A2 � P , then A1 D P or
A2 D P .

Proof. Suppose (1) holds true. Let A1, A2 be gr-matrix ideals such that A1 ª P

and A2 ª P . Hence there exist A1 2A1 nP and A2 2A2 nP . Hence A1˚A2 … P .
This implies that A1A2 ª P . Therefore (2) holds true.

Clearly (2) implies (3).

Suppose (3) holds true and let A1; A2 2M.R/ be such that A1 ˚ A2 2 P . Let
A1, A2 be the gr-matrix ideals generated by P [ ¹A1º and P [ ¹A2º, respectively.
Notice that X1 ˚X2 2 P for X1 2 A1, X2 2 A2. Hence A1A2 � P . By (3), either
A1 D P or A2 D P . Hence A1 2 P or A2 2 P , and (1) is satisfied.

Let A be a gr-matrix ideal. The radical of A is defined as the set
p

A D
®
A 2M.R/ W ˚rA 2 A for some positive integer r

¯
:

We say that a proper gr-matrix ideal A is gr-semiprime if
p

A D A.

Lemma 7.8. LetRD
L
2� R be a �-graded ring and let A be a gr-matrix ideal.

The following assertions hold true:

(1)
p

A is a gr-matrix ideal that contains A.

(2)
pp

A D
p

A.

(3) If A is a gr-prime matrix ideal, then
p

A D A.

Proof. (1) If A 2 A, then, for r D 1, we obtain that A D ˚1A 2 A. Hence
A �

p
A. In particular, all homogeneous matrices which are not gr-full belong to

p
A. Thus

p
A satisfies (I1).

Let A; B 2
p

A be such that ArB exists. There exist r; s � 1 such that ˚rA,
˚sB 2 A. Set n D r C s C 1. To prove that

p
A satisfies (I2), it is enough to show

that˚n.ArB/ 2A. For that aim, using .ArB/˚P D .A˚P /r.B ˚P /, one can
prove by induction on n that˚n.ArB/ is a determinantal sum of elements of the form

(7.1) C1 ˚ C2 ˚ � � � ˚ Cn;
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where each Ci equals A or B . By the choice of n, there are at least r Ci ’s equal to A
or at least s Ci ’s equal to B . In either case, there exist permutation matrices E, F of
appropriate size such that

C1 ˚ C2 ˚ � � � ˚ Cn D

´
E..˚rA/˚ C 0rC1 ˚ � � � ˚ C

0
n/F ;

E..˚sB/˚ C 0sC1 ˚ � � � ˚ C
0
n/F:

This implies that the elements in (7.1) belong to A by (I3). Now (I2) implies that
˚n.ArB/ 2 A, as desired.

Now let A 2
p

A and B 2M.R/. There exists r � 1 such that ˚rA 2 A. The
equality˚r.A˚ B/ D E..˚rA/˚ .˚rB//F holds for some permutation matrices
E, F . Hence˚r.A˚ B/ 2 A. Thus A˚ B 2

p
A and

p
A satisfies (I3).

Let A 2
p

A be such that˚rA 2A. For permutation matrices E, F of appropriate
size,

˚
r.EAF / D .˚rE/.˚rA/.˚rF / 2 A:

Therefore EAF 2
p

A and
p

A satisfies (I4).
If X 2 M.R/ is such that X ˚ 1 2

p
A, then there exists t � 1 such that

˚t .X ˚ 1/ 2 A. But now .˚tX/˚ It D E.˚t .X ˚ 1//F 2 A. Applying (I5), we
get that˚tX 2 A, and therefore X 2

p
A. Hence

p
A satisfies (I5).

(2) By (1),
p

A �
pp

A. Now let A 2
pp

A. This means that˚rA 2
p

A for
some positive integer r . Hence there exists a positive integer s such that˚s.˚rA/ 2A.
Thus˚rsA D ˚s.˚rA/ 2 A. Therefore A 2

p
A, as desired.

(3) Suppose A is a gr-prime matrix ideal and let A 2
p

A. Hence˚rA 2 A. By
(PM4), A 2 A, as desired.

Proposition 7.9. Let R D
L
2� R be a �-graded ring. Suppose that the

nonempty subset † of M.R/ and the gr-matrix ideal A satisfy the following two
conditions:

(i) A˚ B 2 † for all A;B 2 †.

(ii) A \† D ;.

Then the set W of gr-matrix ideals B such that A � B and B \† D ; has maximal
elements and each such maximal element is a gr-prime matrix ideal.

Proof. Let .Ci /i2I be a nonempty chain in W . Set C D
S
i2I Ci . It is not dif-

ficult to show that C is a gr-matrix ideal. Then clearly A � Ci � C and C \ † D

.
S
i2I Ci / \† D

S
i2I .Ci \†/ D ;. By Zorn’s lemma, W has maximal elements.

Suppose that P is a maximal element ofW . Since P \†D ;, P is a proper gr-matrix
ideal. Let A1, A2 be gr-matrix ideals such that P ¨ A1, P ¨ A2. Since P is maximal
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inW , there exist A1 2A1 \†, A2 2A2 \†. Then A1˚A2 2† and A1˚A2 … P .
Therefore A1A2 ¤ P .

Corollary 7.10. Let R D
L
2� R be a �-graded ring. Let A be a proper

gr-matrix ideal. Then there exist maximal gr-matrix ideals P with A � P , and such
maximal gr-matrix ideals are gr-prime matrix ideals. In particular, if there are proper
gr-matrix ideals, then gr-prime matrix ideals exist.

Proof. By Lemma 7.1 (7), no identity matrix belongs to A. Now apply Proposi-
tion 7.9 to A and † D I .

Proposition 7.11. Let R be a �-graded ring. For each proper gr-matrix ideal A,
the radical

p
A is the intersection of all gr-prime matrix ideals that contain A.

Proof. Let P be a prime matrix ideal such that A � P . If A 2
p

A, then˚rA 2
A � P for some positive integer r . By (PM4), A 2 P . Thus

p
A � P .

Now let A 2M.R/ n
p

A. Notice that such an A exists because
p

A � P . If we
apply Proposition 7.9 to A and † D ¹˚rA W r positive integerº, we obtain a gr-prime
matrix ideal P such that A � P , P \ † D ;. Therefore A does not belong to the
intersection of the gr-prime matrix ideals that contain A.

Corollary 7.12. Let R be a �-graded ring. A proper gr-matrix ideal is gr-
semiprime if and only if it is the intersection of gr-prime matrix ideals.

Let R D
L
2� R be a �-graded ring. By Corollary 7.4, A.N /=I is the least

gr-matrix ideal. We define the gr-matrix nilradical of R as the gr-matrix ideal N Dp
A.N /=I .

Theorem 7.13. Let R D
L
2� R be a �-graded ring. The following assertions

are equivalent:

(1) There exists a �-graded epic R-division ring .K D
L
2� K ; '/.

(2) There exists a homomorphism of �-almost graded rings from R to a �-almost
graded division ring.

(3) The gr-matrix nilradical is a proper gr-matrix ideal.

(4) No identity matrix can be expressed as a determinantal sum of elements of N .

Proof. (1) is equivalent to (2) by Theorem 4.4 (2)(b). One could also argue as
follows. By Proposition 6.1, (2) implies the existence of gr-prime matrix ideals, and
therefore of �-graded epic R-division rings by Theorem 6.3.
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If (1) holds, the gr-singular kernel of ' is a gr-prime matrix ideal by Theorem 6.3.
Thus (3) holds.

If (3) holds, then A.N /=I is a proper gr-matrix ideal. By Corollary 7.4, (4) holds.
Suppose that (4) holds true. Again by Corollary 7.4, there exist proper gr-matrix

ideals. By Corollary 7.10, a gr-prime matrix ideal exists. Now Theorem 6.3
implies (1).

Theorem 7.14. Let R D
L
2� R be a �-graded ring. There exists a universal

�-graded epic R-division ring if and only if the gr-matrix nilradical is a gr-prime
matrix ideal.

Proof. By Corollary 6.4, the existence of a universal �-graded epic R-division
ring is equivalent to the existence of a least gr-prime matrix ideal P . Hence the least
gr-matrix ideal A.N /=I � P is proper. By Proposition 7.11, N is the intersection of
all gr-prime matrix ideals. Hence N D P .

Conversely, if N is a gr-prime matrix ideal, then A.N /=I is proper and, by
Proposition 7.11, N is the intersection of all gr-prime matrix ideals. Therefore N is
the least gr-prime matrix ideal.

Proposition 7.15. Let R D
L
2� R be a �-graded ring and let P;Q 2M.R/.

There exists a homomorphism of �-graded rings 'WR! K to a �-graded division
ring K D

L
2� K such that P ' is invertible over K andQ' is not invertible over

K if and only if no matrix of the form I ˚ .˚rP / can be expressed as a determinantal
sum of matrices of N [D.¹Qº/.

Proof. The existence of such a .K; '/ is equivalent to the existence of gr-prime
matrix ideals P such thatQ 2 P and P … P . The existence of such gr-prime matrix
ideals is equivalent to the condition P …

p
hQi, where hQi denotes the gr-matrix

ideal generated by Q. Hence it is equivalent to the condition that no matrix of the
form ˚rP 2 hQi. By Lemma 7.3 (2), hQi is of the form A.¹Qº/=I . Therefore, by
Lemmas 7.2 and 7.3, everything is equivalent to the condition that no matrix of the
form I ˚ .˚rP / can be expressed as a determinantal sum of matrices of N [D.¹Qº/,
as desired.

Corollary 7.16. Let R D
L
2� R be a �-graded ring and let P;Q 2M.R/.

The following assertions hold true:

(1) There exists a �-graded epic R-division ring .K; '/ such that P ' is invertible
over K if and only if no matrix of the form I ˚ .˚rP / can be expressed as a
determinantal sum of matrices of N .
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(2) There exists a �-graded epic R-division ring .K; '/ such thatQ' is not invertible
over K if and only if no identity matrix can be expressed as a determinantal sum
of matrices of N [D.¹Qº/.

Proof. (1) In Proposition 7.15, letQ D 0.

(2) In Proposition 7.15, let P D 1.

Let I be a nonempty set. A filter on I is a set F of subsets of I which has the
following properties:

(F1) Every subset of I that contains a set of F belongs to F.

(F2) Every finite intersection of sets of F belongs to F.

(F3) The empty set is not in F.

For details on filters and ultrafilters we refer the reader to [2]. The set of filters on I is
partially ordered by inclusion. An ultrafilter on I is a maximal filter. By [2, Theorem 1,
p. 60], each filter is contained in an ultrafilter. An ultrafilter U on I has the following
property: if J;K are subsets of I such that J [K D I , then either J 2 U or K 2 U.

Let I be a set and U be an ultrafilter on I . For each i 2 I , let Ri D
L
i2I Ri

be a �-graded ring. Following [10], we define the graded ultraproduct of the family
¹Riºi2I as follows. Consider the ring P D

Q
i2I Ri and consider the following subset

S of P :
S D

M
2�

�Y
i2I

Ri

�
:

Note that S is a subring of P which is �-graded with S D
Q
i2I Ri . For each  2 � ,

if x D .xi /i2I 2 S , let z.x/D ¹i 2 I Wxi D 0º. The set Z D ¹x 2 S W z.x/ 2 Uº

is an additive subgroup of S . Moreover, if y 2 Sı and x 2 Z , then yx 2 Zı and
xy 2 Zı . Therefore Z D

L
2� Z is a graded ideal of S . Then the �-graded ring

U D S=Z is called the graded ultraproduct of the family of �-graded rings ¹Riºi2I .
A homogeneous element x 2 U is the class of an element .xi /i2I 2 S , where

each xi 2 Ri . We will write x D Œ.xi /i2I �U. Observe that if x D Œ.xi /i2I �U and
y D Œ.yi /i2I �U, then x D y if and only if the set ¹i 2 I W xi D yiº 2 U.

Let R be a �-graded ring. Suppose that .Ri ; 'i / is a �-graded R-ring for each
i 2 I . Hence 'i WR! Ri is a homomorphism of �-graded rings. Then there exists a
unique homomorphism of rings '0WR!

Q
i2I Ri such that �i'0 D 'i for each i 2 I .

Observe that Im'0 � S . Composing with the natural homomorphism S ! S=Z D U ,
we obtain a homomorphism of �-graded rings 'WR ! U . Hence U is a �-graded
R-ring in a natural way.
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Lemma 7.17. Let I be a nonempty set and U be an ultrafilter on I . If Ri is a
�-graded division ring for each i 2 I , then the ultraproduct U of the family ¹Riºi2I
is a �-graded division ring.

Proof. Let x 2 U . Then x D Œ.xi /i2I �U for some xi 2 Ri . If x is nonzero, then
J D ¹i 2 I W xi ¤ 0º 2 U. For each i 2 I , define

xi
0
D

´
x�1i if i 2 J ;
0 if i … J :

Notice that xi 0 2 Ri�1 for each i 2 I . Then x0 D Œ.x0i /i2I �U 2 U�1 and xx0 D
x0x D 1, as desired.

Lemma 7.18. Let R be a �-graded domain. Suppose that, for each a 2 h.R/ n ¹0º,
there exists a homomorphism of �-graded rings 'aWR!Ka, whereKa is a �-graded
division ring such that 'a.a/ ¤ 0. Then there exists a �-graded epic R-division ring
of fractions.

Proof. Let I D h.R/ n ¹0º. For each a 2 I , let Ia D ¹� 2 I W '�.a/ ¤ 0º. Let
E D ¹a1; : : : ; anº be a finite subset of I . Then

Tn
iD1 Iai

¤ ;, because 'a1���an
.ai /¤ 0

for each i D 1; : : : ; n. Hence the set B D ¹IaW a 2 I º is a set of subsets of I such that
no finite subset of B has empty intersection. By [2, Proposition 1, p. 58], there exists a
filter on I containing B. By [2, Theorem 1, p. 60], there exists an ultrafilter U on I
containing B. By Lemma 7.17, the ultraproductU of the family ¹Kaºa2I is a �-graded
division ring and there exists a homomorphism of �-graded rings 'WR! U , defined
by '.x/D Œ.'a.x//a2I �U. Since the set Ix 2U, then '.x/¤ 0 for each x 2 h.R/ n ¹0º.
Therefore ' is injective.

Theorem 7.19. Let R D
L
2� R be a �-graded ring. The following assertions

are equivalent:

(1) There exists a �-graded epic R-division ring of fractions .K; '/.

(2) There exists a homomorphism of �-almost graded rings 'WR ! K with K a
�-almost graded division ring such that '.x/ ¤ 0 for each x 2 h.R/ n ¹0º.

(3) R is a �-graded domain and no matrix of the form aI with a 2 h.R/ n ¹0º can be
expressed as a determinantal sum of matrices of N .

(4) No diagonal matrix with nonzero homogeneous elements on the main diagonal
can be expressed as a determinantal sum of matrices of N .
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Proof. (1) and (2) are equivalent by Theorem 4.4 (b).

Suppose that (1) holds true. Then, for each diagonal matrix A as in (4), A' is
invertible. Thus A … P , the gr-prime matrix ideal given as the gr-singular kernel of '.
In particular, A cannot be expressed as the determinantal sum of matrices in N . Thus
(4) holds.

Suppose (4) holds. Clearly no matrix of the form aI with a 2 h.R/ n ¹0º can be
expressed as a determinantal sum of matrices of N . Thus, to prove (3), it remains
to show that R is a �-graded domain. Thus let a; b 2 h.R/ of degrees ; ı 2 � ,
respectively. If ab D 0, then

�
a 0
0 b

�
2M2.R/Œ.; e/�Œ.e; ı

�1/�. Then we can express 
a 0

0 b

!
D

 
a 0

1 b

!
r

 
0 0

�1 b

!
as a determinantal sum of matrices in M2.R/Œ.; e/�Œ.e; ı

�1/�. Note that
�
0 0
�1 b

�
is

hollow, and hence it is not gr-full. Furthermore, 
a 0

1 b

!
D

 
a

1

! �
1 b

�
;

where the factors belong toM2�1.R/Œ.; e/�Œe� andM1�2.R/Œe�Œ.e; ı
�1/�, respectively.

Hence
�
a 0
0 b

�
can be expressed as a determinantal sum of matrices from N . By (4),

either a D 0 or b D 0. Hence R is a �-graded domain and (3) holds.
Suppose now that (3) holds. If there does not exist a �-graded epic R-division

ring of fractions, then, by Lemma 7.18, there exists a nonzero a 2 h.R/ such that
a' is not invertible for every homomorphism of �-graded rings 'WR! K with K
a �-graded division ring. Hence the 1 � 1 homogeneous matrix .a/ belongs to the
intersection of all gr-prime matrix ideals, i.e. .a/ 2N. Hence˚r.a/ 2A.N /=I . Thus
Is ˚ .˚

r.a// D Is ˚ aIr can be written as a determinantal sum of matrices of N .
Then, since aIs ˚ Ir 2M.R/ and it is diagonal, aIrCs D .aIs ˚ Ir/.Is ˚ aIr/ is a
determinantal sum of matrices of N , a contradiction. Therefore (1) holds.

8. gr-prime spectrum

Throughout this section, let � be a group and � � �0 be normal subgroups of � .

Let R D
L
2� R be a �-graded ring. It can be considered as a �=�-graded

ring too. Now we introduce some notation in order to clarify which structure of a
graded object is being considered. We will denote by M�.R/ and by M�=�.R/ the
corresponding sets of homogeneous matrices. Notice that M�.R/ �M�=�.R/. We
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denote by Spec�.R/ the set of all �-gr-prime matrix ideals and by Spec�=�.R/ the
set of all �=�-gr-prime matrix ideals. If � D � , we will write Spec.R/ instead of
Spec�=�.R/. Note that Spec.R/ is the usual set of prime matrix ideals.

It follows directly from the definition that if P is a �=�-gr-prime matrix ideal,
then P \M�.R/ is a �-gr-prime matrix ideal. Hence there exists a map

Spec�=�.R/! Spec�.R/; P 7! P \M�.R/:

Considering R as a �=�-graded ring and �0=� as a normal subgroup of �=�,
we obtain maps Spec�=�0.R/! Spec�=�.R/. Hence if Spec�=�.R/ is empty, then
Spec�=�0.R/ is also empty. In other words, if there does not exist a �=�-graded
epic R-division ring, then there does not exist a �=�0-graded epic R-division ring. In
particular, for�0D � we obtain maps Spec.R/! Spec�=�.R/, Q 7!Q\M�=�.R/,
for each normal subgroup� of � . Therefore, if there exists a normal subgroup� of �
such that there does not exist a �=�-graded epic R-division ring, then there does not
exist an epic R-division ring.

Let Q0 2 Spec�=�0.R/ and let Q D Q0 \M�=�.R/ be the corresponding element
in Spec�=�.R/. Let .KQ0 ; 'Q0/ be the �=�0-graded epic R-division ring determined
by Q0, and let .KQ; 'Q/ be the �=�-graded epic R-division ring determined by Q.
Let x be a homogeneous element of R considered as a �=�-graded ring. Notice it is
also a homogeneous element of R considered as a �=�0-graded ring. If x … ker 'Q0 ,
then x 2M�=�0.R/ nQ0. Thus x 2M�=�.R/ nQ, and therefore x … ker'Q. Hence
if 'Q0 is injective, then 'Q is also injective. In other words, if .KQ0 ; 'Q0/ is a �=�0-
graded epic R-division ring of fractions, then .KQ; 'Q/ is also a �=�-graded epic
R-division ring of fractions. Therefore, if there exists a normal subgroup � of � such
that there does not exist a �=�-graded epic R-division ring of fractions, then there
does not exist an epic R-division ring of fractions.

Let P 0 2 Spec�=�0.R/ and set P D P 0 \M�=�.R/ 2 Spec�=�.R/. If P 0 � Q0,
then P � Q. Hence a specialization from .KP 0 ; 'P 0/ to .KQ0 ; 'Q0/ implies the
existence of a specialization from .KP ; 'P / to .KQ; 'Q/ by Corollary 6.4. Notice that
it could happen that Q D P .

Also, if the map Spec�=�0.R/! Spec�=�.R/ is surjective and R has a universal
�=�0-graded epic R-division ring (of fractions), then R has a universal �=�-graded
epic R-division ring (of fractions).

Suppose that for each �-graded epic R-division ring D there exist ring homo-
morphisms to division rings. Then Spec�=�.R/! Spec�.R/ is surjective for each
� C � . Let .D; '/ be a �-graded epic R-division ring with �-singular kernel P .
Let �WD ! E be a ring homomorphism with E a division ring. Consider the com-
position � ı 'WR! E. It is a homomorphism of �=�-almost graded rings with E



D. E. N. Kawai – J. Sánchez 164

a �=�-almost graded division ring. By Theorem 4.4 (2)(b), there exist  WR! D0

a �=�-graded epic R-division ring, and a homomorphism �WD0 ! E such that
�' D � . By Proposition 2.5,

¹A 2M�.R/ W A.�'/ is invertible over Eº
D ¹A 2M�.R/ W A' is invertible overDº;

¹A 2M�=�.R/ W A is invertible overD0º

D ¹A 2M�=�.R/ W A.� / is invertible over Eº:

Now, since M�.R/ �M�=�.R/, we get that

¹A 2M�.R/ W A' inverts overDº

D ¹A 2M�=�.R/ W A inverts overD0º \M�.R/:

Hence, if P 0 is the �=�-singular kernel of .D0;  /, then P D P 0 \M�.R/.
We gather together what we have just proved in the following result.

Theorem 8.1. Let R D
L
2� R be a �-graded ring. The following assertions

hold true:

(1) If there does not exist a �=�-graded epic R-division ring (of fractions), then there
does not exist a �=�0-graded epic R-division ring (of fractions). Therefore, if
there exists a normal subgroup� of � such that there does not exist a �=�-graded
epic R-division ring (of fractions), then there does not exist an epic R-division
ring (of fractions).

(2) Let .KP 0 ; 'P 0/, .KQ0 ; 'Q0/ be �=�0-epicR-division rings, such that there exists a
specialization from .KP 0 ; 'P 0/ to .KQ0 ; 'Q0/. Then there exists a gr-specialization
between the corresponding �=�-graded epic R-division rings.

(3) If the map Spec�=�0.R/ ! Spec�=�.R/, Q0 7! Q0 \M�=�.R/, is surjective,
then the existence of a universal �=�0-graded epic R-division ring implies
the existence of a universal �=�-graded epic R-division ring. Therefore, if
Spec.R/! Spec�=�.R/, Q0 7! Q0 \M�=�.R/, is surjective, the existence of a
universal R-division ring implies the existence of a universal �=�-graded epic
R-division ring.

(4) If for each �-graded epic R-division ring there exist ring homomorphisms to
division rings, then Spec�=�.R/! Spec�.R/, Q 7! Q \M�.R/ is surjective.

Let R D
L
2� R be a �-graded ring. In the foregoing, we gave a correspond-

ence from the set of �=�-graded epic R-division rings to the set of �-graded
epic R-division rings. We proceed to give a more down-to-earth description of
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such correspondence. Recall that R can be regarded as a �=�-graded ring making
R D

L
˛2�=�R˛ , where R˛ D

L
2˛ R for each ˛ 2 �=�.

Let E D
L
˛2�=� E˛ be a �=�-graded division ring. Consider the group ring

EŒ�� D
L
2� E . We construct a �-graded division ringD D

L
2� D which is

a �-graded subring of EŒ�� in the same way as in [18, Proposition 1.2.2]. For each
 2 � , there exists a unique ˛ 2 �=� such that  2 ˛. SetD D E˛ � E . Note
that

DD 0 D E˛E˛0 D E˛E˛0
0
� E˛˛0

0
D D 0 :

Hence D is a �-graded ring. Since E is a �=�-graded division ring, any nonzero
homogeneous element ofD is invertible. ThusD is a �-graded division ring.

Suppose that .E;'/ is a �=�-graded epicR-division ring. Let  2 � and ˛ 2 �=�
be such that  2 ˛. For each a 2R , '.a /2E˛ . Then define .a /D '.a / 2D .
In this way, we obtain a homomorphism of �-graded rings  WR! D.

Let A D .aij / 2 Mn.R/Œ Nı�ŒN"�. We claim that A' is invertible in E if and only
if A is invertible in D. Indeed, let ˛i ; ǰ 2 �=� be such that ıi 2 ˛i , "j 2 ǰ .
Then A' D .bij / with bij 2 E˛iˇ

�1
j

and .A'/�1 D .cij / with cij 2 Eˇi˛
�1
j

. Then
A D .bij˛iˇ

�1
j / is invertible inD with inverse .A /�1 D .cijˇi˛�1j /. Conversely,

if A is invertible with inverse .A /�1 D .dijˇi˛
�1
j /, where dij 2 Eˇi˛

�1
j

, then
.A'/�1 D .dij /. Hence let P 2 Spec�=�.R/. If .E; '/ is the �=�-graded epic R-
division ring associated to P , then the �-graded epic R-division ring associated to
P \M�.R/ is determined by the �-graded division ring  WR ! D, that is, the
�-graded epic R-division ring  WR ! D0, where D0 is the graded division ring
generated by Im .

Now we proceed to give an important family of examples of Theorem 8.1 (4).
Let .�;</ be an ordered group. LetD D

L
2� D be a �-graded division ring.

Given a map f W � ! D, let supp f D ¹ 2 � W f ./ ¤ 0º. We will write f as a
series. Thus f D

P
2� a means that f ./ D a 2 D for each  2 � . Consider the

set

D..�I<// D
®
f D

P
2� a W a 2 D for all  2 � , suppf is well ordered

¯
;

whereD..�I<// is an abelian group under the natural sum. That is, for f D
P
2� a ,

f 0 D
P
2� a

0
 , then

f C f 0 D
X
2�

.a C a
0
 /:

One can then define the product inD..�I<// as

ff 0 D
X
2�

� X
ı"D

aıa
0
"

�
:
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These operations endow D..�I<// with a ring structure. We regard D as a subring
of D..�I<// identifying D with the series of D..�I<// of finite support. Mal’cev
and Neumann independently showed that D..�I<// is in fact a division ring [17,
19]. Hence we have just seen that for every �-graded division ring there exists a
homomorphism of rings to a division ring.

Now we proceed to show that every D..�I<// contains a �=�-graded division
ring and that it corresponds toD via Spec�=�.R/! Spec�.R/. Let � be a normal
subgroup of � . Consider D as a �=�-graded ring. For each ˛ 2 �=�, define the
subset ofD..�I<//,

E˛ D
®
f D

P
2� a 2 D..�I<// W suppf � ˛

¯
:

Note that E˛ is an additive subgroup of D..�I<//. Let ˛; ˇ 2 �=�. Suppose that
f D

P
2� a 2 E˛ and f 0 D

P
2� a

0
 2 Eˇ . Then

ff 0 D
X
2�

� X
ı"D

aıa
0
"

�
2 E˛ˇ :

Hence E˛Eˇ � E˛ˇ . Moreover, if ˛ 2 �=�,

E˛ \

� X
ˇ2�=�
ˇ¤˛

Eˇ

�
D ¹0º;

because � is the disjoint union � D
S
ˇ2�=� ˇ. Hence E.�/ D

L
˛2�=� E˛ is a

�=�-graded ring. Furthermore, let f D
P
2� a 2 E˛ , f ¤ 0. Then f is invertible

inD..�I<// with inverse

f �1 D

�X
n�0

.�1/ngn
�
a�10

;

where 0 D min suppf and g D
P
2� a

�1
0
a . Since supp  � ˛, 0 2 ˛ and �10 2

˛�1, then suppg�Ee , where e denotes the identity element in �=�. Hence suppgn�
Ee for each integer n � 0 and supp.

P
n�0.�1/

ngn/ � Ee. Thus supp f �1 � ˛�1.
Therefore E.�/ is a �=�-graded division ring and the embedding ��WD ,! E.�/

is a homomorphism of �=�-graded rings. Let D.�/ be the �=� graded division
subring of E.�/ generated by D. Then .D.�/; ��WD ,! D.�// is a �=�-graded
epicD-division ring.

Let R D
L
2� R be a �-graded ring, where .�; </ is an ordered group. Let

P 2 Spec�.R/ with corresponding epic R-division ring .K; '/. Consider K..�;<//.
Then, for each � C � , we get that Spec�=�.R/! Spec�.R/ is surjective. Indeed, if
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Q 2 Spec�=�.R/ is the corresponding �=�-graded prime matrix ideal to the �=�-
graded epic R-division ring .K.�/; ��'/, then Q 7! P by Proposition 2.5.

We would like to remark thatD.�/, the division subring ofD..�I<// generated
by D, does not depend on the order < of � by [9] or [6]. Hence, since D.�/ is just
DC.��/, thenD.�/ does not depend on the order < of � .

We end this section with a concrete application of the results in this section. Let K
be a field,X be a nonempty set andKhXi be the freeK-algebra onX . It is well known
that KhXi has a universal division ring of fractions [5, Section 7.5]. Now let � be a
group andX ! � , x 7! Ox, be a map. ThenKhXi D

L
2�KhXi is a �-graded ring,

where KhXi is the K-vector space spanned by the monomials x1x2 : : : xr such that
Ox1 Ox2 � � � Oxr D  . If .�;</ is an ordered group, then KhXi has a �-graded universal
division ring of fractions by the foregoing example and Theorem 8.1 (3),(4).
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