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Duality of orthogonal and symplectic random tensor models

Razvan Gurau and Hannes Keppler

Abstract. The groups O.N / and Sp.N / are related by an analytic continuation to negative
values of N , O.�N/ ' Sp.N /. This duality has been studied for vector models, SO.N / and
Sp.N / gauge theories, as well as some random matrix ensembles. We extend this duality to
real random tensor models of arbitrary order D with no symmetry under permutation of the
indices and with quartic interactions. The N to �N duality is shown to hold graph by graph
to all orders in perturbation theory for the partition function, the free energy and the connected
two-point function.

1. Introduction and conclusion

Dualities are non-trivial relations between seemingly different models and therefore
of great use in physics and mathematics. It has been known for some time [41] that,
for even N , SO.N / and Sp.N / gauge theories are related by changing N to �N and
that one can make sense of the relation SO.�N/ ' Sp.N / for the representations of
the respective groups [14]. This duality has furthermore been shown to hold between
orthogonal and symplectic matrix ensembles [43]. (These correspond to the O.N /˝
O.N / and Sp.N /˝ Sp.N / matrix models of Section 3.)

TheN to�N duality inspired in part the conjectured holographic duality between
Vasiliev’s higher spin gravity [50] in four-dimensional de Sitter space and the three-
dimensional Euclidean Sp.N / vector model with anticommuting scalars [2]. This
dS/CFT correspondence is in turn based on the conjectured Giombi–Klebanov–Polya-
kov–Yin duality [22, 35] relating the three-dimensional O.N / vector model in the
large N limit to Vasiliev gravity in four-dimensional anti-de Sitter space. In this
context,N � .ƒGN /�1 so that the sign change of the cosmological constantƒ (hold-
ing GN fixed) is accompanied by a change N ! �N .

The perturbative expansion of random matrix models is a sum over ribbon graphs
representing topological surfaces. The weight of each graph is fixed by the Feyn-
man rules and the perturbative series can be organized [48] as a topological expan-
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sion in 1=N . Random matrices yield a theory of random two-dimensional topolog-
ical surfaces relevant for the study of conformal field theories (CFTs) coupled to
two-dimensional Liouville gravity [6, 16, 17, 34, 37] and two-dimensional Jackiw–
Teitelboim gravity [33, 45, 47]. They have applications as combinatorial generating
functions to several counting problems [4,49,53] and to the intersection theory on the
moduli space of Riemann surfaces [38, 44, 51].

Random matrices generalize to random tensor models [1, 27, 28, 30] of higher
order1 D which are probability measures of the type

d�ŒT � D e�SŒT �
Y

.a1;:::;aD/

dT a1:::aD
p
2�

;

where the action SŒT � is build out of invariants under some symmetry transforma-
tion. These models can also be viewed as 0-dimensional quantum field theories. The
Feynman graphs of such models can be interpreted as higher-dimensional cellular
complexes and the perturbative series can be reorganized as a series in 1=N [3, 5,
9, 10, 12, 25] which is not topological for D � 3. Zero-dimensional random tensors
yield a framework for the study random topological spaces; in one-dimension ten-
sor models provide an alternative to the Sachdev–Ye–Kitaev model without quenched
disorder [52]; in higher dimensions, they lead to tensor field theories and a new class
of large N melonic conformal field theories [8, 20, 21, 31, 36].

Main result. In this paper, we deal with tensors withD indices (i.e., of orderD) with
no symmetry under their permutations. The position of an index is called its color c,
with c D 1; 2; : : : ; D. The tensors transform in the tensor product of D fundamen-
tal representations of O.N / and/or Sp.N /, i.e., each tensor index is transformed by
a different O.N / or Sp.N / matrix. The tensor components are real Grassmann val-
ued (anticommuting, odd) if the number of Sp.N / factors is odd and real bosonic
(commuting, even) if this number is even.2 We assign a parity to the tensor indices:
jcj D 0 or jcj D 1 if the index transforms under O.Nc/ or Sp.Nc/, respectively. We
consider actions consisting in invariants up to quartic order (see Section 2 for more
details).

1In the physics literature, one often uses “rank” instead of order, but this may lead to con-
fusion with the many notions of tensor rank in abstract algebra.

2The tensors are even multilinear maps on Rmjn, the real graded supervector space with m
even and n odd directions. This is natural because the orthosymplectic super Lie group
OSp.m; n/ contains both O.m/ and Sp.n/ and acts on Rmjn. This will be our guideline in
constructing the models of interest.
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Definition 1.1. The real quartic graded tensor model, where “graded” refers to sym-
metry under

OOO1.N1/˝OOO2.N2/˝ � � � ˝OOOD.ND/; OOOc.Nc/ D

´
O.Nc/; jcj D 0;

Sp.Nc/; jcj D 1

is defined by the measure

d�ŒT � ' e�SŒT �
Y

a1;:::;aD

dT a1:::aD ;

SŒT � D
1

2

�
T a1:::aDT b1:::bD

DY
cD1

gcacbc

�
C

X
q2Q

�q

4
I q.T /;

where gc
acbc

is the Kronecker delta ıacbc for jcj D 0 or the canonical symplectic form
!acbc for jcj D 1 and the sum over Q runs over all the independent quartic trace
invariants I q.T /.

The partition function Z and the connected two-point function G2 of the model
are defined by

Z.�/ D

Z
d�ŒT � and G2.�/ D

1

Z

Z
d�ŒT � T a1:::aDT b1:::bD

DY
cD1

gcacbc

and can be evaluated in a perturbative expansion. Our main theorem is the following.

Theorem 1.2. The perturbative series of the free energy lnZ and of the connected
two-point functionG2 can be expressed as formal sums over connected, colored multi-
ribbon graphs

lnZ.�/ D
X

ŒG� connected, rooted,
at least oneEq>0

1

2C.G�E%/C1
P
q2QEq

A.G/;

G2.�/ D
X

ŒG� connected, rooted

1

2C.G�E%/�1
A.G/

with amplitude

A.G/ D 2E
%.G/

Y
q2Q

.��q/
Eq.G/

DY
cD1

..�1/jcjNc/
Fc.G/; (1.1)

where Eq , E%, Fc , C.G � E%/ are some combinatorial numbers associated to the
multi-ribbon graph G (see Section 4.2 for the relevant definitions).

Proof. The theorem follows from equations (4.3), (4.5) and (4.6).
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The crucial remark is that all the factors Nc come in the form .�1/jcjNc , hence
each term is mapped into itself by exchanging O.Nc/$ Sp.Nc/ and Nc $ �Nc .

Conclusion and outlook. We list some comments on, and possible generalizations
of, our result:

• In order to prove our main theorem, we will use in this paper an intermediate field
representation adapted to quartic interactions. It should however be possible to
extend this result to more general interactions [40].

• While more general models with OSp.m; n/ symmetry could be considered, the
construction of super tensor actions is complicated because of the abundance of
sign factors [46].

• For D D 2 (matrices), the contributions of ribbon graphs and their duals cancel
exactly in the fermionic case (see Remark 3.1). It would be interesting to under-
stand similar cancellations in the graded tensor models. This should be related to
Poincaré duality between lower-dimensional colored subgraphs.

• One should explore the implications of theN !�N duality for tensor field theo-
ries. The sign changes may generate new renormalization group fixed points, and
the duality may not hold for all the physical properties [39]. Quantum mechanical
models of order three tensors with Sp.N / symmetry have been studied in [11,24].

Outline of the paper. This paper is organized as follows. In Section 2, the quartic
graded tensor model is defined, the relation between directed edge colored graphs and
quartic trace invariants is explained, and we collect some definitions and notations
on ribbon graphs. Section 3 deals in detail with the order 2 (matrix) case. Section 4
continues with the general case of arbitrary orderD tensors. Appendix A contains the
calculation of the sign of each ribbon graph amplitude and Appendix B gives details
on the calculation of the symmetry factors of the Feynman graphs.

2. Definitions

In this section, we define the models we will be studying. We also give some standard
definitions about ribbon graphs and combinatorial maps.

2.1. The real quartic graded tensor models

The orthosymplectic super Lie group OSp.m; n/ is the isometry group of the canoni-
cal graded-symmetric bilinear form on the supervector space Rmjn,

�W Rmjn �Rmjn ! ƒ1; .�ij / D

 
ı 0

0 !

!
;
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where ƒ1 is the Grassmann algebra generated by an infinite number of anticommut-
ing generators. The space Rmjn is a free module over ƒ1 with m even (commuting)
and n odd (anticommuting) basis vectors. Note that non-singularity of � demands
that n is an even integer. For later comparison, m is also taken to be even.

Since we are only interested in O.N / and Sp.N /, and not the whole OSp.m; n/,
we restrict to supervector spaces that are either purely odd or purely even, and thus
have either O.N / or Sp.N / as their isometry group. This information can be encoded
as a parity of the index color jcj 2 ¹0; 1º, with jcj D 0 corresponding to orthogonal,
and jcj D 1 to symplectic symmetry. The tensor components are commuting bosonic
or anticommuting Grassmannian, depending on whether the number of indices with
jcj D 1 is even or odd. Suitable invariants are defined to construct the actions of the
models.

Vector spaces. Let Hc D RNc j0 for jcj D 0, Hc D R0jNc for jcj D 1, respectively,
be a real supervector space of dimension Nc , that is, either purely even or purely
odd and is endowed with a non-degenerate graded symmetric inner product gc WHc �

Hc ! ƒ1,

gc.u; v/ D .�1/jcjgc.v; u/ 8u; v 2 Hc ; gc. � ; v/ D 0, v D 0:

In the standard basis gc agrees with the standard symmetric or symplectic form,
that is, gc

acbc
D ıacbc for jcj D 0, gc

acbc
D !acbc for jcj D 1, respectively. We denote

by .gc/acbc the matrix element of the inverse .gc/�1. The isometry group preserv-
ing gc is either O.Nc/ in the jcj D 0 case or Sp.Nc/ in the jcj D 1 case, denoted
collectively byOOOc.Nc/ WD ¹Oc j gcacbc D O

a0c
ac O

b0c
bc
gc
a0cb
0
c
D .OgcOT/acbc º.

Tensors. Tensors are even elements of the tensor product space T 2
ND
cD1Hc . Choos-

ing a basis ¹Œ c�ac ºacD1;:::;Nc in each Hc and denoting by ¹Œ _c �
ac ºacD1;:::;Nc the

dual basis, the components of a tensor are

T a1:::aD � T .Œ _1 �
a1 ; : : : ; Œ _D�

aD /;

T D
X

acD1;:::;Nc 8c

T a1:::aD Œ 1�a1 ˝ � � � ˝ Œ 
D�aD :

A generic tensor has no symmetry properties under permutation of its indices
a1; : : : ; aD , hence the indices have a well-defined position c called their color. The
set of colors is denoted by D D ¹1; : : : ;Dº. We sometimes call the colors with jcj D 0
even and the ones with jcj D 1 odd. As the tensors are taken to be even elements of
the tensor product space, the tensor components are bosonic (even) if the number
of colors with jcj D 1 (i.e., odd colors) is even and fermionic (odd) otherwise: the
Grassmann number T a1:::aD has the same parity as

P
c2D jcj.
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The tensors transform in the tensor product representation of several orthogonal
and symplectic groups according to the type of the individual Hc’s:

T a1:::aD ! .O1/
a1
b1
� � � .OD/

aD
bD
T b1:::bD ; O1 ˝ � � � ˝OD 2

O
c2D

OOOc.Nc/:

A tensor can be viewed as a multilinear map T W
N
c2C H_c !

N
c2DnC Hc for any

subset of colors C �D . As the inner product, gc induces an isomorphism between Hc

and its dual, denoting by aC D .ac ; c 2 C/, the matrix elements of this linear map in
the tensor product basis are T aDnCaC � T a1:::aD .

Edge colored graphs. Invariant polynomials in the tensor components can be con-
structed by contracting the indices of color c with the inner product gc . The unique
quadratic invariant is

g˝D.T; T / WD T aDT bD

Y
c2D

gcacbc :

General trace invariants are polynomials in the T aD ’s build by contracting pairs of
indices of the same color. These invariants form an algebraic complete set for all
invariant polynomials and admit a straightforward graphical representation as edge
colored graphs.

Definition 2.1 (Edge colored graphs [28]). A closed edgeD-colored graph is a graph
B D .V.B/;E.B// with vertex set V.B/ and edge set E.B/ such that

• The edge set is partitioned into D disjoint subsets E.B/ D
FD
cD1 Ec.B/, where

Ec.B/ 3 ec D .v; w/, v;w 2 V.B/, is the subset of edges of color c.

• All vertices are D-valent with all the edges incident to a vertex having distinct
colors.

In order to incorporate the odd colors appropriately, one needs to consider directed
graphs, that is, graphs with an additional arrow for every edge (see Figure 1 for an
example). Two graphs which are identical up to reorienting one edge of an odd color
represent the same invariant up to a global “�” sign. We will fix the global sign in the
case of quartic invariants below.

Quartic invariants. Quartic invariants are represented by D-colored graphs with
four vertices (see Figure 1) and directed edges. Due to the sign ambiguity induced
by reversing the edges corresponding to the odd colors, we need to give a prescription
to fix the global sign of an invariant. Every directed quartic D-colored graph can be
canonically oriented as follows (see again Figure 1):

• The color 1 edges give a pairing of the vertices. We denote by a1 and b1 the source
vertices of the oriented edges 1 and a2 and b2 their targets.
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Figure 1. Left: Quartic 5-colored graph. Right: Schematic representation of a general quartic
invariant.

• We orient all the edges that connect .a1;a2/ (resp. .b1; b2/) parallel to the edges 1.
We denote their colors by c 2 D n C .

• All the edges of colors c 2 C connect the a pair with the b pair. We orient all of
them from the a pair to the b pair. These edges fall into two classes:

– either they connect a1 with b1 and a2 with b2 in which case we say they run
in the parallel channel,

– or they connect a1 with b2 and a2 with b1 in which case we say they run in
the cross channel.

A canonically oriented graph is indexed by a subset of colors C � D , 1 … C and
permutations of two elements �c 2S2D ¹id; .12/º; c 2C . The associated invariant is

I.T / D
X

a1
D
;a2

D
;b1

D
;b2

D

�
T a

1
DT a

2
D

Y
c2DnC

gc
a1ca

2
c

��
T b

1
DT b

2
D

Y
c2DnC

gc
b1cb

2
c

�
�

�Y
c2C

.� sgn.�c//jcjgc
a1cb

�c.1/
c

gc
a2cb

�c.2/
c

�
D

X
a1

C
;a2

C
;b1

C
;b2

C

.g˝DnC .T; T //a
1
C
a2

CKa1
C
a2

C
;b1

C
b2

C
.g˝DnC .T; T //b

1
C
b2

C ; (2.1)

where we introduced the shorthand notation K for the contractions of the indices
transmitted between the pairs. Note that this is invariant by exchanging the b ver-
tices and that .� sgn.�c//jcj is the signature of the permutation .a1a2/.b1b2/ to
.a1b�.1//.a2b�.2// for the odd colors.

Lemma 2.2. There are 1C3D�1

2
different quartic trace invariants (see Figure 2 for

the D D 3 case).

Proof. There is only one invariant corresponding to C D ;. If C has q elements, there
are 2q choices for the channels and an overall 1

2
for the relabeling of the b vertices.

Thus the total number of invariants is

1C
1

2

D�1X
qD1

�
D

q

�
2q D

3D�1 C 1

2
:
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3

12

3

C2 color permutations 1 1
22

3

3

Figure 2. The 5 quartic invariants at order 3 known as double trace, pillow and tetrahedron.

Denote the set of distinct quartic D-colored graphs and the associate trace invari-
ants by Q 3 q and I q.T /, respectively.

Definition 2.3 (Real quartic graded tensor model). The real quartic “graded” tensor
model is the measure

d�ŒT � D e�SŒT � ŒdT �;

ŒdT � D
Y
aD

dT a1:::aD �

8<: 1

.2�/
Q
c Nc=2

;
PD
cD1 jcj D 0 mod 2;

1;
PD
cD1 jcj D 1 mod 2

with

SŒT � D
1

2
g˝D.T; T /C

X
q2Q

�q

4
I q.T /;

where the normalization is such thatZ
d�ŒT � D 1 for �q D 0 8q 2 Q:

Convergence issues. Throughout this paper, we treat the measures d�ŒT � as per-
turbed Gaussian measures. As such we do not concern ourselves with the convergence
of the various tensor and matrix integrals. The integrals are always convergent if T is
fermionic. If T is bosonic, the integrals converge if jcj D 0 for all c, but not neces-
sarily in the other cases. As we treat the Gaussian integrals as generating functions of
graphs, we will not worry about such issues.

2.2. Ribbon graphs and combinatorial maps

As ribbon graphs [19,23] and combinatorial maps play a significant role in the deriva-
tion of our results, we review here some of their properties.

Ribbon graphs, see Figure 3 for some examples, are cellularly embedded graphs
on topological surfaces, and thus can be viewed as 2-cell-complexes. Due to the
embedding, each vertex carries an orientation and the order of edges around a ver-
tex is fixed. A vertex can be re-embedded with the opposite orientation: this amounts
to reversing the order of the incident edges and giving them a twist, see Figure 4.
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Figure 3. Ribbon graphs, which we denote by GT 2 and GRP2 , and their cellular embeddings.
The rightmost surface is the hemisphere representation of the real projective plane where oppo-
site points along the equator are identified.

1

3

2

1

3

2

�

Figure 4. Re-embedding a vertex: the order of halfedges is reversed and they gain additional
twists. This is an equivalence relation of ribbon graphs.

Definition 2.4 (Ribbon graph [19]). A ribbon graph G D .V.G /; E.G // is a (pos-
sibly non-orientable) surface with boundary, represented as the union of two sets of
topological discs, a set of vertices V.G /, and a set of edges E.G / such that

(1) The vertices and edges intersect in disjoint line segments.

(2) Each such line segment lies on the boundary of precisely one vertex and pre-
cisely one edge.

(3) Every edge contains exactly two such line segments.

The boundary components of G are called faces. The two disjoint boundary segments
of an edge that are not connected to a vertex (i.e., the two sides of the edge) are called
strands. We denote the set of faces of G by F .G /. A ribbon graph becomes a two-di-
mensional CW complex by sewing two-dimensional patches along its faces.

The numbers of vertices, edges and faces of G are denoted by V.G /, E.G / and
F.G /, respectively.

Several remarks are in order:

• The strands of an edge can run parallel, in which case the edge is called untwisted,
or cross, in which case the edge is called twisted.

• If V.G / D 1, the graph is called a rosette graph. A rosette graph with only one
face is called a superrosette graph.

• A self-loop in G is an edge e D ¹hv; h0vº 2 E.G / connected to just one vertex
v 2 V.G /. A simple self-loop is a self-loop such that its halfedges are direct neigh-
bors in the cyclic ordering around v, thus v has a corner of the form .hv; h

0
v/. If e

is (un-)twisted, the simple self-loop is called likewise.
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• We denote the ribbon graph consisting in only one vertex with no edge by Gı. By
definition, this graph has one face. We denote the ribbon graph with one vertex
and one twisted self-loop edge by GRP2 and the ribbon graph with one vertex, two
untwisted self-loop edges but no simple self-loop by GT 2 .3 The last two graphs are
depicted in Figure 3. As a topological surface with boundary GRP2 is homeomor-
phic to a Möbius strip.

Every ribbon graph has a dual ribbon graph with the same number of edges, but
with the roles of the vertices and the faces interchanged.

Definition 2.5 (Dual ribbon graph [19]). Let G be a ribbon graph. The dual ribbon
graph G � is obtained by sewing discs along the faces of G and deleting the original
vertex discs of G . The new discs make up the dual vertex set V.G �/, and the new
boundary components created by the deletion are the faces of G �. See Figure 5 for an
illustration.

Figure 5. The dual graphs.

Besides ribbon graphs, we will encounter combinatorial maps below.

Definition 2.6 (Combinatorial map). A combinatorial map M D .� ; �; ˛/ is a finite
set � of halfedges (or darts) of even cardinality, together with a couple of permutations
.�; ˛/ on � , where ˛ is an involution with no fixed points (a “pairing” of halfedges).

The map M is called connected if the group freely generated by � and ˛ acts
transitively on � . The dual of M is the combinatorial map M� D .� ; ˛ ı �; ˛/.

Combinatorial maps can be represented as graphs embedded in orientable sur-
faces. The cycles of � represent vertices with a cyclic order of their halfedges (chosen
to be counter-clockwise), and ˛ encodes pairings of halfedges into edges. The faces of
a combinatorial map are the cycles of the permutation ˛ ı� . In the dual combinatorial
map, the role of vertices and faces is reversed.

The definition of combinatorial maps and ribbon graphs can be extended to in-
clude a second kind of edges.

3As their names suggest, these graphs can be cellularly embedded into RP2 or T 2, respec-
tively.
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Definition 2.7 (Combinatorial map with %-edges). A combinatorial map with %-edges

M%
D .� t �%; �; ˛; ˛%/

is a finite set x� D � t �% that is the disjoint union of two sets of halfedges, both of
even cardinality, together with a triple of permutations .�; ˛; ˛%/ on x� . Here ˛ and ˛%

are fixed-point free involutions on � and �%, respectively, and extended to the whole
of x� by setting ˛.h/ D h 8h 2 �% and analogous for ˛%.

The cycles of ˛% are pairs of halfedges in �% which we will call %-edges. The com-
binatorial map M% is connected if the group freely generated by � , ˛ and ˛% acts
transitively on x� . The cycles of � are the vertices and the cycles of � ı ˛ are the faces
of M%. The dual map is defined by changing the role of vertices and faces but not
touching the %-edges M%� D .� t �%; ˛ ı �; ˛; ˛%/.

Deleting all the %-edges, one obtains an ordinary combinatorial map.

Ribbon graphs can be obtained from combinatorial maps by replacing their edges
by twisted or untwisted ribbon edges. The same holds true for combinatorial maps
with %-edges and ribbon graphs with %-edges.

Definition 2.8 (Ribbon graph with %-edges). A ribbon graph with %-edges

G % D .V ;E;E%/

is a ribbon graph G D .V ;E/, together with a set of line segments E%, called %-edges,
such that their endpoints are connected to the corners of the ribbon graph. The ribbon
graph G % is called connected if it is connected as a topological space. The notions of
faces, corners and edges of G % refer to the ones of the ribbon graph G D G % � E%,
which is obtained by deleting the %-edges.4

This dual of a ribbon graph with %-edges is obtained by performing the partial
dual [13, 18, 19] with respect to the ribbon edges. This is the dual of the underlying
ribbon graph obtained by ignoring the %-edges, where we keep track of the corners to
which the %-edges are hooked.

3. Matrix models

We first deal with the case of matrices (order D D 2 tensors) in Definition 2.3. In
particular,

M a1a2M b1b2 D .�1/j1jCj2jM b1b2M a1a2 ;

4Ribbon graphs with %-edges are embedded in nodal surfaces, that is, Riemann surfaces
glued at marked points. The ribbon graphs encode closed topological surfaces and by identifying
points that are connected by a %-edge, a gluing prescription is given.
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Figure 6. Graphical representation of the matrix model invariants up to quartic order.

i.e., the models with mixed symmetry are fermionic. We show that, for each ribbon
graph in the perturbative expansion of the free energy and the two-point function of
the model, changing one (or both) of the symmetry group factors in the O.N1/ ˝
O.N2/-model from O.N / to Sp.N / amounts to changing the sign accompanying the
corresponding N factor.

Complex random matrix models in the intermediate field representation have been
studied in [32]. The sign changes between the O.N1/˝ O.N2/- and the Sp.N1/˝
Sp.N2/-models have also been studied in [43] by different methods.

Denoting by the superscript T the transpose, the action of the real quartic graded
matrix model is written as5

SŒM� D
1

2
M a1a2g1a1b1g

2
a2b2

M b1b2 C
�

4
.M a1a2g1a1b1g

2
a2b2

M b1b2/2

C
�

4
.�1/j2j.M a1

1
a1
2g1
a1
1
a2
1

M a2
1
a2
2/g2

a1
2
b1
2

g2
a2
2
b2
2

.M b1
1
b1
2g1
b1
1
b2
1

M b2
1
b2
2 /

D
1

2
TrŒMg2M T.g1/T�C

�

4
.TrŒMg2M T.g1/T�/2

C
�

4
.�1/j1j TrŒ.Mg2M Tg1/2�; (3.1)

where we note that the trace is TrŒA� D Aaa D A
abgba. This action is invariant under

the transformationM !O1XO
T
2 withO1 2OOO1.N1/,O2 2OOO2.N2/. The three terms

in (3.1) can be represented by 2-colored graphs or alternatively ribbon graphs, as
depicted in Figure 6.

Whereas all terms in the action of the O.N1/ ˝ O.N2/-model are positive for
�; � 2 RC, in the Sp.N1/ ˝ Sp.N2/-model, this is only true for the � term: the
quadratic and the � terms are in general indefinite.

5In the pure Sp.N / case with g1 D g2 D !, the convergence of (3.1) is not clear, since the
quadratic part has negative modes.
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3.1. Intermediate field representation

The intermediate field (Hubbard–Stratonovich) representation is obtained by intro-
ducing an auxiliary field per quartic interaction and integrating out the original field.
To be precise, we use that

exp
°
�
�

4
.TrŒMg2M T.g1/T�/2 �

�

4
.�1/j1j TrŒMg2M Tg1Mg2M Tg1�

±
D

h
e
1
2 .

@
@�
P @
@�
/e
1
2
@
@%

@
@% exp

°
�{

r
�

2
TrŒMg2M T.g1/T�%

� {

r
�

2
TrŒMg2M T.g1�g1/T�

±i
%;�D0

; (3.2)

where % is a real commuting (bosonic) scalar field and � D .�1/j1j�T is a (bosonic)
real graded-symmetric matrix, and we introduce the shorthand notation:� @

@�
P
@

@�

�
WD

@

@�ab
P ab;dc

@

@�cd
; P ab;dc D

1

2
.gad1 gbc1 C .�1/

j1j gac1 g
bd
1 /

with P the (anti-)symmetric projector, taking into account the symmetry of the �
field. Note that g1Mg2M Tg1 has the same graded symmetry as � .

Equation (3.2) is just a Gaussian integral over the intermediate fields % and � .
We favor here the notation of the Gaussian integral as a differential operator (see, for
instance, [7]) for two reasons. First, the Gaussian integral is formal in some cases
(that is, the covariance is not necessarily positively defined). Second, in this form
the perturbative expansion of the Gaussian integral is straightforward. In order to
prove (3.2), we expand the exponentials and commute the sum and the derivatives:�

e
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1X
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2
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�
%;�D0
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� 1X
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.��
4
/n.��

4
/p
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.TrŒMg2M T.g1/T�/2n

� ..�1/j1j TrŒMg2M Tg1Mg2M Tg1�/p
�
%;�D0

;
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where we used

Œg1Mg2M Tg1�abg
adgbcŒg1Mg2M Tg1�cd

D .�1/j1j TrŒg1Mg2M Tg1Mg2M Tg1�:

The partition function now reads

Z.�; �/ D

Z
ŒdM� e�

1
2 TrŒMg2M T.g1/T�

�
e
1
2 .

@
@�
P @
@�
/e
1
2
@
@%

@
@%

� e
�{
p
�
2 TrŒMg2M T.g1/T�%�{

q
�
2 TrŒMg2M T.g1�g1/T��

%;�D0
;

and all the terms containing M can be collected in a quadratic form using

Tr.MAM TBT/ DM.B ˝ A/M:

The exponent can be written as �1
2
M.R�1 ˝ g2/M with the resolvent operator R:

ŒR�1.�; �/�ab D .1C {
p
2�%/ıab C {

p
2�.�g1/ab:

As the resolvent and its inverse are operators, we write them with a covariant and
a contravariant index. These indices are lowered with g1 and raised with .g1/�1.

Commuting the integral and derivative operators, the integral M is Gaussian and
can be performed leading to the intermediate field representation:

Z.�; �/ D
�
e
1
2 .

@
@�
P @
@�
/e
1
2
@
@%

@
@% e.�1/

j1jCj2jN2
2 Tr lnR.�;�/�

%;�D0
: (3.3)

Now N2 is an explicit parameter in the integral, while N1 is hidden in the remain-
ing traces. The sign .�1/j1jCj2j tracks the bosonic/fermionic character of the original
matrix. The sign .�1/j1j tracks the symmetry of the intermediate matrix field � (which
agrees with that of g1). Both indices of � have color 1 which reflects the fact that �
transforms in the (anti-)symmetric tensor representation of OOO1.N1/, that is, � !
O1�O

T
1 forO1 2OOO1.N1/. This is to be contrasted with the fieldM which transforms

in the tensor product of the fundamental representations ofOOO1.N1/ andOOO2.N2/.

3.2. Perturbative expansion

The perturbative expansion of Z is obtained by Taylor expanding the interaction:

Z.�; �/ D
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e
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1X
VD0
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V Š
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Tr lnR.�; �I %; �/
�V �

%;�D0

;
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and commuting the Gaussian integration with the sum. Note that R denotes the resol-
vent operator, hence it naturally has a covariant and a contravariant index. Taking into
account that

lnR D �
X
p�1

.�1/pC1

p
.{
p
2�%C {

p
2��g1/p;

R D
X
p�0

.�1/p.{
p
2�%C {

p
2��g1/p;

the derivatives of the resolvent and its logarithm are

@

@�ab
Tr lnR D �{

p
2�Pab;cdR

dc ;

@

@�ab
Rcd D �{

p
2�Pab;efR

ceRfd ;

@

@%
Tr lnR D �{

p
2� TrŒR�;

@

@%
Rab D �{

p
2�Racg1cdR

db
D �{

p
2�.R2/ab;

where R2 denotes the square of the operator R.
Each term in the perturbative series can be represented as a ribbon graph with

%-edges (see Section 2.2) as depicted in Figure 7:

• We represent each Tr lnR as a disc with boundary oriented counter-clockwise.

• The derivatives with respect to � create ribbon halfedges representing the free
indices of R. The first derivative acting on a vertex creates a halfedge and an R
associated to the corner (region between two consecutive halfedges) of the vertex.
Subsequent derivatives split the existing corners creating new R’s.
The indices ab of the resolvent Rab are associated to the ends of the corner: a for
the source and b for the target in the sense of the arrow.

• The ribbon halfedges are connected into ribbon edges corresponding to the pro-
jectors P inside the @

@�ab
P ab;dc @

@�cd
operators. The edges have an orientation

represented by arrows on the strands bounding an edge: corresponding to P ab;dc ,
we orient the strands from .ab/ to .dc/. Note that

.@�abR
pq/P ab;dc.@�cdR

ef /

D .�2�/.Rpa
0

Rb
0q/Pab;a0b0P

ab;dcPcd;c0d 0.R
ec0Rd

0f /

D .��/.Rpa
0

Rb
0q/2P dc

a0b0 Pcd;c0d 0.R
ec0Rd

0f /

D .��/.Rpa
0

Rb
0q/2Pa0b0;d 0c0.R

ec0Rd
0f /:
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D ..�1/j1j/5

Figure 7. Left: A ribbon graph with %-edges in the priori orientation: corners counter-clockwise
and strands parallel. Right: Coherent orientation of arrows along every face. Five arrows had to
be reoriented.

The projector generates two terms. The first one g1
a0d 0

g1
b0c0

corresponds to an edge
with parallel strands. The second one .�1/j1jg1a0c0g

1
b0d 0

corresponds to a twisted
edge.

• A derivative with respect to % splits corner of a vertex also, but connects these two
halves by g1. We represent this by a new type of halfedge, called %-halfedge. The
%-halfedges are connected into %-edges corresponding to the @

@%
@
@%

operators. We
represent these edges as dashed lines.
In the end, all intermediate fields are set to zero thus the resolvents are set to the
identity R D 1. A corner that has been split by %-halfedges behaves like a single
ordinary corner of a ribbon graph: for this reason corner will always refer to the
region between two ribbon halfedges only.

Ignoring the twisting of the edges, a ribbon graph is a combinatorial map with %-
edges M%. We denote by hv the ribbon-halfedges of the vertex v, each of which comes
equipped with a pair of indices .bhv ; ahv /: b is the target of an arrow and a the source
of another one. If hv and h0v are two neighboring ribbon-halfedges with hv < h0v in
the cyclic order around v, the corner between them is denoted by .hv; h0v/. A ribbon-
edge connecting two vertices v; w 2 M% is denoted by its halfedges e D ¹hv; hwº.
Furthermore, we denote by V.M%/, E.M%/ and E%.M%/ the numbers of vertices,
ribbon-edges and %-edges of M% and by deg v and deg% v the number of ribbon-
and %-halfedges at v. The perturbative series can be written as a sum over labeled
combinatorial maps with %-edges:

Z.�/ D
X
M%

1

V.M%/Š 2V.M
%/

� Y
v2M%

1

deg vŠ deg% vŠ

�
� ..�1/j1jCj2jN2/

V.M%/.��/E.M
%/.�2�/E

%.M%/

�

� Y
v2M%

Y
.hv ;h

0
v/

corner of v

g1ahvbh0v

�� Y
eD¹hv ;hwº

ribbon-edge

2P bhvahv ;ahwbhw
�
:
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We expand the two terms in each edge projector to sum over ribbon graphs with
(twisted) edges and %-edge. This is because the amplitude depends on the twisting:
every face (closed strand) of the ribbon graph contributes a factor ofN1 because along
a face an even number of g1’s concatenate into a trace. However, it might be necessary
to transpose several g1’s in order to get this trace: we represent these transpositions
by reversing the corresponding arrows along the edge strands and the corners of the
ribbon graph, see Figure 7. Overall we get (we explain the notation below)

Z.�/ D
X
M%

1

V.M%/Š 2V.M
%/

� Y
v2M%

1

deg vŠ deg% vŠ

�
� ..�1/j1jCj2jN2/

V.M%/.��/E.M
%/.�2�/E

%.M%/

�

X
ŒG%�2OrbT.M

%/

jStabT .G
%/j.N1/

F.G%/..�1/j1j/#transpositionsC#twists

D

X
M%

jStabT .M
%/j

V.M%/Š 2V.M
%/

� Y
v2M%

1

deg vŠ deg% vŠ

� X
ŒG%�2OrbT.M

%/

A.G %/ (3.4)

with the amplitude A.G %/ of the ribbon graph. Some notation has been introduced in
this equation. Because every ribbon-edge can be twisted or not, there are naively 2E

ribbon graphs, associated to M%. But ribbon graphs are in fact equivalence classes,
emphasized by ŒG %�. Two graphs are equivalent if one can be obtained from the other
by successively reversing the order of halfedges of a subset of its vertices and—for
each vertex separately—twisting all ribbon-edges connected to these vertices (edges
with two twists are again untwisted). As proven in Appendix B, this degeneracy is
counted by the cardinal of the stabilizer jStabT .G

%/j of the action of a finite group6 T

whose elements twist a subset of the ribbon-edges of G % (T acts trivially on the %-
edges). In the last step leading to (3.4), we used the fact that, as T is abelian,

StabT .G / D StabT .M/

for any G 2 OrbT .M/, where OrbT .M/ is the orbit of the combinatorial map M

under the action of T .
For example, the amplitude of the ribbon graph in Figure 7 is

..�1/j1jCj2jN2/
3„ ƒ‚ …

vertices

.��/4„ƒ‚…
edges

.�2�/2„ ƒ‚ …
%-edges

..�1/j1j/„ ƒ‚ …
twists

.N1/„ƒ‚…
faces

..�1/j1j/5„ ƒ‚ …
arrow

reorientations

D .��/4.�2�/2..�1/j1jN1/..�1/
j2jN2/

3:

6The group T is a subgroup of the so called ribbon group, introduced in [18], which also
includes the operation of taking the partial dual of a ribbon graph with respect to a subset of its
edges.
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Amplitudes. The amplitude A.G %/ can be further computed.
In Proposition A.1, we prove that any ribbon graph can be deformed into a con-

nected sum of

• a graph without twisted edges embeddable into a closed orientable surface †g of
genus g;

• either no, one or two graphs with a single twisted edge, embeddable into the pro-
jective plane RP2.

This is the ribbon graph equivalent of the classification theorem of closed two-
dimensional surfaces. The crucial observation is that one can track the power of �1 in
the amplitude under these deformations. In Theorem A.11, we show that for a ribbon
graph with twists and which requires transpositions in order to coherently orient the
faces:

.�1/V.G /
� Y
e2E.G /

.�1/�.e/
�� Y

f 2F .G /

.�1/t.f /
�
D .�1/F.G /;

where �.e/ D 0 if the edge e is untwisted (straight) and �.e/ D 1 if the edge is
twisted; t .f / is the number of reorientations of arrows required to coherently ori-
ent the face f .

The graph G % can be seen as the union of two ribbon graphs:

• One ribbon graph has color 2 and is trivial. It consisting in all the vertices of G %,
each bounded by one face and has no edges. The graph has no twists (as it has no
edges) and all its faces are coherently oriented.

• The second one is the graph of color 1. It has twisted edges, and some transposi-
tions are needed in order to coherently orient its faces.

Then the amplitude of a graph in (3.4) can be written as

A.G %/ D .�2�/E
%.G%/.��/E.G

%/..�1/j1jN1/
F.G%/..�1/j2jN2/

V.G%/;

proving equation (1.1) in Theorem 1.2 for D D 2.

Combinatorial weights. The combinatorial weights in equation (3.4) simplify by
gathering the labeled graphs corresponding to the same unlabeled ribbon graph with
%-edges:

Z.�; �/ D
X
ŒG%�

W.G %/ A.G %/;

where the (positive) weights W.G %/ include all the combinatorial factors coming from
partially resuming (3.4) to a sum over equivalence classes.
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Remark 3.1 (Dual graphs). The amplitudes of a ribbon graph and its dual are relat-
ed by

A.G �/ D .��/E.G
�/..�1/j1jN1/

F.G�/..�1/j2jN2/
V.G�/

D .��/E.G /..�1/j2jN2/
F.G /..�1/j1jN1/

V.G /:

We will see below that W.G %/ D W.G %�/. In particular, for the mixed O.N / ˝
Sp.N /-models, we get A.G %�/ D .�1/V.G

%/CF.G%/A.G %/, hence the contributions
of a graph and its dual cancel if V.G %/C F.G %/ is odd.

A heuristic argument why W.G %/DW.G %�/ goes as follows. We split the quartic
interactions using an intermediate field �1 with indices of color 1 coupling to M via
/ M..g1�1g

1/˝ g2/M . But one can choose the intermediate field to have indices
of color 2 and coupling /M.g1 ˝ .g2�2g2//M . The vertices now contribute factors
of N1 and the faces N2. For any graph, contracting the intermediate field �1 and
introducing �2 in the orthogonal channel passes to the dual graph.

As the combinatorics is insensitive to the symmetry, we focus on the O.N1/ ˝
O.N2/-model. The connected two-point function of this model

G2.�; �/ D Z
�1.�; �/

Z
d�ŒM�TrŒMıM Tı�;

obeys a Dyson–Schwinger equation (DSE). Using

0 D Z�1.�; �/

Z
ŒdM�

�
@

@M a1a2

�
M a1a2e�

1
2 Tr
�
MıM Tı

�
� �4 .TrŒMıM Tı�/2��4 TrŒ.MıM Tı/2�

�
;

we conclude that

G2.�; �/ D N1N2 C .4�@� C 4�@�/ lnZ.�; �/: (3.5)

The free energy lnZ expands in connected graphs. The derivative operator 2�@� C
2�@� generates a rooting of the graph, that we get a sum over graphs with a marked %-
or ribbon-halfedge. Rooted graphs are simpler to count. In Proposition B.1, we show
that the perturbative series of G2 can be written as

G2.�; �/ D
X

ŒG%� connected, rooted

1

2C.G
%�E%/�1

A.G %/; (3.6)

where G % � E% is the graph obtained from G % by deleting all the %-edges and
C.G % � E%/ denotes the number of its connected components. Note that even if G % is
connected as a ribbon graph with %-edges, the graph G % � E% may be disconnected.
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It is well known that rooting trivializes the symmetry factors in ordinary combi-
natorial maps. What is non-trivial is that it also simplifies the factor 2�V jStabT .M

%/j

in (3.4) to 2�.C.G
%�E%/�1/. The combinatorial weight in (3.6) is manifestly invariant

under duality. Rooted ribbon graphs can be embedded into two-dimensional surfaces
with one boundary component corresponding to the rooted face.

The Dyson–Schwinger equation for the connected two-point function can be in-
tegrated in the sense of formal power series to yield the perturbative expansion of the
free energy:

lnZ.�; �/ D
X

ŒG%� connected, rooted,
E orE%>0

1

2C.G
%�E%/C1.E CE%/

A.G %/;

where E and E% denote the number of ribbon edges and %-edges in G %, respectively.
The integration does not spoil the symmetry under duality because the powers of the
coupling constants in the amplitude only depend on the number of edges. Finally, the
partition function Z can then be obtained by exponentiating lnZ.

4. Tensor models

The case D � 3 is treated similarly to the case D D 2. However, as the number of
available quartic invariants grows exponentially withD (recall Lemma 2.2), the num-
ber of intermediate fields grows also. Moreover, the intermediate fields are matrices
with different dimensions. At most one of the Nc factors can be rendered explicit
as a parameter in the integral, and one must rely on graphical methods to track the
other Nc’s.

In D � 3 the perturbative expansion is an expansion in colored multi-ribbon
graphs which can be understood intuitively as stacked ribbon graphs. The Nc to �Nc
duality holds graph by graph because only the combination .�1/jcjNc appears in the
amplitude of a graph.

If one aims to study tensor (or matrix) models with a sensible large N limit, one
needs to rescale the coupling constants with powers of N . Care has to be taken if one
wants to preserve the manifest N to �N duality: this can sometimes require a flip of
the sign of some of the coupling constants.

4.1. Intermediate field representation

Complex random tensor models in the intermediate field representation were, for
example, studied in [15, 26]. We introduce an intermediate field per quartic inter-
action. For a subset of the colors C , we denote by†C the set ofN jC j �N jC j matrices
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(where jC j denotes the cardinality of C ) taken to be symmetric if the sum of the
parities of the indices in C is even and anti-symmetric if it is odd:

†C
D

´
Sym2.

N
c2C Hc/;

P
c2C jcj D 0 mod 2;

ƒ2.
N
c2C Hc/;

P
c2C jcj D 1 mod 2;

�a
1
C
a2

C D .�1/
P
c2C jcj�a

2
C
a1

C 8� 2 †C ;

where we recall that aC denotes a multi-index .ac j c 2 C/. Note that � is always
commuting (bosonic) because

N
c2C Hc is either purely odd or even. For C D ;, set

� 2ƒ01 the commuting scalars. Since � are (anti-)symmetric under exchange of their
two multi-indices, it is useful to introduce the (anti-)symmetric projector

PC W †
C
!†C ;

.PC /
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C
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;

and PC is the identity for C D ;. The projector is such that
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;b1
C
b2

C

:

Lemma 4.1 (Hubbard–Stratonovich transformation). Every quartic tensor invariant
I.T / in equation (2.1)
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with �c fixed permutations of two elements, can (formally) be expressed as a Gaussian
integral

e�
�
4 I.T / D

�
e
1
2 .

@
@�
;PCK

@
@�
/ e
�{

q
�
2 .�;g

˝DnC .T;T //�
�D0

with
.PCK/

a1
C
a2

C
;b1

C
b2

C D .PC /
a1

C
a2

C

;c1
C
c2

C

Kc
1
C
c2

C
;b1

C
b2

C

and
.A;B/ D ga1a2gb1b2Aa1b1Ba2b2 ;

the standard pairing between a vector space and its dual.
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Proof. The indices of color c of the kernel K are connected as

Ka1
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C
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hence, as an operator, K2 D 1 and PCK D KPC . Taking into account that
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we have
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that is, PCKg
˝DnC .T;T /DKg˝DnC .T;T /, henceKg˝DnC .T;T / is a matrix with

the same symmetry type as � . It follows that
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� @
@�
; PCK

@

@�

�n
.�; g˝DnC .T; T //2n

�
�D0

D

� 1X
nD0

.��
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nŠ

�
�
.g˝DnC .T; T /PC /a1
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C
.PCK/

a1
C
a2

C
;b1

C
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C .PCg
˝DnC .T; T //b1

C
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C
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�D0

D

1X
nD0

1

nŠ

�
�
�

4
I.T /

�n
:

When dealing with several quartic invariants, we will label them q and the cor-
responding subset of colors Cq . In order to simplify the notation, we sometimes
drop this subscript. Using the intermediate fields, the partition function of the graded
quadratic tensor model of Definition 2.3 becomes

Z.�/ D

Z
�ŒT � D

Z
ŒdT �e�

1
2g
˝D .T;T /

�
�
e
P
q2Q

1
2 .

@
@�q

;PCqKq
@
@�q

/
� e�

P
q {

q
�q
2 .�q ;g

˝DnCq .T;T //
�
�qD0

;
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where we denoted the coupling constants generically by �. We denote by 1˝C the
identity operator acting on

N
c2C Hc . We define the operator acting on

ND
cD1Hc

A.�/ D
X
q2Q

{

q
2�q1

˝DnCq ˝ �q;

A
a1

D

a2
D

D

X
q2Q

{

q
2�q

� Y
c2DnCq

ı
a1c

a2c

�
.�q/

a2
Cq

a1
Cq

;

and perform the Gaussian integral over T to obtain the partition function in the inter-
mediate field representation:

Z.�/ D
�
e
P
q2Q

1
2 .

@
@�q

;PCqKq
@
@�q

/
e�

.�1/

P
c2D jcj

2 Tr ln.1˝DCA.�//
�
�qD0

: (4.1)

This is the generalization of equation (3.3) to D > 3. The resolvent operator for
tensors is R D .1˝D C A.�//�1. The field % we encountered in D D 2 corresponds
to the unique disconnected quartic invariant Cq D ;. For now, we keep all factors Nc
in the trace: the trace over the color 1 space can be performed explicitly because
1 … Cq for all q 2 Q. In strict generalization of the matrix cases, the sign .�1/

P
c2D jcj

accounts for fermionic/bosonic nature of the tensor field T . Each intermediate field �q
has its own symmetry captured by the sign .�1/

P
c2Cq jcj. The effect of the Hubbard–

Stratonovich transformation on the Feynman diagrams is depicted schematically in
Figure 8.

! !

�q1

�q2

�q3

Figure 8. The Hubbard–Stratonovich transformation.

4.2. Perturbative expansion

Because of the tensor products, the Feynman graphs of the perturbative expansion
of (4.1) are D-colored multi-ribbon graphs. Intuitively, they can be understood as
D stacked ribbon graphs. Ribbon graphs are obtained from combinatorial maps by
replacing their edges by ribbon edges which can then be twisted or not. Similarly, D-
colored multi-ribbon graphs are obtained from edge multicolored combinatorial maps.
These, in turn, are combinatorial maps with edges labeled by subsets of colors C �D .
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¹2º

¹2; 3º

¹1; 2; 3º

¹1º

Figure 9. Left: Edge multicolored combinatorial map withD D 3. Each edge carries a subset of
colors. Center: A multi-ribbon graph obtained from this multicolored combinatorial map. Right:
Multi-ribbon edge corresponding to the quartic invariant of Figure 1 in its untwisted (top) and
twisted (down) state.

Definition 4.2 (Edge multicolored combinatorial map [28]). An edge multicolored
combinatorial map M, depicted in Figure 9 on the left, is composed of

• a finite set � that is the disjoint union of sets �C of halfedges of the colors C 2D ,
all of even cardinality � D

F
C�D �C ;

• a permutation � on � ;

• for every C 2 D an involution ˛C on �C with no fixed points. The involution ˛C

can be extended to the whole of � by setting ˛C .h/ D h 8h 2 �n�C .

The set of cycles of � is the set of vertices of the map V.M/. The set of cycles
of ˛C is the set of edges of colors C , EC .M/, and E.M/ D

S
C�D EC .M/ is the

set of all the edges of the map. The cardinalities of these sets are denoted by V.M/,
EC .M/, E.M/, respectively.

An edge multicolored combinatorial map is connected if and only if the group
freely generated by � and the ˛C acts transitively on � .

The following definition of multi-ribbon graphs is a generalization of signed rota-
tion systems [19] which are equivalent to ribbon graphs.

Definition 4.3 (D-colored multi-ribbon graph). A D-colored multi-ribbon graph G,
depicted in Figure 9 in the center, is an edge multicolored combinatorial map M

equipped with binary variables jC j taking values 0 or 1 on each edge with colors C

(for each edge, we have either a 0 or a 1 for each of its colors):

for e 2 EC .M/; e 7! �.e/ D ¹�c.e/ 2 ¹0; 1º j c 2 Cº:

These edges are called (twisted) multi-ribbon edges. Twisting a multi-ribbon edge e
amounts to flipping all the variables �.e/, that is, �c.e/! �c.e/C 1 mod 2.
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Two D-colored multi-ribbon graphs are equivalent if they differ by reversing the
order of halfedges around a vertex and simultaneously twisting every incident multi-
ribbon edge (self-loops are twisted twice) at a finite number of vertices.

The following graphical representation is depicted in Figure 9. The vertices of
a multi-ribbon graph are represented by D concentric discs with colors ordered from
the innermost to the outermost circle. A multi-ribbon edge e 2 EC .M/ connects the
discs with colors in C of its end vertices by ribbon edges. Only discs of the same
color can be connected and the ribbons carry the color of the discs they are connect-
ing. A 0/1 value of �c.e/ indicates that the ribbon with the color c of the edge e is
un-/twisted. The whole multi-ribbon edge is called untwisted if the ribbon of biggest
color in C is untwisted. The %-edges encountered in Section 3 are the edges with
colors C D ;. They can be represented as dashed.

The faces of color c of G are the closed circuits obtained by going along the sides
of the ribbon edges and along the discs of the vertices of color c. The set of faces of
color c of G is denoted Fc.G/ and its cardinality is denoted Fc.G/. The restriction
of G to a single color Gc is obtained by deleting all the discs and ribbon with other
colors. The graph Gc is an ordinary ribbon graph, possibly disconnected. Observe that
Fc.G/ is also the number of faces of the ribbon graph Gc .

The perturbative expansion of (4.1) is obtained by Taylor expanding and commut-
ing the sum and the Gaussian integral:

Z.�/ D

1X
VD1

.�1/V
PD
cD1 jcj

V Š2V

�
e
P
q2Q

1
2 .

@
@�q

;PCqKq
@
@�q

/
.�Tr ln.1˝D

C A//V
�
�qD0

;

where we suppressed the argument of A. Each Tr ln.1˝D C A/�1 represents a multi-
ribbon vertex. The derivatives

@

@�q
.1˝D

C A/�1 D .1˝D
C A/�1

�
�
@A

@�q

�
.1˝D

C A/�1;

@

@�q
Tr ln.1˝D

C A/�1 D Tr
h
.1˝D

C A/�1
�
�
@A

@�q

�i
;

@A

@�q
D {

q
2�q1

˝DnCq ˝ PCq

create multi-ribbon halfedges which, because of the projector, are joined in a twisted
or untwisted way. The possible types of multi-ribbon edges depend on the quartic
invariants q 2 Q: for brevity the multi-ribbon edges associated to the quartic invari-
ant q are called q-edges. The trace induces a cyclic ordering around the vertex which
by convention we take to be counter-clockwise. Following an index of color c, it goes
around the vertex until it encounters a multi-ribbon halfedge with c 2 Cq . As in the
matrix case, the order of indices is important if jcj D 1. This is accounted for by
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!

Figure 10. Left: A 3-colored multi-ribbon graph. The arrows indicate the order of indices of
the gc

acbc
. In the a priori orientation, arrows point counter-clockwise around vertices and paral-

lel along edges. Right: Ribbon graphs obtained by restricting to a single color. The black arrows
had to be flipped to arrive at a coherent orientation along each face. Compare to Figure 7.

orienting the strands of a vertex in a counter-clockwise manner (Figure 10). Denoting
R D .1˝D C A/�1, the contribution of an edge can be written as

.�{

q
2�q/R�b1Ra1�.PCqKq/

b1a1;b2a2R�b2Ra2�;

and upon setting �q D 0 all the resolvents reduce to the identity operator.
We denote by M the edge multicolored maps and by degq v the number of edges

of type q incident to the vertex v. As in the matrix case, the edges with C D ; are spe-
cial. We call them %-edges and denote sometimes the number of such edges E%.M/.
However, note that the %-edges are also counted as a particular case q-edges for q 2Q.

The halfedges incident at a vertex have colors Cq , and we denote them h
Cq
v , f

Cq0
v

and so on. Each halfedge is composed of jCqj ribbon halfedges, one for each color
in Cq . The corners7 of the map M are the pieces of vertices comprised between two
consecutive halfedges, and we denote them by .hCq

v ; f
Cq0
v /, with the successorf

Cq0
v

of hCq
v when turning around v. The partition function becomes

Z.�/ D
X
M

1

V.M/Š2V.M/

� Y
v2M

1Q
q degq vŠ

�
..�1/

P
c2D jcj/V.M/2E

%.M/

�

Y
q2Q

.��q/
Eq.M/

Y
v2V.M/

� Y
.h

Cq
v ;f

Cq0

v / corner of v

Y
c2D

gc.ac/
h

Cq
v

.bc/
f

Cq0
v

�
�

Y
eD¹h

Cq
v ;h

Cq
w º2E.M/

�
.2PCqKq/

.bCq /
h

Cq
v

.aCq /
h

Cq
v

;.bCq /
h

Cq
w

.aCq /
h

Cq
w

�

Y
c…Cq

.gc/
.bc/

h
Cq
v

.ac/
h

Cq
v .gc/

.bc/
h

Cq
w

.ac/
h

Cq
w

�

7We exclude the % halfedges when identifying the corners.
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with the convention such that if CqD;, then there is no corner and the edge .2PCqKq/

equals 1.
An index of color c is insensitive to the halfedges with colors different from c: an

index follows a face and closes in a trace when the face closes. As in the matrix case,
we obtain either straight edges or twisted ones coming from the two terms in PCq .
In turn, the edges contract on Kp kernels that send the color c either in a parallel
channel or in a cross one. Overall, the ribbon of color c of the edge .2PCqKq/ can
either be straight, which we denote �c.e/D 0, or twisted, which we denote �c.e/D 1.
Let us track the indices of color c coming from a term in PCq and one possible Kq ,
for instance,

.2PCqKq/ � ı
b1c
i ı
a1c
j .�1/

jcjgi b
2
cgj a

2
c D .�1/jcjgb

1
cb
2
cga

1
ca
2
c :

As this term contracts the indices b together and the indices a together, it corresponds
to a ribbon of color c which is twisted. Proceeding similarly for all the edges and
recalling that some g’s need to be transposed in order to orient coherently the faces,
we conclude that

Z.�/ D
X
M

jStabT .M/j

V.M/Š 2V.M/

� Y
v2M

1Q
q degq vŠ

� X
ŒG�2OrbT.M/

A.G/;

A.G/ D ..�1/
P
c2D jcj/V.G/2E

%.G/
Y
q2Q

.��q/
Eq.G/

�

� Y
Cq¤;

Y
e2ECq .G/

.�1/
P
c2Cq �

c.e/jcj
�Y

c

Y
f 2Fc.G/

.�1/t.f /jcjNc ;

(4.2)

where t .f / denotes the number of transpositions needed to orient the face f coher-
ently.

Amplitudes. Up to the overall coupling constants, the amplitude of a graph factors
over the ribbon graphs Gc

A.G/ D 2E
%.G/

Y
q2Q

.��q/
Eq.G/

Y
c2D

h
.�1/V.Gc/jcj

� Y
e2E.Gc/

.�1/�
c.e/jcj

�
�

� Y
f 2Fc.G/

.�1/t.f /jcjNc

�i
;

and using Theorem A.11, this is

A.G/ D 2E
%.G/

Y
q2Q

.��q/
Eq.G/

DY
cD1

..�1/jcjNc/
Fc.G/; (4.3)
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and thus obeys the Nc ! �Nc duality. The %-edges associated to the unique discon-
nected invariant Cq D ; do not have a twisted or untwisted state and bring a relative
factor of two compared to the other multi-ribbon edges.

The two-point function. The connected two-point function of the tensor model

G2.�/ WD Z
�1.�/

Z
d�ŒT � T aDT bDg1a1b1 � � �g

D
aDbD

can be expressed as a perturbative series over rooted multi-ribbon graphs. As in the
matrix case, rooting drastically simplifies the combinatorial factors. The DSE for G2
follows from

0 D

Z
dT

@

@T aD
.T aD e�SŒT �/ ) G2.�/ D

Y
c2D

Nc C
X
q2Q

4�q@�q lnZ: (4.4)

Graphically, the derivatives select an edge of a multi-ribbon graph and because every
edge has two halfedges,

P
q2Q 2�q@�q generates a sum over all possible rootings.

Rooted unlabeled multi-ribbon graphs are equivalence classes of labeled multi-ribbon
graphs that differ only by relabeling of their halfedges, but keeping the root halfedge
fixed. The calculation of jStabT .G/j is a straightforward generalization of the ordi-
nary ribbon graph case, and in Proposition B.1 we show that

G2.�/ D
X

ŒG� connected, rooted

1

2C.G�E%/�1
A.G/; (4.5)

where C.G � E%/ counts the number of connected components of the multi-ribbon
graph obtained after deletion of the %-edges. The free energy lnZ.�/ can be obtained
by integrating the DSE,

lnZ.�/ D
X

ŒG� connected, rooted,
at least oneEq>0

1

2C.G�E%/C1
P
q2QEq.G/

A.G/: (4.6)

Rescaled theories. Models which admit a good 1=N expansion involve couplings
rescaled by various powers of N . In order to maintain the N to �N duality of the
amplitudes, one needs sometimes to flip the sign of the couplings. For instance, for
D D 2, in order to get a sensible large N limit, one needs to rescale the coupling by
a factorN . If one rescales �! �=N in the O.N /˝O.N /-model and �! ��=N in
the Sp.N /˝ Sp.N /-model, the amplitudes graphs differ by .�1/�.G /.8 The equality
is reestablished if one sends at the same time �! ��.

8This was also found in [43].
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A. Classification of ribbon graphs

A.1. Canonical form

We prove in this subsection that a ribbon graph can be brought into a canonical form
obtained by first separating the oriented and unoriented parts of the graph (Proposi-
tion A.1) and then simplifying the oriented part (Proposition A.3).

Proposition A.1. Every connected ribbon graph G is homeomorphic as a topological
surface (two-dimensional CW complex) to a ribbon graph G 0 such that

• G 0 has only one vertex;

• G 0 has either none, or one or two twisted simple self-loops;

• all the remaining edges of G 0 are untwisted.

Equivalently,

G Š G 0 Š

8̂̂<̂
:̂

G†g ; orientable with k D 2g;

G†g _ GRP2 ; unorientable with k D 2g C 1;

G†g _ GRP2 _ GRP2 ; unorientable with k D 2g C 2;

where G†g a ribbon subgraph of G 0 containing only untwisted edges and is cellularly
embedded into a closed orientable surface †g with orientable genus g (we reserve
the notation g for the orientable genus) and k is the non-orientable genus of G 0.

Proposition A.1 is illustrated in Figure 11.
In order to state our second proposition, we need the notion of clean nice crossing.

Definition A.2 (Nice crossing and clean nice crossing). Let e D ¹e1; e2º and f D
¹f1; f2º be two untwisted self-loop edges connected to the same vertex v of a ribbon
graph. Assume f1 < f2 and e1 < e2 in the cyclic order around v.

• The pair .e; f / is a nice crossing [29] if and only if e2 is the successor of f1.

• A nice crossing .e; f / is called clean nice crossing if there is no other halfedge h
of v distinct from e2, f1 satisfying e1 < h < f2, i.e., along v the halfedges are
encountered in the order : : : e1f1e2f2 : : :

Proposition A.3. Every ribbon graph G composed of only untwisted edges is homeo-
morphic as a topological surface (two-dimensional CW complex) to a ribbon graph G 0

with one vertex, one face and 2g edges forming g clean nice crossings, where g is the
orientable genus of G . Equivalently,

G ' G 0 Š Gı
_
g

GT 2 with � D 2 � 2g:
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'

'

'

Š GT 2

Š GT 2 _ GRP2

Š GRP2 _ GRP2

Figure 11. Illustration of Proposition A.1. In the first line the orientable part was further sim-
plified using Proposition A.3. We call the right-hand side the canonical form.

Note that Proposition A.3 can be applied to G†g in Proposition A.1, yielding

G ' Gı
_
g

GT 2
_

0; 1 or 2

GRP2 :

We call the right-hand side of this equation the canonical form of G , see Figure 11.
This is the ribbon graph version of classification theorem of closed surfaces, stating
that every such surface is homeomorphic to the connected sum of a sphere, some
number of tori, and either no, one or two real projective planes.

Contraction and sliding of edges. We introduce two homeomorphisms of ribbon
graphs, viewed as a topological surface with boundary. Similar moves are known in
the literature [23, 42].

Definition A.4 (Contraction of an edge, see Figure 12). Let G be a ribbon graph and
e 2 E.G / an edge connecting two distinct vertices v; w 2 V.G / of coordination p
and q. Remember that v, w and e are all topological discs.

If e is untwisted, we define G=e to be the ribbon graph obtained from G by replac-
ing v, w and e by the single vertex u D v [ e [w (which is again a topological disc)
of coordination p C q � 2 such that in the cyclic ordering around this vertex the
halfedges of v proceed the halfedges of w. The ribbon graph G=e has one vertex and
one edge fewer than G , but the same number of faces.

If e is twisted, we first push the twist along the graph by reembedding the vertexw
such that e is untwisted and proceed as before.
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!

! ! !

Figure 12. Contraction of an untwisted (first line) and twisted (second line) edge in a ribbon
graph.

... ...

... ...

Ia

e1e2 hn : : : h1 e1e2 h1 : : : hn

Ib

e1e2 hn : : : h1 e1e2hn : : : h1

Figure 13. Sliding of edges Ia and Ib. The horizontal line is the vertex with ordering from right
to left.

The contraction preserves the Euler characteristic and the orientability, and is thus
a homeomorphism of surfaces.

A spanning tree of G , that is, a connected acyclic subgraph T � G , has E.T / D
V.G / � 1 edges. One can contract all the edges in a spanning tree and decrease the
numbers of vertices and edges of G to

V.G /! V.G / � .V .G / � 1/ D 1 and E.G /! E.G / � .V .G / � 1/:

The resulting graph is a rosette graph homeomorphic to G .

Definition A.5 (Sliding of edges Ia, see Figure 13). Let e D ¹e1; e2º be a twisted
self-loop edge on the vertex v of a ribbon graph. In the cyclic ordering of halfedges
around v, let e1 < e2 and denote by e1 < h1 < h2 < � � � < hn < e2 all the halfedges
of v that are between e1 and e2.

Sliding of the halfedges h1; : : : ; hn out of the twisted edge e is defined as

(1) Reordering the halfedges to hn < � � � < h2 < h1 < e1 < e2.

(2) Adding a twist (recall that two twists on the same edge cancel) to all the edges
to which h1; : : : ; hn belong.
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... ...

...

......

...

IIa

e1e2 f1f2 hn : : : h1km : : : k1 e1e2 f1f2 hn : : : h1 km : : : k1

IIb

e1e2 f1f2hn : : : h1e1e2 f1f2 hn : : : h1

Figure 14. Sliding of edges IIa and IIb.

Note that the order of the hi ’s has been reversed. Also, note that and after the
sliding, e is a simple twisted self-loop.

Definition A.6 (Sliding of edges Ib, see Figure 13). Let e D ¹e1; e2º be a simple
twisted self-loop on the vertex v of a ribbon graph. In the cyclic ordering of halfedges
around v, let e < 1 < e2 < h1 < h2 < � � � < hn a with hi a collection of consec-
utive halfedges preceding e1 on v. As e is a simple self-loop, there is no halfedge
between e1 and e2.

Sliding of the halfedges h1; : : : ; hn past the twisted edge e is defined as

(1) Reordering the halfedges to e1 < e2 < h1 < h2 < � � � < hn.

Note that the relative order of the hi ’s has not changed, no additional twists were
introduced and e remains a simple twisted self-loop.

Both sliding operation (Ia) and (Ib) preserve the number of faces, do not change
the numbers of vertices and edges and do not alter the orientability. Thus these oper-
ations are homeomorphisms of two-dimensional surfaces.

Definition A.7 (Sliding of edges IIa, see Figure 14). Let .e D ¹e1; e2º; f D ¹f1; f2º/
be a nice crossing at the vertex v of a ribbon graph. In the cyclic ordering of halfedges
around v, let us denote by

e1 < h1 < � � � < hn < f1 < e2 < k1 < � � � < km < f2

the halfedges located between e1 and f2.
Sliding of the halfedges h1; : : : ; hn; k1; : : : ; km out of the nice crossing .e; f / is

defined as

(1) Reordering the halfedges to k1 < � � � < km < h1 < � � � < hn < e1 < f1 <

e2 < f2.

Note that the order of the set of hi ’s and kj ’s was interchanged, but the relative order
in each set remained unchanged. After sliding, .e; f / is a clean nice crossing.
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Definition A.8 (Sliding of edges IIb, see Figure 14). Let .e D ¹e1; e2º; f D ¹f1; f2º/
be a clean nice crossing at the vertex v of a ribbon graph. In the cyclic ordering of
halfedges around v, let us denote by

h1 < � � � < hn < e1 < f1 < e2 < f2

a collection of consecutive halfedges preceding e1 on v.
Sliding of the halfedges h1; : : : ; hn past the clean nice crossing .e;f / is defined as

(1) Reordering the halfedges to e1 < f1 < e2 < f2 < h1 < � � � < hn.

Note that the relative order of the hi ’s is unchanged; .e; f / remains a clean nice
crossing.

Like the sliding along twisted edges, the sliding along a nice crossing (IIa, IIb) is
a homeomorphism of two-dimensional surfaces.

Proof of Proposition A.1. Let G be a connected ribbon graph.

First. Contract a spanning tree T � G . This decreases the number of edges and ver-
tices by V.G / � 1 and the resulting ribbon graph G=T is a rosette graph, that is,
a graph with only one vertex.

Second. If G=T does not contain any twisted edges, then it can be embedded into an
orientable surface †g of genus g.

Otherwise, use sliding out of twisted self-loop edges (Ia) to create simple twisted
self-loops. This operation may create new twists in the halfedges. Once a twisted
self-loop is created, use the slide (Ib) to move it “to the right” on the vertex.

Proceed until all the twisted edges of the rosette graph belong to simple twisted
self-loops. The resulting graph is a connected sum of an orientable graph O containing
only untwisted edges and p copies of GRP2 , i.e., ribbon graphs with only one simple
twisted loop:

O _ GRP2 _ � � � _ GRP2„ ƒ‚ …
p-times

:

Third. By sliding as depicted in Figure 15, three neighboring simple twisted self-
loops can be reduced to one simple twisted self-loop and a clean nice crossing:

GRP2 _ GRP2 _ GRP2 Š GRP2 _ GT 2 ;

hence it is possible to reduce the number of simple twisted self-loops (and twisted
edges in total) to zero, one or two. Slide (Ib) the clean nice crossings to the left of the
twisted self-loops.
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(a) (b)

(c) (d)

Figure 15. Deforming three neighboring simple twisted self-loops into a graph with only one
twisted edge. (a) and (b): By inverting (Ia), slide a halfedge of the left and right twisted simple
loop into the central one. This creates a nice crossing. (c): Use (IIa) to slide the central twisted
loop out of the nice crossing. (d): The result has only a single simple twisted loop.

Finally. One arrives at a graph G 0 of the form

G 0 Š

8̂̂<̂
:̂

G†g ; orientable with k D 2g;

G†g _ GRP2 ; unorientable with k D 2g C 1;

G†g _ GRP2 _ GRP2 ; unorientable with k D 2g C 2

with �.G / D �.G 0/ D 2 � k.

Proof of Proposition A.3. Let G be a connected ribbon graph with only untwisted
edges. Such a graph can be embedded into an orientable surface.

First. Contract a spanning tree T1 � G to arrive at a rosette graph G=T1.

Second. Contract a spanning tree in the dual graph T2 � .G=T1/
�. This corresponds

to deleting edges in G in a way that preserves the Euler characteristic, the orientability
and the connectivity.

This reduces the number of faces and edges by F.G /� 1 and gives a superrosette
graph R, that is, a graph with one vertex, one face and only untwisted edges. A super-
rosette always contains at least one nice crossing.

Third. Choose a nice crossing .e; f / in R and slide (IIa) all the halfedges encom-
passed by the nice crossing out of .e; f /. The result has the structure

R Š R=.e; f / _ GT 2 ;

where R=.e; f / is again a superrosette graph with genus decreased by one. Iterating
one arrives at

R Š Gı _ GT 2 _ � � � _ GT 2„ ƒ‚ …
g-times

:
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A.2. Sign of a ribbon graph

Let G be a connected ribbon graph. An a priori arrow orientation9 of a G (which
has nothing to do with the orientability of the embedding surface) is defined by the
following:

(1) counter-clockwise pointing arrows at the corners of each vertex;

(2) parallel pointing arrows on the strands of each edge.

We denote �.e/D 0 if the edge e is untwisted (straight) and �.e/D 1 if the edge e
is twisted. Furthermore, we denote by t .f / the number of reorientations of arrows
required to coherently orient the face f with all the arrows pointing in the same
direction along its boundary. The sign of G is defined as

sgn.G / D .�1/V.G /
� Y
e2E.G /

.�1/�.e/
�� Y

f 2F .G /

.�1/t.f /
�
:

This is well defined. In order to determine the sign of G , one needs to determine
the number of arrow flips that are necessary to go from an a priori orientation of G

to an orientation where all arrows point coherently along the faces of G (such an
orientation will be called coherent). Since every face consists of as many corners as
edge strands, the total number of arrows along a face is even and switching between
two coherent orientations requires an even number of arrow flips. Also, as any two
a priori orientations differ by an even number of arrow flips (pairs of arrows along the
edge strands), switching between a priori orientations at fixed coherent orientation
does not change the sign of the graph.

Lemma A.9. The sign of a graph is

• invariant under reembedding of the vertices;

• invariant under contraction of a tree edge.

Proof. Consider an a priori arrow orientation of G . Re-embedding a vertex of de-
gree d brings d new twists, but one needs to reverse d vertex corners in order to
orient the re-embedded vertex counter-clockwise.

Consider now a tree edge e connecting two vertices v and w in a graph with
a priori orientation (which by the first item we can assume to be untwisted). A flip of
an arrow coherently orients the disc u D v [ e [ w, but this is canceled by the fact
that under contraction the number of vertices of the graph goes down by 1.

Lemma A.10. The sign of a graph is invariant under the sliding moves.

Proof. We consider a graph G having a twisted self-loop as in Figure 16 (a).

9This is the arrow orientation encountered in Section 4.
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... ...

(a)
hn:::h1

(b)
h1:::hn

(c)
h

(d)
h

Figure 16. Sliding I at a twisted self-loop in a coherently oriented graph. The red and blue
corners and strands belong to the red and blue face, respectively. The number of reversed arrows
and additional twists is always even.

... ... ... ...

... ...

(a)
km:::k1 hn:::h1

(b)
km:::k1hn:::h1

(c)
km:::k1hn:::h1

(d)
h

(e)
h

Figure 17. Sliding II at a nice crossing in a coherently oriented graph. No arrows are reversed,
nor are halfedges twisted.

We denote by G 0 the graph obtained from G by the sliding Ia. All else being equal,
in order to pass from an a priori orientation of G to the coherent orientation depicted in
Figure 16 (a) two corner arrows had to be reversed, while for G 0 only one. However,
G 0 has one twist more than G . As the graphs are otherwise identical, they have the
same sign. For Ib sliding, there is no extra twist, but both graphs need only one local
arrow reorientation.

We now consider a graph G having a nice crossing as in Figure 17 (a) and denote
by G 0 the graph obtained from G after sliding. In all the cases, the same number of
arrow flips is needed in order to pass locally from an a priori to the coherent orienta-
tions depicted. As G and G 0 are identical elsewhere, they have the same sign.

Theorem A.11 (Sign of a ribbon graph). For any connected ribbon graph G , we have

sgn.G / D .�1/V.G /
� Y
e2E.G /

.�1/�.e/
�� Y

f 2F .G /

.�1/t.f /
�
D .�1/F.G /;

where F.G / is the number of faces of G .
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Proof. From Lemmas A.9 and A.10, the sign of a graph is invariant under the reduc-
tion moves used in Proposition A.1. It follows that, not only

G Š G 0 Š

8̂̂<̂
:̂

G†g ; orientable with k D 2g;

G†g _ GRP2 ; unorientable with k D 2g C 1;

G†g _ GRP2 _ GRP2 ; unorientable with k D 2g C 2;

but also sgn.G / D sgn.G 0/. The sign of G 0 is easy to compute using the following:

• G 0 has one vertex;

• each simple twisted self-loop brings a .�1/ for the twist and another .�1/ in order
to change from an a priori arrow orientation to a coherent one;

• the number of untwisted edges of G 0 is the number of edges of G†g , that is,
E.G†g /. Exactly one arrow for each such edge needs to be flipped in order to
pass from an a priori to a coherent arrow orientation of G 0.

Therefore, sgn.G 0/D .�1/1CE.G†g /. The theorem follows by observing that the Euler
relation for G†g reads 1�E.G†g /C F.G†g /D 2� 2g.G†g /, hence F.G†g /D 1C
E.G†g / mod 2, and the number of faces is invariant under contraction and sliding
F.G†g / D F.G

0/ D F.G /.

B. Symmetry factors

The aim of this section is to prove the following proposition.

Proposition B.1. The perturbative series of the two-point function

G2.�/ WD Z
�1.�/

Z
d�ŒT � T aDT bDg1a1b1 � � �g

D
aDbD

can be written as the sum

G2.�; �/ D
X

ŒG%� connected, rooted

1

2C.G
%�E%/�1

A.G %/:

Before proving this proposition, we discuss some useful facts. The symmetry fac-
tor of a ribbon graph in the perturbative series (3.4) of Z.�/ is obtained as

• a factor 1
2V nIVP

, where nIVP is the number of permutations of vertex labels, that
give the same labeled map;

• a factor 1
degvŠ deg% vŠ for every vertex;

• a factor counting the number of ways to connect labeled halfedges to form the
same combinatorial map M% underlying G %, taking into account the different
ways to label the halfedges;
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• a factor jStabT j and the number of combinatorial maps such that G % is contained
in their orbits under T .

For example, the weight of the ribbon graph in Figure 7 is

1

23 � 1„ƒ‚…
2V nIVP

jStabTj‚…„ƒ
22

5Š � 1Š � 2Š � 0Š � 1Š � 3„ ƒ‚ …Q
v degvŠ deg% vŠ

�

labeling and
connecting halfedges‚ …„ ƒ
2 � 5Š � 3Š D

1

2
:

Stabilizer of rooted ribbon graphs with respect to T . Rooting simplifies the cal-
culation of jStabT .M/j. The finite group T that twists the ribbon edges is defined
on graphs with a fixed but arbitrary labeling of their edges. The rooting can be used
to induce such a labeling: Fix a spanning tree and enumerate all edges as they are
encountered on a counter-clockwise walk following the unique face of the tree, start-
ing at the root.

We first focus on ordinary combinatorial maps and ribbon graphs. The results can
be generalized to graphs with %-edges, by considering the ordinary ribbon graph that
is obtained by deleting the %-edges.

Lemma B.2. Let G be a rooted, connected ribbon graph. We denote by V1 and V2 the
numbers of non-root vertices of degree one and two, respectively. Then

jStabT .G /j D 2
V1CV2 :

Proof. The orientation of the root vertex is held fixed. If a non-root vertex has degree
one, twisting the edge incident to it does not change the ribbon graph—the twist is
“reducible”. If a non-root vertex has degree two, twisting both incident edges again
does not change the ribbon graph. If both halfedges of a degree two vertex belong to
the same edge, it is necessarily the root vertex, since G is assumed to be connected.
This is depicted in Figure 18.

It follows thatX
M

connected;
rooted

jStabT .M/j

2V

X
ŒG �2OrbT.M/

A.G / D
X
M

connected;
rooted

1

2V�3

X
ŒG �2OrbT.M/

A.G /; (B.1)

where V�3 denotes the number of non-root vertices of degree� 3. In order to reshuffle
this expression into a sum over rooted ribbon graphs, we recall that two ribbon graphs
are equivalent if one can be obtained from the other by vertex re-embeddings. This
implies that if two combinatorial maps M1 and M2 differ only by reversing the order
of halfedges around some of their vertices, then OrbT .M1/D OrbT .M2/. Reversing
the order of halfedges at a vertex of degree lower than three is trivial, hence for rooted
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� �

Figure 18. Reducible twists at vertices of degree one and two.

ribbon graphs the multiplicity is 2V�3 . As a result, the perturbative series of the two-
point function G2 (3.5) for � D 0 is

G2.0; �/ D
X

ŒG � connected, rooted

A.G /:

When taking the %-edges into account, we recall that T acts trivially on them.
Thus, it is sufficient to consider the ribbon graph G D G % � E% obtained by deleting
all the %-edges of G %. However, when calculating jStabT .G

%/j a subtlety arises: G D

G % � E% is not necessarily connected. The %-edges can be used to induce a rooting at
every connected component Gc � G : Consider the connected components as effective
vertices in a graph with only %-edges; pick a spanning tree in that graph; from every Gc

there is a unique path in the tree to the original root; let the halfedge of Gc , belonging
to that path, be another root. The stabilizer StabT .G / factors over the Gc and using
Lemma B.2 for each rooted connected component, one obtains

jStabT .G /j D
Y

Gc�G

2V1.Gc/CV2.Gc/:

One has to partially resume the double sum over combinatorial maps and ribbon
graphs with %-edges analogous to (B.1) into a sum over rooted ribbon graphs with %-
edges. The multiplicity of a ribbon graph with multiple rooted connected components
is
Q

Gc�G 2
V�3.Gc/ and one arrives atY

Gc�G

2V.Gc/�1 D 2V.G /�C.G /;

where C denotes the number of connected components: the �1 in the exponent ap-
pears because V1, V2 and V�3 count only non-root vertices, hence sum up to V.Gc/� 1
in each connected component.

Proof of Proposition B.1. The discussion above goes through mutatis mutandis for
multi-ribbon graphs. Combining (4.2) with (4.4), the perturbative series of the two-
point function can be written as

G2.�/ D
X
M

connected, rooted

jStabT .M/j

V.M/Š 2V.M/�1

� Y
v2M

1Q
q degq vŠ

� X
ŒG�2OrbT.M/

A.G/
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with M and edge multicolored combinatorial map. All objects in the above expression
are fully labeled. Rooting prevents non-trivial symmetry factors, thus it is sufficient
to count the ways to assign labels to a multi-ribbon graph:

(1) Pick a spanning tree.

(2) There are V Š ways to label the vertices.

(3) At the root vertex v0, the root breaks the cyclicity of halfedges, thus there areQ
q degq v0Š ways to label the different types of multi-ribbon halfedges.

(4) At each non-root vertex one halfedge is part of the unique path in the tree
towards the root.

This again breaks cyclicity and there are
Q
q degq vŠ ways to label the halfedges.

The amplitudes do not depend on the labeling, thus, in terms of unlabeled but rooted
objects,

G2.�/ D
X

M connected,
rooted;

unlabeled

jStabT .M/j

2V.M/�1

X
ŒG�2OrbT.M/

A.G/ D
X
ŒG�

connected;
rooted

1

2C.G�E%/�1
A.G/;

where C.G � E%/ counts the number of connected components of the multi-ribbon
graph after deletion of the %-edges.

For example, G2 up to quadratic order in the coupling constants for D D 2 is

G2.�; �/ D N1N2 � �.N1N2 CN
2
1N2 CN1N

2
2 /

C �2
�
.2C 2C 1/N1N2 C .4C 1/N

2
1N2 C .4C 1/N1N

2
2

C .4C 1/N 2
1N

2
2 C 2N1N

3
2 C 2N

3
1N2

�
� 2�

�
N1N2 C

1

2
N 2
1N

2
2

�

C 4�2
�
.1C 2/N1N2 C

1

2
.4C 1/N 2

1N
2
2 C

2

4
N 3
1N

3
2

�

C 2��
�
.4C 2/N1N2 C .4C 2/N

2
1N2 C .4C 2/N1N

2
2

C
4

2
N 2
1N

2
2 C

4

2
N 3
1N

2
2 C

4

2
N 2
1N

3
2

�
C � � � :
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Take, for example, the last three graphs. After deleting the %-edges, each graph
splits into two connected components, this gives a factor 1

2
and in addition there are

4 distinct ways of rooting these graphs.
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Received 13 July 2022; revised 13 January 2023.

Razvan Gurau
Institut für Theoretische Physik, Heidelberg University, Philosophenweg 19,
69120 Heidelberg, Germany; Centre de Physique Théorique (CPHT), Ecole Polytechnique,
Route de Saclay, 91128 Palaiseau, France; Perimeter Institute for Theoretical Physics,
31 Caroline St. N, Waterloo, ON N2L 2Y5, Canada; gurau@thphys.uni-heidelberg.de

Hannes Keppler
Institut für Theoretische Physik, Heidelberg University, Philosophenweg 19,
69120 Heidelberg, Germany; keppler@thphys.uni-heidelberg.de

https://doi.org/10.1093/oso/9780192895493.001.0001
https://doi.org/10.1093/oso/9780192895493.001.0001
https://zbmath.org/?q=an:1480.81004
https://mathscinet.ams.org/mathscinet-getitem?mr=4516827
https://doi.org/10.1016/0370-2693(90)91400-6
https://doi.org/10.1016/0370-2693(90)91400-6
https://zbmath.org/?q=an:1332.81084
https://mathscinet.ams.org/mathscinet-getitem?mr=1062824
https://doi.org/10.4310/SDG.1990.v1.n1.a5
https://zbmath.org/?q=an:0757.53049
https://mathscinet.ams.org/mathscinet-getitem?mr=1144529
https://doi.org/10.1088/1751-8121/ab3752
https://zbmath.org/?q=an:1509.81564
https://mathscinet.ams.org/mathscinet-getitem?mr=4028950
https://doi.org/10.1007/s00220-003-0846-0
https://doi.org/10.1007/s00220-003-0846-0
https://zbmath.org/?q=an:1033.57004
https://mathscinet.ams.org/mathscinet-getitem?mr=1990878
mailto:gurau@thphys.uni-heidelberg.de
mailto:keppler@thphys.uni-heidelberg.de

	1. Introduction and conclusion
	2. Definitions
	2.1. The real quartic graded tensor models
	2.2. Ribbon graphs and combinatorial maps

	3. Matrix models
	3.1. Intermediate field representation
	3.2. Perturbative expansion

	4. Tensor models
	4.1. Intermediate field representation
	4.2. Perturbative expansion

	A. Classification of ribbon graphs
	A.1. Canonical form
	A.2. Sign of a ribbon graph

	B. Symmetry factors
	References

