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Haefliger’s differentiable cohomology
Luca Accornero and Marius Crainic

Abstract. We review Haefliger’s differentiable cohomology for the pseudogroup of diffeomor-
phisms of RY; see “Haefliger (1976)”. We unravel the structure that governs such cohomologies,
which, remarkably, is related to the so called Cartan distribution underlying the geometric study
of PDEs. Hence, we extend Haefliger’s differentiable cohomology to the general framework of flat
Cartan groupoids, investigate its infinitesimal counterpart, and relate the two by a van Est-like map.
Finally, we define a characteristic map for geometric structures on manifolds associated with flat
Cartan groupoids. The outcome generalizes the existing approaches to characteristic classes for
foliations “Bernstein and Rosenfel’d (1972)”, “Bott and Haefliger (1972)”, “Bernstein and Rosen-
fel’d (1973)”, and “Haefliger (1976)”. The motivation for this work is two-fold. On the one hand, it
is motivated by the recent approach to geometric structures via multiplicative (Cartan) distributions;
see “Salazar (2013)”, “Yudilevich (2016)”, and “Cattafi (2020)”; from that perspective, we are con-
structing characteristic classes for such structures. On the other hand, it is motivated by our (ongo-
ing) attempt to turn classical symmetries (pseudogroups) into non-commutative, Hopf-algebraic,
ones; such attempt is inspired by existing work in non-commutative geometry; see “Connes and
Moscovici (2001)”, “Moscovici and Rangipour (2009)”, and “Moscovici and Rangipour (2011)”. It
also aims at a unified approach which allows for non-transitive pseudogroups.

Dedicated to André Haefliger on his 90th birthday.
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1. Introduction

Various geometric structures on manifolds M come with invariants that live in the coho-
mology of the ambient space M, and which are organized into a map from a certain
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“universal space” (associated with the type of structure one is looking at) to the coho-
mology of M ; such maps are called generically “characteristic maps”. For instance, for
vector bundles, one has Pontryagin/Chern classes and the Chern—Weil homomorphisms.
To help the reader, but also to put things into perspective, in the first section of this paper,
we overview some of the standard characteristic maps (for principal bundles, for flat ones,
for foliations, and then for more general I'-structures).

Haefliger’s differentiable cohomology arose in the development of characteristic
classes for foliations ¥ in analogy with the one for flat principal bundles. The theory
had produced

« explicit/geometric characteristic maps k¥ , in the spirit of Chern—Weil theory, defined
on certain Lie algebra cohomologies that can be computed explicitly (Section 2.3),

» abstract characteristic maps /cafs built via classifying spaces and maps, defined on a

rather huge and complicated cohomology H *(BT'?) (Section 2.4),

* auniversal characteristic map «"™ (Section 3.1),

fitting together in a commutative diagram

H*(ag.0y) —~<"— H*(M).

univ

H*(BTY)

fl;s was constructed rather abstractly and even its domain H*(BT'?)

is rather huge and unmanageable. There have been several more explicit descriptions of
this cohomology, and of the abstract characteristic map, most notably:

As the name indicates, k:

* asa “de Rham-like” cohomology based on the Bott—Shulman complex (Section 2.6),

* via sheaf cohomology and then, based on explicit bar-type resolutions, via group-like
cochains on I'?, the groupoid of germs of diffeomorphisms of R?. This is in complete
analogy with the cohomology of discrete groups which, themselves, play a similar role
in characteristic maps for flat principal G-bundles.

While everything was very similar to the case of flat principal bundles, there was still
a question left: whether one could make sense, inside the complex computing the coho-
mology H*(BTY?), of a “differentiable complex of I'?” giving rise to a “differentiable
cohomology”

H (')
and whether one could prove a “van Est isomorphism” between this cohomology and
H*(ag, Oy), so that the previous diagram becomes

HEA(D9) ~ H*(ag. 0g) —— H*(M).

|

H*(T%) ~ H*(BTY)
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Of course, the vertical map would be simply the one induced by the inclusion of differ-
entiable cocycles into the general ones. This is precisely the task undertaken by Haefliger
in [20]. While Gelfand-Fuchs cohomology H*(ag. O4) continued to play a central role
in the discussion of characteristic classes for foliations, Haefliger’s differentiable coho-
mology remained a rather ad hoc construction, which seems to work primarily for infinite
jet groupoids. On the other hand, while it received little attention within the classical
approach to characteristic classes, it was very nicely used in Noncommutative Geometry
in order to relate Hopf-cyclic cohomology with Gelfand—Fuchs cohomology [27]. One
of the aims of this paper is to explain and provide more insight into Haefliger’s differen-
tiable cohomology, by providing a conceptual and more general framework, with an eye
on questions in Noncommutative Geometry (see below).

As it was/is interesting to generalize such constructions from foliations to general I'-
structures (also called I"-foliations), we will proceed in this generality. But it is fair to say
that everything was in place in this generality already during Haefliger’s work mentioned
above. The only little problems were that

* one usually assumed that I was transitive,

 while in principle Haefliger’s differentiable cohomology H_;(I'?) could just be copied
for any pseudogroup I', the situation is actually a bit more subtle (and, as we shall point
out, it is for Lie pseudogroups I" that everything works).

Furthermore, looking at Haefliger’s definition, it is clear right away that the outcome does
not depend on I', but rather on the associated infinite jet groupoid J°°I" (and certain struc-
ture on it). One of the main driving questions behind this paper was to find the structure on
J°°T" that makes Haefliger’s differentiable cohomology work. The outcome is that of “flat
Cartan groupoid (X, €)”, whose resulting cohomology we called Haefliger cohomology

H,(2.6).

For ¥ = J°°T", we find out that the extra-structure that we were after is precisely the well-
known Cartan distribution € on infinite jet spaces plus the (less known) understanding of
its compatibility with the groupoid structure; and, of course,

}*I:aef(‘loor"e) = c;ff(r)

‘We must add here that the notion of Cartan groupoid (and variations) came already to
our attention from our study of Lie pseudogroups from the point of view of PDEs, and
of the corresponding geometric structures [8, 32, 38]. The fact that such different aspects
point out to the same structure may seem quite surprising/remarkable at first; at a sec-
ond thought however, they just show that it is always the same structure that makes the
jet spaces interesting and useful over and over again. This rather philosophical insight is
actually used several times inside the paper. For instance, the theory of almost geometric
structures reveals the notion of flat “principal Cartan groupoid-bundle” or, in the terminol-
ogy of Section 4, of flat (X, €)-structure. We use that notion to point out that some of the
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characteristic maps associated with geometric structures depend only on the underlying
almost structures. In turn, this may have interesting applications to the study of almost
structures themselves: as pointed out in Remark 6.4, the resulting Haefliger characteristic
maps may be used to detect almost I'-structures that are not integrable.

At this point we would like to mention a second motivation for the present work:
strengthen the bridge between classical symmetries (Lie pseudogroups) and non-commu-
tative symmetries (encoded in Hopf-like structures). The aim would be to extend the
previous work in this direction [10, 28, 29] to general (possibly non-transitive) Lie pseu-
dogroups or even to flat Cartan groupoids (in order to relate it to the unifying approach to
geometric structures from [8, 32]). One step (that we plan to undertake in future work) is
to construct the correct Hopf-like objects, extending the constructions from [10,28]. The
second step would be to investigate the resulting Hopf-cyclic cohomologies, while a third
one would concern characteristic maps; this paper should provide the necessary “classical
aspects” for carrying out the second and third steps. This is one of the motivations for
investigating the van Est map in this generality (notice that, when one moves away from
the transitive case, there is no direct analogue of H™* (a4, Oy4)). It is also fair to say that
our approach to characteristic maps associated with geometric structures is inspired by
already existing non-commutative theory [9—11].

Here is a brief outline of the paper. In Section 2, we briefly review the connection-
curvature construction and the classifying space approach to characteristic classes for
principal bundles and flat principal bundles, and the similar machinery for characteris-
tic classes for foliations. We introduce pseudogroups and recall the equivalence between
the category of pseudogroups and the category of effective étale groupoids. We review the
Bott—Shulman model and the sheaf theoretical approach to the cohomology of the classify-
ing space of an étale groupoid. In Section 3, we adapt Haefliger’s definition of H j;(I'?) to
a general Lie pseudogroup I'. We proceed to investigate the minimal structure that allows
us to construct an analogous cohomology on a general Lie groupoid ¥ = X, discover-
ing flat Cartan connections; we then briefly review the canonical flat Cartan connection
on J*°TI'. In Section 4, we depart from Lie pseudogroup to work with Lie groupoids
equipped with a flat Cartan connection, introducing what we called “Haefliger cohomol-
ogy” and discussing some examples. We also study flat principal bundles in this context,
which include “almost geometric structures” as a particular example. In Section 5, we
present the infinitesimal picture of the theory discussed in Sections 3 and 4. Finally, in
Section 6, we discuss a van Est theorem for groupoids equipped with a flat Cartan con-
nection — generalizing a similar result proved by Haefliger for Diff},.(R?). We conclude
presenting a characteristic map for “flat principal actions” of groupoids with a flat Cartan
connection. Specializing to J°°T'? with its canonical Cartan connection, we recover Hae-
fliger’s approach to the characteristic classes of foliations. Throughout the paper, we need
to work with pro-finite (dimensional) manifolds and pro-finite Lie groupoids. Since some
of the properties that we make use of are not explicitly spelled out in the literature, we
provide a detailed appendix.
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2. Overview of various characteristic classes

2.1. Geometric/abstract characteristic classes for principal bundles

Characteristic classes for principal G-bundles P — M (G being a Lie group and P, M
smooth manifolds) are usually introduced either:

(geom): more explicitly/geometrically: one uses connections to produce explicit coho-
mology classes on the base M of the principal G-bundle. Known as the Chern—Weil
theory, it produces the so-called Chern—Weil map

«F Inv(g) > H*(M)

defined on the space of G-invariant polynomials Inv(g) = S(g*)€ on the Lie algebra
gof G.

(abs): more abstractly/topologically: this is based on the existence of a certain principal
G-bundle EG — BG which is universal in the sense that any principal G-bundle
P — M arises as the pull-back of EG via a classifying map M — BG. This map
is unique up to homotopy; hence, one has a uniquely defined characteristic map in
cohomology:
kb H*(BG) — H*(M). 2.1
In the more abstract approach, one concentrates on the classifying space BG and its
cohomology, and one would like to have more explicit models. While BG is unique
up to homotopy, there are various known models for it; however, in general, BG still
remains rather abstract. Of course, its cohomology may be simpler and one hopes for
more explicit models for realizing H*(BG) and K;;s. Of course, the Chern—Weil map « *
fits this scheme. First of all, one has a natural map

k" : Inv(g) — H*(BG)
that can be thought of as the Chern—Weil map associated with the universal bundle EG,

and all the maps fit in a commutative diagram:

nv(g) —<— H*(M).

o | % 2.2)

abs
H*(BG)

Furthermore, it is known (see e.g. [14]) that, for compact Lie groups G, k""" is an

isomorphism and, therefore, the two characteristic maps «f and K,is become identified:

H*(BG) = Inv(g).

When G is compact and connected, by restricting to a maximal torus 7 C G (with Lie
algebra t C g), Inv(g) becomes isomorphic with the algebra of polynomials on t that are
invariant under the action of the corresponding Weyl group W; ie., H*(BG) = S(t*)".
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More in general, when G is compact with the connected component of the identity denoted
by Gy, one has an action of G/Gg on S(t*)" and

H*(BG) = Invg,g, (St*)").

When G is non-compact and has finitely many connected components, the cohomology of
BG is canonically isomorphic to the cohomology of BK, the classifying space of the max-
imal compact subgroup K of G. Therefore, for Lie groups, the rather abstract H*(BG)
can often be made quite explicit.

Example 2.1. When looking at complex vector bundles £ — M interpreted as principal
GL,, (C)-bundles Fr(E) - M, K = U(n) with maximal torus 7" (diagonal matrices),
and the Weyl group W = §,, permuting the entries, we have

H*(BGLA(C)) = H*(BU(n)) = Rlx1, ..., x,]" = Rlci, ..., cnl,

where the x;’s are degree one variables and the ¢;’s are the fundamental symmetric poly-
nomials on the x;’s. Of course, for a rank n complex vector bundle £ — M,

ci(E) = iyl B (ci) € HY (M)
are the usual Chern classes of E.

Example 2.2. A similar discussion applies to the Pontryagin classes of real vector bundles
F—->M,

pj(F) € HY (M), (Oij <k:= [%} n =rank(F)),

which are usually defined as the even Chern classes ¢, (Fc) of the complexification F¢
of F (with the footnote that the odd classes vanish). The relevant group is G = GL,(R)
and

H*(BGLy(R)) = H*(BO()) = Rly1...., > = Rlp1..... pil.

where k = [5] and y; has degree 2. Of course, with the mind at the definition p; (F) =

¢2j (Fc), one may think that y; = x]z.

2.2. Geometric/abstract characteristic classes for flat bundles

The previous discussion serves as guideline in various other contexts. For instance, a
related (and actually simpler) discussion is that of characteristic classes for flat G-bundles
P - M:

(geom): more explicitly: the flatness is encoded in a flat connection 1-form w € Q! (P, g).
This is immediately turned into a chain map from the Chevalley—Eilenberg complex
of g to the de Rham complex of P and then to a map in cohomology,

K?: H*(q, K) — H*(M), 2.3)

defined on the Lie algebra cohomology of g relative to a maximal compact subgroup
K of G.
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(abs):  abstractly/topologically: the flatness of P ensures that it arises from a principal
G?-bundle (G endowed with the discrete topology); hence, by the discussion above,
the relevant characteristic map is

k@ : H*(BG®) — H*(M).

abs

Again, the two theories are related to each other via a “universal characteristic map”
Kuniv . H*(g K) N H*(BGS)
s , .

Actually, everything can be made even more explicit since

« there is a simple explicit model computing H*(BG?), namely, the group cohomology
H{ (G) of G viewed as a discrete group; recall that the relevant complex is given by
group cochains C8p (G)=CP(G% ={c : G? - R} (which ignore the topology on G),
while the differential is the group differential given by

P
8(c) (g1, 8&p+1) = c(g2,..., 8&p+1) + Z(—l)‘c(gl,...,gi “gi4ls---s8ps1)
i=1

+ (=D e(gr,.... gp). 2.4)
* of course, inside C (G) one has the subcomplex of differentiable cochains
Cin(G) C C5'(G)

*

and then the so-called differentiable cohomology Hj(G) mapping naturally into
H} (G) = H*(BGY),
* one has the so-called van Est isomorphism,
VE : HX(G) = H*(g. K).
All together, everything fits in one commutative diagram analogous to (2.2):
H}(G) ~ H*(g, K) ——— H*(M).
Kuniv (25)
H}(G) = H*(BG?)
Example 2.3. For flat complex vector bundles, one deals with G = GL,(C),
Hy(GL,(C)) = H*(gl,(C, U(n))) =~ A(hy, ..., han—1),

the exterior algebra in generators h3;—; of degree 2i — 1. In some sense, the vanishing
of the Chern classes (in degree 2i) give rise to “secondary” classes in odd degrees. A
completely analogous story holds for real vector bundles. See, e.g., [21].
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2.3. Geometric characteristic classes for foliations

The explicit/geometric approach to characteristic classes for foliations has an outcome
similar to what has been described above: for a codimension ¢ foliation ¥ on a mani-
fold M, there is an explicit characteristic map

«’ GF} — H*(M), (2.6)

defined on certain cohomology groups G F, ;. Here we use the notation “GF” to illustrate
the fact that these groups are usually referred to as “Gelfand—Fuchs cohomology groups”.
Themselves rather explicit/computable, they have several different descriptions, depend-
ing on the way one approaches characteristic classes for foliations.

The most explicit way of describing codimension ¢ foliations on a manifold M is
as codimension g sub-bundles ¥ C TM which are involutive (closed under taking Lie
brackets). And the explicit approach to «¥ arises by looking at the associated normal
bundle v = TM/¥ . Actually, one of the origins of the characteristic classes for foliations
is Bott’s vanishing theorem which says that all the usual characteristic classes (polynomial
expressions in the Pontryagin classes) of v vanish in degrees > 2¢. As for flat bundles,
this gives rise to “secondary classes” which Bott constructs (see [5]) in the spirit of the
Chern—Weil theory. The vanishing result indicates that, instead of the polynomial algebra
Rlei, ..., cq], one should be using

Rylet,....cql :=Rler, ..., cql/{P : deg(P) > 2q}.

Combined with the fact that the odd Chern classes of vc vanish, one eventually discovers
the differential graded algebra

WOq = A(hl,h3,...,h(q)) ®Rq[c1,...,cq],

where ¢; have degree 2i, h; have degree 2i — 1 (and defined only when i itself is odd),
and (g) is the largest odd number with 2 (g) — 1 < ¢, endowed with the differential

d(c;) =0, d(hi)=ci.

With these,
GFq* = H*(WOq).

Another rather explicit but more conceptual standard description of GF; is as the
cohomology of the Lie algebra a, of formal vector fields on RY, i.e., expressions of type

q ‘ 9
X=> fix' o x)—

axt’

where the f%’s are formal power series in the variables x'’s. We endow a, with the
power series topology and we consider the resulting (continuous) Lie algebra cohomology
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H*(ay) and the relative version H*(ag, Oy). As explained in [6], there is a canonical map
from WOy to the relative Chevalley—Eilenberg complex, which induces an isomorphism

H*(WO,) = H*(ay. O,).

With this in mind, «¥ can be constructed in the spirit of (2.3).

2.4. Abstract characteristic classes for foliations: Pseudogroups and I' -structures

The abstract characteristic map for foliations is based on the reinterpretation of foliations
as principal bundles where, instead of Lie groups as structure groups, one has to allow for
pseudogroups/étale groupoids.

To recall this, we start from the very definition of (codimension ¢) foliations ¥ on M :
as partitions of M by connected immersed submanifolds (leaves) of codimension ¢ which,
locally, look like

R" =R” xR? = | J R? x{y} (p=n—q).
yeR4
This is realized by “foliation charts” on opens U; C M (covering M),
xi : Ui — R";
the fact that the leaves are preserved translates into the fact that the changes of coordinates
Xj© )(i_l are, locally, of type
(x,y) = (hij(x, ), i ()

Of course, this definition is equivalent to the description as an involutive sub-bundle of
T'M thanks to Frobenius’ theorem.

A slight variation is obtained by realizing that the leaves are induced by (i.e., are just
the connected components of fibers of) submersions

fi . Ui — Rq,
and the different submersions f; are, locally, related by
fi = gij o fi. 2.7

These are the same g;;’s as before, and they are diffeomorphisms between opens inside
R? — the collection of which we denote by Diff,.(R?). Notice that these g;;’s are there
only locally: even when i and j are fixed, as U; N U; may be disconnected. One can
elegantly encode this situation by passing to germs:

I'? := {germ,(¢) : ¢ € Diffioc(R?), x € Domain(¢)}.

This has the so-called germ topology, in which the basic opens are the ones consisting of
germs of any given ¢ € Diffjo.(R?):

U(¢) := {germ,(¢) : x € Domain(¢)}.
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Equipped with such topology, I'? is locally Euclidean; in fact, the natural projection
germ, (p) € T?9 - x € RY

is a local homeomorphism. Consequently, I'? can be equipped with a natural smooth
structure, with the caveat that it is neither Hausdorff nor second countable. Nevertheless,
with this one may say, with a slight abuse of notation, that

g,-j:U,-ﬂUj—>Fq

are smooth maps, bringing foliations closer to principal bundles. Note, in particular, that
the cocycle condition
8jk8ij = 8ik

is satisfied, as it follows from (2.7) and the fact that the f;’s are submersions. Understand-
ing what allows one to write down such an equation reveals the relevant structure behind
this discussion. In particular, one discovers the more general setting of pseudogroups, étale
groupoids, and I'-structures. We stress that this general framework not only allows us to
get an abstract characteristic map for foliation in complete analogy with (2.1) but provides
us with a unifying approach that

* produces more general constructions; i.e., the characteristic map is defined for I'-
structures, Definition 2.6 below;

» is well suited to describe a geometric map as well, Sections 2.5 and 3;

* paves the way for a further generalization of the various concepts involved, Sections 4,
5, and 6, which makes the structure behind both maps and their interplay conceptually
clear.

We start by summing up the main definitions and constructions.
First of all, a pseudogroup on a manifold X is a subset I' C Diffj,.(X) of the set of
diffeomorphisms between opens in X satisfying the following axioms:

e I'is closed under composition or inversion and it contains the identity idx.
e T'is closed under restriction to smaller opens.

* Let U be an open cover of an open set U c X and ¢ a diffeomorphism defined on U
and such that ¢|yy € I forall U € U. Then, ¢ € T'.

Of course, the basic example for us is Diffj,.(R?). As indicated by the discussion
above, to talk about cocycles (and principal bundles) it is useful to pass to germs

Ferm(I') := {germx(q§) pel, xe Domain(d))}

endowing Ferm(I") with the germ topology; as for I'?, this choice of topology makes
Germ(I") locally Euclidean. The structure present on ¥erm(I") that is relevant to our dis-
cussion is that of groupoid over X — schematically denoted as

Ferm(I') = X,
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In more detail, it comes with source and target maps
s,t:germ(I’) —> X

which send an element germ, (¢) to x, and ¢ (x), respectively; and, using the composition
of functions, any two elements y1, y, € erm(I") which match (i.e., s(y1) = #(y2)) can
be composed to give y; - y2 € Ferm(T'). Indeed, writing y; = germ,, (¢;), the matching
condition is x; = ¢(x3) and then ¢ := ¢ o ¢, is well defined around x := x,; hence, we
can define y; - y» := germ,(¢).

There is one important property of the groupoid Ferm(I") to be noticed: it is an étale
groupoid, in the sense that its source and target maps are local diffeomorphisms. The fact
that étale groupoids ¥ = X are closely related to pseudogroups on X is seen right away
by looking at the bisections of g, i.e., submanifolds 8 C § on which both s and ¢ restrict
to diffeomorphism onto opens inside X, U := s(X) and V := ¢(X).

One can re-interpret such bisections as sections of s

b:U—>%¢

with the property that ¢ o b is a diffeomorphism onto its image (b is the inverse of s|g,
and, reversely, B is the image of ). Any such bisection gives rise to a diffeomorphism
$s = ¢p 1= germ, (7) o germ, )1 U -V (2.8)
and, all together, they form the pseudogroup TI'g associated with §. Note that
» the pseudogroup associated with an étale groupoid of type Ferm(I") is T itself;
» for a general étale groupoid § = X, there is a canonical surjection from ¥§ into the
germ groupoid associated with I'g,
9 — Germ(I'g), g+ &,
where &, is represented by a/any open neighborhood X, of g on which s and # restrict
to diffeomorphisms — more directly, by the germ of ¢ 3.

It is customary to call an étale groupoid ¥ =3 X effective if, for g € §, the germ b, is the
identity only if g is a unit arrow. All together, one obtains

I'onX =X

up to isomorphism or, more precisely, an equivalence of categories. However, many no-
tions involving pseudogroups I' (e.g., equivalences, cocycles, actions) are simpler and
more elegantly described passing to the associated germ groupoids Ferm(I").

{pseudogroups} 1-1 {effective étale groupoids}
<>

Definition 2.4. Let I be a pseudogroup on X and let M be another manifold. A I"-cocycle
on M consists of a cover U = {U; }ie; of M and smooth maps

vij cUiNU; — Ferm(I')
satisfying the following:

o fori = j,each y;;(x) is a unit (hence can be seen as a point in X),
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» for arbitrary i and j and x € U; N Uj, y;5(x) is an arrow from y;; (x) to yj; (x),

and such that the cocycle condition
Vik (%) - vij (X) = yik(x)

is satisfied for all x € U; N U; N Uy. Similarly, we talk about §-cocycles for any groupoid
% =2 X by replacing above $erm(I") with §.

Note that the dotted conditions actually follow from the cocycle one and the fact that
it should make sense. Spelling them out, the first condition encodes maps

fi=yii:U—-X

while the second condition means that, around each x € U; N Uj, one can find g;; € T’
representing y;; (x) such that, on its domain,

fi = gijo fi.

When we want to emphasize the f;’s, we also say that (U, f;, yij)i,jer is a I'-cocycle. If
the maps f; are submersions, then the cocycle condition follows automatically, but not in
general.

One recognizes the discussion from foliations when X = R?, I" = I'?, and the f;’s are
submersions. General I'?-cocycles can be thought of as “singular foliations” in the naive
sense: the fibers of the f;’s can change dimension when moving transversally.

Remark 2.5. Any open cover U = {U;}ie; of a manifold M gives rise to a Mayer—
Vietoris groupoid Mq; which allows us to re-interpret the notion of cocycle a bit more
conceptually. The groupoid My, is defined over the disjoint union of the U; as the pull-
back of the unit groupoid M = M. More explicitly, Mq, is the groupoid

LlUimUjjl_lUi,
i i

where to describe the groupoid structure we write the elements in the base as pairs (i, x)
withi € I and x € Uj;, and the elements in the total space as triples (i, x, j) with i, j € 1
and x € U; N Uj; in these notations, the target, source, and composition are

ti,x,j) = (0.x), sGx.j)=(0.x), @x.j) (. x. k)= x.k).

With this, for any étale groupoid § = X, a §-cocycle y = {y;;} on M over an open
cover U = {U;} of M is the same thing as a morphism of groupoids

y: My — 8. 2.9)

There is also a straightforward analogue of the notion of equivalence of cocycles for
Lie groups, called equivalence of I'-cocycles. Compactly, two I'-cocycles indexed by [
and J are equivalent if they are part of a larger I"-cocycle indexed by 7 LI J.
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Definition 2.6. A Haefliger T'-structure on a manifold M is an equivalence class of I'-
cocycles. A I'-structure on M is a Haefliger I'-structure induced by a I'-cocycle for which
all the f;’s are submersions.

Remark 2.7. A remark is due concerning our choice of terminology.

I"-structures are sometimes also called I'-foliations. This terminology emphasizes the
fact that a I"-structure on M induces a foliation (built out of the fibers of the submersions
fi’s from the cocycle). In some sense, a "-structure on M is a foliation together with
extra-structure in the transversal direction.

Moreover, in some of the existing literature, the term “I"-structure” is reserved to the
case when the dimension of M is equal to the dimension of X (on which T lives). Under
such assumption, one usually works with the notion of I'-atlas on M, i.e., a smooth atlas
modeled on opens in X with the property that the coordinate changes are elements of I'.
Of course, this is just the notion of I'-cocycle which becomes simpler due to the condition
dim(M) = dim(X).

Example 2.8. Let X = C¥ = R?* and let ' be the pseudogroup of holomorphic dif-
feomorphisms. A T'-structure on a 2k-dimensional manifold M is the same thing as a
complex structure on M ; if dim(M) > 2k, one is looking at transversally holomorphic
foliations on M of codimension n — 2k.

On the other hand, a Haefliger I'-structure on M induces a singular foliation on M,
and the fact that such foliation can be “presented” by a I'-cocycle can be interpreted as
the existence of a complex structure in the transverse direction/on its leaf space.

As for cocycles with values in a Lie group G, one can re-encode everything into more
global objects: principal bundles. In particular, this allows one not to worry anymore about
the choice of coverings (and the corresponding notion of equivalence).

This can be done (and will be needed) in the generality of Lie groupoids. A Lie
groupoid is a groupoid ¥ = X where both the arrow space and the unit space are smooth
manifolds, all the defining maps are smooth, and both the source and the target map are
surjective submersions. We will use § to denote arrow spaces of étale groupoids and X to
denote arrow spaces of more general, non-étale, Lie groupoids.

For a Lie groupoid ¥ = X, a principal ¥-bundle over a manifold M, schematically

described as
z P
1l N
I
X M’

is a manifold P, together with a submersion & : P — M and a free and proper action of
3 on P from the left, along some smooth map p : # — X, such that 7 is identified with
the resulting quotient map P — P/ X. Recall here that an action of ¥ on P means that
any arrow g € X from x to y gives rise to “multiplication by g” between the resulting
Ju-fibers

ptx)=>p'y)., pegep
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satisfying the usual identities for actions. Of course, everything is required to be smooth
—1i.e., (g, p) — g - p is smooth as a map defined on the submanifold ¥ x P C ¥ x P
consisting of pairs (g, p) with u(p) = s(g). Similarly, one can talk about actions from
the right and right principal X-bundles:

S

when the multiplication p — p - g by an arrow g € X from x to y takes u =1 (y) to w1 (x).
The action is free if the equalities of type g - p = p hold only when g is a unit arrow; and
the action is proper if the map ¥ x P — P x P, (g, p) = (g - p, p) is a proper map.
These conditions can be slightly reformulated by saying that one has a smooth action of
Y on P such that the map

YxP—>PxyP

is a diffeomorphism.
For future use, we recall here that a (say, left) action of ¥ on P along i : P — Xis
equivalently encoded into the Lie groupoid structure on ¥ x P = P such that

s(g.p)=p, tgp) =g-p, (hg-p) (g p) = (hg p).

The Lie groupoid X x P = P is called the action groupoid associated with the action of
% on P; when such action is principal, the diffeomorphism X x P — P xps P isinfacta
Lie groupoid isomorphism, where the right-hand side carries the groupoid structure with
structure maps

s(p1,p2) = p1.  t(p1.p2) = p2.  (p1.p2) - (p2. p3) = (p1.p3).

Of course, the entire discussion is completely similar to that from principal bundles
with Lie structural group. And so is the relationship with cocycles: given such a principal
3-bundle 7 : P — M, one chooses a cover {U, };e; of M by opens U; on which P admits
sections 0; : U; — P, and then, on points x € U; N U; in the overlaps, one can write

0i (x) = yi(x) - 0;(x)
for some y;; (x) € X. Note the resulting maps into X are

fi=poo; :U; - X

and one ends up with a X-cocycle. And, still proceeding like for Lie groups to define the
notion of equivalence of cocycles (see [30]), one obtains
{ ¥-cocycles on M } 1-1 {principal 3-bundles on M }
R .

(up to equivalence) (up to isomorphism)
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And, again as for Lie groups, for any Lie groupoid X, one can talk about its classifying
space BX, for which there are various homotopically equivalent models. Principal X-
bundles & : P — M come together with classifying maps M — BX uniquely defined up
to homotopy. A standard approach can be found in [33]; BX can be defined as the thick
geometric realization of the nerve of X (see also Section 2.6).

Observe that, when the Lie groupoid ¥ = X is an étale groupoid § = X, the projec-
tion 7 is an étale map. To stress this, we will use the notation & for the total space of a
principal ¥-bundle. We focus now on this case.

As a consequence of the existence of a classifying space, one has abstract characteristic
maps

k> H*(Bg) — H*(M). (2.10)
An explicit construction is described/recalled a bit later in Example 2.21. For § =§erm(I")
associated with a pseudogroup I', one uses the notation BI'. Finally, applied to codimen-
sion g foliations ¥ on M interpreted as I'?-cocycles, one obtains the resulting abstract
characteristic maps that are of interest for us:

k¥ H*(BTY) — H*(M). (2.11)

abs
2.5. Intermezzo: back to geometric characteristic classes (for I' -structures)

While the discussion of the abstract characteristic classes map led us to the more general
context of pseudogroups I" and I'-structures, it is natural to wonder whether also the geo-
metric characteristic map (2.6) can be adapted to this more general context. The answer is
“yes”, at least in the case of pseudogroups I' that are Lie (see below) and transitive in the
sense that for any two points in the base, x, y € X, there exists ¢p € I' such that ¢ (x) = y.
The key is to look at the infinitesimal counterpart of diffeomorphisms, i.e., at vector fields.

Definition 2.9. Let I be a pseudogroup on X.

* A (local) T-vector field is any (local) vector field X on X with the property that its
associated flow of diffeomorphisms ¢% all belongs to I'. Denote by X (U) the space
of such vector fields defined over U C X open.

* A formal T-vector field at x, for x € X, is an infinite jet at x of a local I"-vector field
defined around x. Denote by a, (I") the space of such.

*  When I is a transitive pseudogroup on X = R?, x = 0, the space ao(I") can be
equipped with the Lie bracket defined by

o"X. jo Y] = Jg [X. Y],
where X, Y are local I"-vector fields around 0; it will be called the algebra of I'-vector
fields on RY, or the formal algebra of T, and will be denoted by a(T").

Concerning the third point, it is not difficult to see that, when I' is transitive, all the
formal algebras a, (I") are isomorphic to each other; hence, up to isomorphism, there is an
unambiguously defined formal Lie algebra a(I"); however, to work with a concrete model,
one has to fix a base point x € X. When X = R? and I' is the pseudogroup Diffj,. (R?),
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the resulting Lie algebra is denoted by a,. Notice that in this case, formal vector fields
X € ag4 are simply expressions

q
- 0
X = E it xh)—,
- ox?

where each f? is a formal power series in x!, ..., x9.

For a general pseudogroup I', germs of elements from I' gave rise to the groupoid
Germ(I"). Similarly, for / € N, [-jets of elements from I" give rise to the groupoid of
I-jets J'T', and one has the tower of groupoids

J®T > ... > Jir > JI-'r > ... 5 Jir = Jor. (2.12)

For instance, J°T' € X x X and, if T is transitive, this inclusion becomes equality. For
general [, J'T is a subspace of the manifold J/ (X, X) of /-jets of diffeomorphisms of X.
When all these are smooth submanifolds and all the projections in the tower are surjective
submersions, one says that I" is a Lie pseudogroup. Lie pseudogroups are best discussed
in the framework of profinite-dimensional differential geometry, which allows us to make
sense of J°T as a pf Lie groupoid. We refer to the appendix; in particular, Example A.38
provides a definition of Lie pseudogroup that fit into this framework and explores some
of the features of the tower above. Using terminology from the appendix, we point out
that we will always assume the tower above to be a normal pf-atlas of J°°T, i.e., that
the natural map J*°I' — h(_m JIT is a bijection. Here, we are especially interested in the
inverse system of the isotropy Lie groups J /T, atany x € X, for / € N. The isotropy group
J Ty is isomorphic to the limit of this system via an isomorphism of pf-Lie groups.
Thanks to the Lie assumption, one can find, at each b € X, a subgroup K C J T}, such
that its projection at each finite-order / is a maximal compact subgroup of J'T'. Such a
K will be called a maximal compact subgroup at b; they are unique up to conjugation.
As before, when I' is transitive, one can move from x to any other point in X and carry
K to similar groups at other points. In particular, when I" is a transitive Lie pseudogroup
over X = R?, we use x = 0 and we talk about maximal compact subgroups for I". For
instance, when I is the entire pseudogroup Diffj,.(R?), one can take K = O(q); this can
be embedded in the isotropy group of the infinite jet groupoid of Diff},.(R?) by taking
infinite jets of linear orthogonal maps.

Theorem 2.10 ([7, Theorems 1-2]). For any transitive Lie pseudogroup T" on R? and for
any choice of a maximal compact K, any principal § = Serm(I")-bundle  — M can
be associated with a map in cohomology

k?  H*(a(T), K) — H*(M)
such that

*  when I' = Diff\c (R?) and P describes codimension q foliations, one has a canonical
isomorphism

H*(ag. 0(q)) = H*(WOy)

and we recover the geometric characteristic map k¥ (2.6) of the foliation.
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* if P encodes a I'-structure, with induced foliation ¥ on M, then the composition of

k% with the canonical map induced by the inclusion i : a(T') < a is precisely the

geometric characteristic map k¥ (2.6).

H*(ag, 0(q)) ul H*(M).

H*(a(l), K)

2

Incidentally, let us point out here that the obvious map from X(R?) to a, (taking the
infinite jet at the origin) is known to induce isomorphisms in (continuous) Lie algebra
cohomology (see [16]), and this provides yet another description of the Gelfand—Fuchs
cohomology. In fact, this is the original approach of Gelfand and Fuchs.

2.6. Cohomology of classifying spaces: the Bott—Shulman model

With the construction of the abstract characteristic map in mind (see the conclusions of
Section 2.4), we see that, as for Lie groups, what really matters for us is just the coho-
mology of the classifying spaces rather than the classifying spaces themselves. There are
various more explicit models available — each one of them providing a more or less explicit
description of the characteristic map. One such model is the Bott—Shulman double com-
plex Q*(X*), defined for any Lie groupoid ¥ = X. It is based on the so-called nerve of %,
whose construction we briefly recall. One considers the spaces £?) C E? of p-strings

(g1, .., gp) of composable arrows of X, related by the maps:
(82.---.8p) ifi =0,

di : =P 2PV di(gr.. .. gp) =1 (g1, 8i&i1,..-.gp) forl<i<p-—1,
(glﬁ"'vgp—l) if i = p.

Note that these maps show up already when looking at group cohomology, the differential
(2.4) being simply

5= (-Did.

i

The same formula, but using pull-backs of forms, defines a differential which, together
with de Rham differential, forms a double complex

(Q*(2™). 8. du).
with associated total complex

Tot"Q*(Z®) := P QUESP). Do =8+ (—1)?dg on Q1(Z?).  (2.13)
pt+a=k

We refer to both of them as the Bott—Shulman complex of the Lie groupoid ¥ = X.
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Definition 2.11. The cohomology of the Bott—Shulman complex is called the de Rham
cohomology of the Lie groupoid ¥ =% X, denoted by Hj (X).

By a folklore theorem, for Hausdorff groupoids, this is isomorphic to the cohomol-
ogy of BY (see below). Furthermore, also the product structure on cohomology can be
exhibited directly on the Bott—Shulman complex:

— U — : QUED) x Q7 (2P))  Qatd (5D,

® Ug 0 1= (—l)qp/ﬁrst; (@) Alasty (@),

where first, : (P70 — 5(P) keeps the first p arrows, and last, keeps the last p’.
Of course, the signs are chosen so that Dy satisfies the Leibniz identity w.r.t. the total
degree:
Dyoi(@ Uit a)/) = Diot(@) Uyt o + (_l)kw Utot Dtot(w/)» (2.14)

where k = p + g is the total degree of w € Q9(Z(P). Therefore,
(TOt Q*’*(E)» Dior, Utot)

becomes a DGA and the isomorphism with H*(BX) mentioned above is an isomorphism
of algebras.
Recall also that, next to the maps d;, there are also the degeneracy maps

5; 2P S 2D g, g = (g lgivr..) (0<i<p).

All together, they form the nerve of X, which is a simplicial manifold, in the sense that
the simplicial identities

e sj—1d; ifi < J,
d,’dj = dj_ld,' ifi < Js . L L.
T dis; =4id iti e{j,j+1}, (2.15)
sis; =881 ifi > j, o
sidiy ifi>j+1
are satisfied. The main point is that to any simplicial manifold one can associate a space,
called geometric realization — a construction which applied to the nerve of X produces
precisely BX. See [33].
We are interested in the case of étale groupoids ¥ = X such as Ferm(I") — where
there are a couple of remarks to be made.

Remark 2.12. So far we have ignored one issue: some of our groupoids, especially the
ones that use the germ topology such as §erm(I"), have a space of arrows which is a non-
Hausdorff manifold. Often one just ignores at first this aspect, carries on, and returns later
adapting the arguments/constructions to include the non-Hausdorff case. This affects our
discussions here because the folklore theorem that the Bott—Shulman complex of § com-
putes the cohomology of B'§ requires § to be Hausdorff. The reason is very simple: for
non-Hausdorff manifolds M, differential forms still provide a resolution of the constant
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sheaf, but it is no longer a “good” resolution (not even acyclic); in other words, while there
still is a canonical map from de Rham cohomology to sheaf cohomology (with coefficients
in R, say), this may fail to be an isomorphism if M is not Hausdorff. However, pinpoint-
ing the problem also indicates the way out: just build an analogue of the Bott—Shulman
complex which uses “good resolutions”. However, as indicated above, for the reader who
is not comfortable with non-Hausdorff manifolds, one may just assume first that we work
only with pseudogroups for which §erm(I") is Hausdorff.

The other remark to be made is that, for étale groupoids, there is more structure avail-
able that allows one to re-interpret the Bott—Shulman complex (and variations of it). Very
briefly, the sheaves of differential forms on the base carry an action of the groupoid (using
the germs (2.8) induced by arrows). This brings us to another approach to the cohomology
of BE which, in this context, was first considered by Haefliger: via §-sheaves and their
cohomology.

2.7. Cohomology of classifying spaces: sheaf theoretical approach
The notion of I'-sheaf for a pseudogroup I'" over X should be clear.

Definition 2.13. Given a pseudogroup I" over X, a [-sheaf is any sheaf § over X together
with an action of " on §, i.e., a collection of maps

¢*:8(V)—>S{U), UV opensinX
—one for any element ¢ : U — V of I" — satisfying the functoriality condition
Tyt =(Yog)

for any ¢, ¥ € T composable. We denote by Sh(I") the resulting category of I'-sheaves
(where morphisms are morphisms of sheaves that commute with all ¢*’s). Similarly, we
introduce the category Ab(I") of abelian I'-sheaves, or the category Vectgr (I") of I'"-sheaves
of vector spaces.

Note that, in some sense, we are enlarging the lattice of opens @ p(X) in X by I". We
interpret @ p(X) as the category with the opens U C X as objects, and inclusions U — V
as morphisms — so that a (pre-)sheaf on X can be interpreted as a functor @ p(X) — Set.
Any pseudogroup I' gives rise to a similar but larger category O pr(X), with the same
objects, but where the morphisms are all the smooth maps ¢ : U — V between opens
in X such that, as a map from U to ¢(U), ¢ belongs to I'. Intuitively, one should think
of O pr(X) as representing the lattice of opens in the quotient space X/ I" of I"-orbits —
where the orbit of x € X is defined as the set of y € X such that ¢(x) = y forsome ¢ € I'.
With this, I'-sheaves can be interpreted as contravariant functors

S : Opr(X) — Set

satisfying the gluing condition. Of course, the sheaves of sections of natural bundles [31]
are automatically I"-sheaves for any I". One example to have in mind is differential forms.
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Sheaf cohomology of topological spaces X arises taking the right derived functors of
the global sections functor @ p(X) — Ab. For I"-sheaves, one considers invariant global
sections.

Definition 2.14. For a I"-sheaf §, a global section s € §(X) is called invariant if, for any
¢:U—VinT,

¢*(slv) = slu.
We denote by $™(X) the space of such sections.

It is not difficult to see that the category Ab(I") of abelian I'-sheaves is abelian and
S > $™(X) is a left-exact functor; one can also show that Ab(I") has enough injectives
(see [19]).

Definition 2.15. Given a pseudogroup I' over X, the resulting right derived functors of
S > §™(X) are denoted by

HP(T,-) :Ab(T') — Ab, S+~ HP(T,S).

HP(T,S) is called the p-cohomology group of T with coefficients in §.

Hence, in order to compute the cohomology with coefficients in § explicitly one needs
an injective resolution
0—>8—I*

by I'-sheaves of § and H* (T, §) is the cohomology of the complex:
0 — I*(X).

For the constant sheaf § = R, we simplify the notation to H*(T"). As for usual cohomol-
ogy, concrete models are obtained using various injective resolutions of R € Ab(I"). And
this provides explicit models for H*(BT).

Theorem 2.16. For any pseudogroup I, H*(I") is canonically isomorphic to H*(BT).

It is interesting to rewrite the entire discussion about cohomology in terms of germ(I")
rather than I' itself. Of course, an outcome is a slight generalization to the more general
context of étale groupoids ¥ = X. One way to proceed is to consider the analogue of
O pr(X) known as the embedding category of § and denoted by Emb(§). Its objects are
opens U C M, while arrows from U to V' are bisections ¢ : U — § with the property that
t(o(U)) C V. The product of 0q : Uy — § from U to U, with o, : Uy — § from U, to
Us is given by

02 - 01(x) = 02(01(x)) - 01 (x).
This gives rise to the resulting categories of §-sheaves Sh(§), Ab(9), etc. Also the dis-
cussion about cohomology carries on without any change, giving rise to

H*(8.) : Ab(§) — Ab,

and the analogue of Theorem 2.16 continues to hold; see [25].
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We would like to emphasize that, even if one is interested only in the case ¥ =
Germ(I") for pseudogroups I, the point of view of étale groupoids provides extra-insight.
For instance, the usual interpretation of (standard) sheaves $ on a space X as étale spaces
§>X (made of germs of sections) has now a straightforward generahzanon §-sheaves
become étale spaces §>X together with a (continuous) action of ¥ on 5 - say from the
right. In particular, any arrow of ¥, g : x — y, induces an action by g, g* : §; — Sx.
While sections of the sheaf correspond to sections of S — X, for such a (global) section s,
the meaning of invariance should be clear:

g (s(») = s(x)

for any arrow g : x — y of §.

Another illustration of the use of étale groupoids is the fact that they provide bar-type
complexes computing the cohomology. Ultimately, this is what allows one to relate this
cohomology to the Bott—Shulman complex (and to overcome the non-Hausdorff problem).
Furthermore, this also provides a framework that puts together the characteristic classes
for foliations with the ones for flat bundles; note here that, when § is just a discrete
group (interpreted as an étale groupoid over a point), one just recovers the usual group
cohomology (Example 2.20).

To describe the bar-type complexes, we follow [20]. As in the previous subsection, we
look at the space of p composable arrows

P =g x, - %, 8.

A p-cochain on § with values in a §-sheaf § is any global section of the pull-back t*§ of
the sheaf § to §(”) where ¢ : (P — X takes the target of the first element of a p-string.
The corresponding space is denoted by C?(§, §). Hence,

CP(5,8) =T (8P, 1*$). (2.16)

Equivalently, in terms of the stalks S, (i.e., the associated étale spaces of germs S — X),
a p-cochain ¢ € C?(§,S) is a map

5P 5 (g1,....8p) > c(81..... 8p) € Si(en)
which is continuous. The groupoid differential
§:CP(9.8) - CPtl(g,$)
is defined by the adaptation of formula (2.4), where we use the action by g; so that the

resulting formula lands in the desired space (germs at 7(g1)):

p
8(c)(g1.- -+ 8pr1) = 81-C(82u- . 8pr1) + Y (D) C(g1.- . & Git1-- -2 pt1)
i=1

+ (=D)?*e(gr,..., gp). (2.17)
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Notice that, if ® : $! — $2 is a morphism of §-sheaves, there is an induced morphism
of complexes C*(§,S!) — C*(¢, 5?).

In particular, for pseudogroups, one obtains the following notion of cocycle, which
would not have been so natural without the viewpoint of the germ groupoid.

Definition 2.17. Given a pseudogroup I" over X, by a continuous p-cochain on I', we mean
any p-cochain on the germ groupoid §erm(I") = X, with resulting complex denoted by

Cln(T.8) := C*(germ(D), §),
for any I'-sheaf §.

Returning to general étale groupoids ¥ = X, it is not so easy to “resolve” an arbitrary
sheaf § by a resolution consisting of sheaves which are injective as §-sheaves (or just
acyclic w.r.t. the cohomology of §-sheaves). One reason is that the injectivity (or acyclic-
ity) as a sheaf over X does not imply the injectivity (or acyclicity) as a §-sheaf. The
bar-complexes arise by “resolving” the sheaves in steps. The outcome is the following.

Theorem 2.18. Let S be a §-sheaf and
0—>8§—>F*

a resolution by §-sheaves which are acyclic as sheaves on X and also when pulled back
to the spaces §P) via t. Then, for all k,

H*(9.8) = H*(C*(8,™),
where the right-hand side is the k-th cohomology group of the double complex

(C?(g.7.8.d)),,

and d is induced by the differential of the resolution ¥ *.

See [19] for a proof; in [20], the above theorem is used to define continuous cohomol-
ogy via the Godement resolution of a sheaf. The advantage of the Godement resolution

08 —>e’s sels —»ezs...

(defined over any space) is that it is flabby (hence also acyclic) and is preserved by taking
pull-backs via étale maps — hence, the previous theorem applies.

The above theorem only needs the base X to be a topological space. When X is a
manifold and we deal with real coefficients, we have also the de Rham resolution

0— Rx — Q% - Qx — - (2.18)

by the g-sheaves of differential forms. Since the maps ¢ : §?) — X are étale, they pull
back the sheaf of differential forms on X to the sheaves of differential forms on the
manifolds €?). Hence, one obtains the following, which gives a re-interpretation of the
Bott—Shulman complex:

QIgP) =€rg,Qd).
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Recall that the sheaf of differential forms of any degree is acyclic whenever we work over
Hausdorff manifolds. Consequently, one obtains the relationship with de Rham cohomol-
ogy mentioned above (see Definition 2.11) [19,20].

Lemma 2.19. For any étale groupoid § = X, there is a canonical map
L Hx(9) - H*($,R)

and, if'§ is Hausdorff, this map is an isomorphism.

In the non-Hausdorff case, the situation is a bit more delicate and Theorem 2.18 may
not apply to the de Rham resolution; hence, in that case, one obtains a map between the
two cohomologies, but it may fail to be an isomorphism.

Example 2.20. It is clear that when § = G is a discrete group viewed as an étale groupoid
over a point, one recovers the usual cohomology of G with coefficients in G-modules.

At the other extreme, one has that, for any manifold M, the cohomology of the unit
groupoid M = M (consisting only of units) is the standard sheaf cohomology of M.

A related example is the groupoid M9, associated with an open cover U of M (see
Remark 2.5). Due to the gluing condition on sheaves, there is an immediate equivalence
of categories

Ab(M4yy) = Ab(M)

and it is not difficult to see that also the cohomology is preserved:
H*(M, S) = H*(M‘u, Su)

Example 2.21 (back to the abstract characteristic map (2.10)). The very last example
gives, as promised, a more concrete model for the abstract characteristic map (2.10). To
achieve that, recall that any §-cocycle y = {y;;} over the cover U can be interpreted as
a morphism of groupoids y : My — § (cf. Remark 2.5). Furthermore, it is clear that the
Bott—Shulman complex (and the de Rham cohomology) of groupoids is functorial with
respect to groupoid morphisms. Hence, a cocycle y induces

y* i CP(9.Q%) — CP(My, Qf)

¢ = y¥ (o).
where, explicitly,

Y (s (X) = S (€ (Viprip (XD - - Vigiy (%)) (2.19)

Here, we are making use of the fact that a groupoid cochain in My is the same thing as a
Cech cochain. Passing to cohomology,

y* HE(8) —> H*(M). (2.20)
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When § is Hausdorff so that we can apply Lemma 2.19 (see also Theorem 2.16), this
becomes precisely the promised explicit description of the characteristic map (2.10). In
the general case, this is the composition of

L Hix(§) > H*($,R) =~ H*(BY)
with the characteristic map (2.10)

k2 H*(BE) - H*(M).

abs

Remark 2.22 (product structure). One of the advantages of the bar-complexes is that
they allow one to exhibit explicitly the product structures present in cohomology. For
instance, for any three abelian §-sheaves 81, S,, and § and any map of abelian §-sheaves
w: 8 ® S, — §, one has an induced operation

—Up—:CP(8,.8) x CP(8.8,) —> CPtP'(g.8),
(c1 Uy c2)(g1s- -2 &p+p')
=w(c(gi .- 8p)s 81 &p € (Gpt1---2&p+p)) € Sier)-
In particular,
* when §; = §, = § = R and w is the identity, one obtains the so-called cup-product
—U—:CP(8) xCP'(§) — CPtP'(g),

making C*(9) a graded algebra. Together with 8, it is actually a differential graded
algebra; i.e., § satisfies the derivation rule

Scuc) =8(c)Uc + (—=1)PcuUd(c;

» similarly, when §; is R and §, is an arbitrary S, one obtains that C?(§, §) comes
with a left and a right action of C*(¥), making it a (differential) graded module;

e when §; = Q;I(, S, = Q;I( are sheaves of differential forms and w is the usual wedge
operation, one obtains an induced operation

—U—:Q1EW) x Q7€) - Qitd (g +r), (2.21)

It is immediate to see that this is precisely the unsigned version of the total cup-product
(2.21), a version that interacts nicer with § and d (rather than the total differential). More
precisely, one has

SwUw) =8w)Uw + (=1)?w U ), (2.22)
dwUw) =de) Vo + (=)o U d) (2.23)

forall w € Q74,0 € QP4 . Of course, the last equation is a consequence of the Leibniz
rule for the usual wedge product:

dlw Aw') =d@) Ao + (Do Adw). (2.24)
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3. Haefliger’s differentiable cohomology

3.1. Haefliger’s differentiable cohomology of pseudogroups

Let us return to the two characteristic maps for foliations: the geometric one ¥ from
(2.6) and the abstract one Kf,; from (2.11). As for principal bundles with corresponding
commutative diagram (2.2), and as for discrete bundles with corresponding commutative

diagram (2.5), one has a similar commutative diagram

GF —— 5 H*(M).

- /{f 3.1

H*(BT'7)
Here, the existence of vertical map x"™"
be obtained using the universality of BI'?, or explicitly using the bar-complex (see also
below for a different, simpler, description). We have seen that, in this diagram,

making the previous diagram commutative can

» the domain of the abstract characteristic map could be interpreted as the cohomology
of the groupoid I'?.

* the domain GF; of the geometric characteristic map has several descriptions — e.g.
very explicitly using the complex WO, or, still explicit but more conceptual, using the
Lie algebra a, of formal vector fields.

Given the striking analogy with the discussion of characteristic classes for flat bundles,
there is an obvious question: can one interpret the domain of the geometric characteristic
map as a certain “differentiable cohomology”

H (D) 3.2)
so that the previous diagram appears as a variation of (2.5):
F
Hiy(T?) ——— H*(M)
Kunivl / (33)
H*(T?)

Kabs

combined with a “van Est isomorphism”
VE : Hy(I') = GEL. (3.4)

The construction of the “differentiable cohomology (3.2)” was carried out by Haefliger
[20]. However, it seems to be forgotten. It does look a bit ad hoc in the sense that it is
described only for I'?, and furthermore, the structure that makes the definition work is not
clear. Our aim in this paper is to clarify this construction and, in particular, provide the
general conceptual framework to which it belongs.
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Let us go through Haefliger’s definition, also making sure that it makes sense for more
general pseudogroups I" — hence defining H J(T"). Haefliger’s idea is very simple: while
the “continuous cohomology” of I" is, modulo the Hausdorff issue, computed by the Bott—
Shulman complex

QIgP)=CcrE.Q)) (§=9Fem()).

the differentiable cohomology should be computed by a sub-complex consisting of “dif-
ferentiable cochains”. The notion of “differentiable cochain” makes sense for cochains

ceCP,6)

whenever & is the sheaf of sections of a smooth vector bundle £ — X: it means that at
any

g=1(g1,....8p) = (germy, ($1). ..., germ, (¢,)) € &7,
the value c¢(g) € E{(g,) depends only on

]oo(g) = (]xof((ﬁl)» B ];;(¢p))v
and it is “smooth in j*°(g)”. More precisely, we define
Cly(T E) :=CP(J®TL,E),

the space of smooth sections of the pull-back of the vector bundle E viat : J®I' - X
that takes the target of the first arrow. We recall once more that the “smooth structure” on
J°T is the one of profinite-dimensional manifold; see the appendix for details. Observe
that, to have a profinite-dimensional smooth structure on J*°T", we need to assume that
I is a Lie pseudogroup; see (2.12) and the following discussion; recall also that we take
JT =~ lln JIT as part of our definition of Lie pseudogroup.

Of course, via the infinite jet map j*° : § — J*°I", we have

ClLy(T,E) C CP(8,8) (& being the sheaf of sections of E).

Definition 3.1. Haefliger’s differentiable cohomology of a Lie pseudogroup I', denoted
by Hj ("), is the cohomology of the simple complex associated with the double complex

CLAT) = CL(T, AIT*X) = CP(J®T, A1T*X), (3.5)

which, via the map induced by j*° : § — J°°T, is a subcomplex of the Bott—Shulman
complex associated with § = Germ(I"). We will denote by j* : CEI(T") — Q4(§P)
the corresponding inclusion and, similarly, the map induced in cohomology

j*  Hig(T) > Hip(§) (8§ = erm(I)).

Finally, for a I'-structure & on a manifold M (represented by some cocycle y, cf. Defini-
tion 2.4), the composition of j* with the characteristic map y* (2.20) is denoted by

kit Hig(D) — H*(M) (3.6)

and is called the differentiable characteristic map associated with the I'-structure & on M.



Haefliger’s differentiable cohomology 705

The definition of the differentiable cohomology above is precisely Haefliger’s defini-
tion [20]. Being a subcomplex means that it is preserved by the differentials § (along p)
and d (along g) of the Bott—Shulman complex, therefore giving rise to similar differentials

§:CLAM) - L), d:ChAT) — CLATHT). (3.7)

On the other hand, it is immediate to see that this subcomplex is closed also under the prod-
uct structure (see Remark 2.22); actually, the induced cup-product on the differentiable
complex fits precisely the scheme described in Remark 2.22, but for the groupoid J*°T"
and with coefficients in vector bundle representations rather than in sheaves. Therefore,
C d*i;f* (") inherits from the Bott—Shulman complex the same type of structure/properties;
this will be made more precise later on but, for now, let us mention the fact that the
Leibniz-type identities (2.14), (2.22), and (2.23) will be inherited.

Strictly speaking, the fact that the differentiable complex is a subcomplex is not imme-
diate and requires a proof. Even more puzzling is to understand “why” this happens and
unravel the structure on J°°T" that governs this construction. More precisely, while the
differentiable complex is defined using cochains on J°°T, it is natural to look at general
Lie groupoids ¥ = X and at the following problem.

Problem. Investigate the structure on ¥ = X that is needed in order to be able to form
a bicomplex
(CP(=,A1T*X),8.d), (3.8)

with “basic properties” similar to those of the differentiable complex; and, of course,
Cd)’;%f* (T') should be obtained in the particular case when ¥ = J°°T'. Here, by basic prop-
erties we mean that (3.8) is a double complex, the Leibniz identities (2.14), (2.22), and
(2.23) still hold, and, in low degrees,

o forq =0, § is the usual groupoid differential on C*(X),
* for p =0, d is the de Rham differential on Q*(X).

It is remarkable that the outcome is precisely the structure that also shows up in the
study of partial differential equations from a geometric point of view, i.e., the study of the
Cartan distribution on jet spaces and their submanifolds; see [17,22].

Below, we explain how one can slowly discover this structure when trying to construct
the complex (3.8).

3.2. The horizontal differential § and groupoid actions

The fact that differentials § can be seen as an algebraic way to encode actions is rather
standard — e.g. one has the following general result.

Lemma 3.2. For any groupoid ¥ = X and any vector bundle E — X, there is a 1-1 cor-
respondence between the actions of ¥ on E (making E a representation) and differentials

§:C*(Z,E)—> C*"(Z,E)
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which make C* (2, E) a DG module over (C*(X),§) (i.e., (2.22) holds for v € CP(X),
w' € CP' (2, E)) and such that § preserves the subcomplex of normalized cochains (i.e.,
cochains that vanish whenever one of the entries is a unit).

This appears e.g. as [1, Lemma 2.6], but the proof is rather obvious. Explicitly, § is
given by the standard formula (2.17), while the action can be recovered by what § does on
elements £ € CO(E, E), i.e., sections of E: for g : x — y arrow of ¥ and v € Ey, one
chooses & with £(x) = v and then g - v = £(y) — §(§)(g).

Returning to our main problem we see that, in order to have the differential §, we need
the actions of X on AYT*X (at least if we add the condition on normalized cochains);
furthermore, taking advantage of the derivation identity (3.19) for all ¢ and ¢’ (not only for
g = 0), it is not difficult to see that the actions on A4 7T *X must be the induced (diagonal)
action on A!T*X = T*X. Dualizing, we need a right action of ¥ on TX — so that any
arrow g € ¥ acts as a linear map

g* . Tt(g)X — Ts(g)X. (3.9)

Of course, using the fact that we deal with groupoids, i.e., using the presence of inverses,
one can always turn such a right action into a left one by

g-vi= (g ) W.

The conclusion is that what we need is an action of ¥ on TX.

Returning to the infinite jet groupoid, 7X carries an obvious action of J°°T" (in fact, of
J*T, for any k > 1): J2° f € J°T acts on tangent vectors via (df ). In turn this induces
actions on the exterior powers AYT*X (j° f € J*TI acts on a g-linear form at x via
the pullback by f~!) and then it is not difficult to see that, indeed, § of the differentiable
complex becomes just the corresponding differential.

3.3. The vertical differential d and connections

The differential d is a bit more subtle as it reveals certain types of connections. Again,
this is based on a rather standard lemma that holds in the very general context of surjective
submersions ¢ : P — X when one is looking for operators acting on horizontal forms

D:Qf

hor

(P) — Q*tL(p). (3.10)

hor

Recall here that a form w € Q4 (P) is said to be horizontal if iy (w) = 0 whenever V is a
vector tangent to the ¢-fibers (i.e., V € Ker(dt)). To make the relationship with complexes
of type (3.8) more transparent, note that there is an identification

Qr (P) = T(P,t*A*"T*X).
On the other hand, recall the following.

Definition 3.3. An Ehresmann connectionont : P — X is a vector sub-bundle € C TP
that is complementary to the sub-bundle of vertical vectors TV P = Ker(dt).
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Such a € gives rise to (and can be reinterpreted as) an operation of horizontal lifting
of vector fields
hor® : %(X) — X(P) (3.11)

which is actually defined pointwise: at each x € P, horf sends a vector v € Ty ()X to the
unique vector in €, that project via ¢ to v. Using the projection on €, pre : TP — €, the
de Rham operator on Q*(P) induces an operator de on Q2 (P) by

hor
de(@)(X',.... X?) := (dwro) (pre(X ). ... pry (X9)),
or, interpreting horizontal forms as sections of t* A*T*X, for v!,... v € Ty X,
de(@)(',...,v7) := (dgw)(hor§ (v1), ... hor (v7)).

Lemma 3.4. For any bundlet : P — X, the construction € + de gives a 1-1 correspon-
dence between Ehresmann connection and linear operators (3.10) satisfying the following
two properties:

*  They satisfy the Leibniz derivation identity (3.20) for all w € Q4(X), w € Qz;r(P).
e On basic forms, i.e., of type t*(w) with v € Q*(X), D(t*(w)) = t*(dgrw).
Moreover, the following three conditions are equivalent:

@  (Qp,.(P),de) is a cochain complex; i.e., dé =0;

(i) € is an involutive distribution; i.e., for all X,Y vector fields tangent to €, the
Lie bracket [X, Y] is tangent to €;

(iii) € is a flat connection, i.e., the induced operation
hor® : 2(X) — X(P)
of lifting vector fields from the base preserves the Lie brackets.

This lemma is relevant for us when applied to the maps
t: 2P X

Note that having operators d with the properties that we required in the problem, hence
also satisfying (2.23), implies that the conditions of the lemma are satisfied. Indeed, for
p = 0 and w arbitrary (hence, w € Q4(X)), ¢’ = 0 and @’ = 1 (the constant 0-form on
() with p-arbitrary), since

wUl=1"(w)

identity (2.23) becomes the second condition in the previous lemma. All together, one
ends up with Ehresmann connections

e c a2l

Of course, they will not be independent, as one discovers using the entire derivation iden-
tities (see Section 3.5). Before we discuss that, we stare a bit at the case p = 1. While
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the way € C T X is obtained appeals only to the submersion ¢ : ¥ — X, one can slowly
bring in more of the groupoid structure. First of all, using also the source map, we obtain
an “action-like” operation induced by €: any arrow g from x to y induces an operation

ATy X > ToX,  AL(v) = (ds)g (hor§ (v). (3.12)
There is no surprise that this is basically the same action as in the previous subsection.

3.4. Compatibility of § and d

The reason that the two actions coincide is precisely the compatibility of § and de
deod =34ode,
applied in low degrees p (i.e., for p = 0, 1).

Lemma 3.5. Assume we are given a Lie groupoid ¥ =2 X together with an Ehresmann
connection € along t : ¥ — X and an action of X on the vector bundle TX. Then, the
corresponding operators § and de are compatible; i.e., the following diagram commutes:

e L CO(8, AITHX) = Q4(X) — QeFI(X) = CO(S, ATHTX) -,

sl [s

d: d; d
L oS, AITHX) = @ (3) 55 QITN(E) = C1(T, AYTITHX) 25

hor hor

if and only if action-like operation (3.12) induced by € coincides with the dual (3.9) of
the original action.

Proof. Writing the compatibility condition for g = 0 and applying it to arbitrary functions
f € C*°(X), one obtains

de(s*f —1*f) = g-s"(df) =17 (df),

where the z-terms coincide by the properties of de. We are left with the s-terms which,
applied to arbitrary v € T(g)X, becomes

(df )(ds)g (horg (v)) = (df )(ds)(g~" - v).

Conversely, if the two actions coincide, it is clear that the diagram is commutative
when applied on functions (i.e., at ¢ = 0). Since de o § — § o d commutes with de, the
same happens when applied on exact 1-forms df. Using the derivation identities, it fol-
lows that it happens on all g-forms on X. ]

3.5. Only one (multiplicative) connection €

The conclusion of Section 3.3 was that we need Ehresmann connections €(?) ¢ T3
each one of them giving rise to d = d(y) acting on C? (X, A*T*X). However, these will
be related if we want the derivation identity (2.23) to hold.
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Lemma 3.6. Assume that €P) are Ehresmann connections ont : ) — X so that the
resulting operators d = de(p) together satisfy the derivation identity (2.23). Then, each
€ js determined by € := €W as

€P = {v',... ,vP) e TEP 1!, . vP € €). (3.13)
Equivalently, the induced horizontal lifting map is given by

)
horgi_v,gﬂ (v) = (hor?1 (v),horf,; (gTv),... ,horgp (&p_y---&TV)).

Proof. We concentrate on the last formula (which implies the other part by dimension
counting). Also, for notational simplicity, we assume p = 2. It suffices to use (2.23) in a
very extreme case: for O-forms, i.e., functions, fi, f» € C®(Z) = C1(Z, A°T*X),

dea(f1U f2) =de(f1) U fo+ fiUde(f2)

which, in turn, can be rewritten as

dew (pry f1 U prs f2) = pride(f1) Uprs f> + pri fi U (1 U de(f2)).

Taking f, = 1 and f; = f € C*°(X) arbitrary, and then fi = 1 and f, = f, we obtain

dew (pr ) = pride(f). dew(pr3f) = 1Ude(f). (3.14)

Writing out de in terms of the horizontal lifts, the first equation translates into the fact
that for
2
(¢1.82) € 2P, v e Tie)X,
€@
81,82
the second component of hor€", (v) is hor€ (g*v) |
p 81,82 2 810)

the first component of hor (v) is horg1 (v). Similarly, the second equation implies that

Yet another property that we addressed only degrees 0 and 1, namely, the compatibility
of § and d from Lemma 3.5, has more implications on € if one moves one line higher. To
state it we make use of the fact that for any groupoid ¥ = X, by taking the differentials
of the structure maps of X (source, target, multiplication), one obtains a new groupoid

TY = TX,

called the tangent groupoid of . With this, the following is considered.

Definition 3.7. A sub-bundle € C T X (as vector bundles over X) is said to be multiplica-
tive if it is a full sub-groupoid of 7 X.

This boils down to the following explicit conditions:

(ml) ds,dt : € — TX are surjective.

(m2) for v, w € € composable (i.e., with ds(v) = dt(w)), v o w := dm(v,w) € €.
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(m3) atany x € X, €;, contains TxX (interpreted as a subspace of 77, X via the unit
map).

(m4) the differential of the inversion map 7 : ¥ — X takes € to itself.

While these conditions make sense for more general sub-bundles €, for Ehresmann
connections, they can be expressed in terms of the operation of horizontal lifting as

dm(horS, (v), hor%, (¢7v)) = hor, ., (v),

for all g1, g2 € X composable, v € T;g)X, (3.15)
horf (v) =v, forallv e ThX C 71,2, (3.16)
horg,l(k;';v) = (dr)(horgf(v)), forallg € X, v € Ty()X. (3.17)

where A3 denotes the induced quasi-action (3.12). See also the proof below. Moreover,
condition (m1) can be rephrased into the condition that all the A3 are isomorphisms; the
rest of the conditions imply, of course, that the quasi-action is actually an action.

Lemma 3.8. With the assumptions from Lemmas 3.6 and 3.5, the following diagram is
commutative:

d
(2) 2, ci(z, ArHITHX) = Qi (x) -2, L.

hor

d:
5 CH(Z, AIT*X) = QI

| |s

d
B2z, AITHX) = Q1 _(5O) %@ c205 AaHITHX) = QIt (5@) =8

‘5(2)

if and only if € is multiplicative (actually, if (m2) holds).

Proof. For simplicity, let us work just with functions f € C*®(X®) and write down the
compatibility
dew (pri f +pry f —m* f) = 8de(f).

Using the two equations from (3.14), we are left with

dee (™ f) = m*de(f).

Writing this out in terms of horizontal lifts, one obtains

dm(horS”) (v)) = hor€ . (v), for (g1.82) € @, v € TygX.
Since the image of hor€? is €@ = TS® ne x €, we see that the condition (m2) for
multiplicativity implies the commutativity of the diagram and vice versa if the diagram
is commutative (m2) follows. Note that, with the formula for hor€? from the previous
lemma, we obtain precisely (3.15). It remains to show that (m1), (m3), and (m4) can be
derived from (m2) and the assumptions. Condition (m1) follows from the fact that the
quasi-action is an action, by assumption (Lemma 3.5). For (m3), one makes use of (3.15)
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written at units to derive (3.16). Alternatively, (m3) can also be derived from the rest
because, in the tangent groupoid, we can write units as ¥ o V=1 with V chosen to be
in €. For (m4), we use again (3.15), this time for g; = g arbitrary and g, = g~ !. The
outcome can be written in the tangent groupoid as

1, = horg (v) o h0r§71 (8™v)

from which we deduce that hor, -1 (g*v) is the inverse of hor, (v) —i.e., precisely formula
(3.17). L]

Remark 3.9. As one sees from the discussions above, a multiplicative Ehresmann con-
nection € on ¢ : ¥ — X is also an Ehresmann connection on s : ¥ — X. Consequently,
an analogue of the lifting operation (3.11) is defined with respect to s. In the rest of the
paper, we will use the same notation for these two lifting operations; which one is being
considered will always be clear from the context.

The final outcome of our discussion is that, for the (analogue of the) “Haefliger bicom-
plex” (3.5) to exist on ¥ =2 X, one needs a multiplicative flat connection € on X. In the
rest of this paper, starting from the next section, we study pairs (X, €) of this form. In
particular, we will gain a more conceptual understanding of Haefliger’s work and a gener-
alization of it.

Before going on with this program, in the next subsection, we describe the flat multi-
plicative connection on J°°I" underlying bicomplex (3.5); then, we conclude this section
spending some more time with the Bott—Shulman complex.

3.6. The multiplicative flat connection on J*°T'

To describe the flat multiplicative connection on J *°T" that underlies Haefliger’s differen-
tiable cohomology of a Lie pseudogroup, it is useful to go back to the tower (2.12)

JT > . > JIr 5 J' TS5 ... 5 J'r- Jr= x.

This is a tower of groupoids over X and actually, since we work with Lie pseudogroups T,
a tower of Lie groupoids: the J'T'’s are Lie groupoids and each map is a surjective sub-
mersion and a morphism of groupoids. The definition of Lie pseudogroup can be summed
up and is naturally expressed by saying that this tower is a normal pf-atlas for J°°I"; the
reader is referred to the appendix. The flat multiplicative connection on J*°I", which we
will denote by €, is a profinite-dimensional distribution, i.e., a “limit” of distributions
on the groupoids J /T which are compatible with the tower projections.

To begin with, it is useful to observe that J/T is a subspace of the jet space J/ (X, X).
A section 0 : X — J!(X, X) of the projection

s:Jl(X,X)—>X, jif—>x

is called holonomic when o = j' f 1 x — jif for some f : X — X. It is possible to
define a distribution €/ on J! (X, X) via the request that holonomic sections are precisely
its integral sections.
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Definition 3.10. The Cartan distribution €" on J! (X, X) is the distribution on J* (X, X)
such that a section o : X — J!(X, X) is holonomic if and only if its image is an integral
manifold of €.

The Cartan distribution on jet spaces is a very well-known object. In particular, it
plays a central role in the geometric theory of PDEs; among the extensive literature, see
for example [17,22]. A more explicit definition can be given by adopting the dual point
of view. One defines a one-form w’ on J! (X, X) valued in the vertical bundle ker(d pr) of
the projection

pr: JAX.X) > JIU(X.X)

by
wly o =dygpr—dyi o (j'71 f 05)

and then €/ = ker(w') can either be taken as an alternative definition (see [8, 32, 38]) or
proven as a lemma. What matters for us is the following.

Proposition 3.11 ([32,38]). For any Lie pseudogroup I and for any [ > 1, the Cartan dis-
tribution €' restricts to J'T as a regular multiplicative distribution (still denoted by €' ).

The multiplicativity of the Cartan distribution on the jet groupoids J/T of a Lie pseu-
dogroup is a key property when studying the geometry of PDE. See [32] for a systematic
study of “Cartan-like” multiplicative forms on groupoids and [38] for a modern take
on Cartan’s seminal work on pseudogroups, where the role of multiplicativity is made
explicit.

The above discussion stays true when the positive natural number / is replaced by oo.
That is, J°°T is equipped with a multiplicative distribution €°° that comes as a restriction
of an analogous distribution on J *°(X, X) detecting holonomic sections. € is a smooth
object in the sense of pf-manifolds, i.e., the “limit” of the distributions el Indeed, to make
these claims, as well as the following one, completely rigorous, one needs to work with
profinite-dimensional manifolds; see the appendix and in particular Examples A.13, A.18,
A.26, A.37, and A.38. What one is able to see is the following.

Theorem 3.12. The distribution €% on J*°T is
* multiplicative;
* a connection with respectto s : J®°T — X;

* involutive (i.e., a flat connection, see the second part of Lemma 3.4).

Proof. The proof is well known; we sketch it for the sake of completeness.

First of all, as explained in the appendix, the pf-tangent space 7J °°T" can be identified
with the limit lin TJ! T'; as a consequence, the Cartan distribution can be identified with
the sequence {€’} of the finite-dimensional Cartan distributions, which is compatible with
(2.12) in the sense that dpr(€’) ¢ €/~!. With this in mind, € straight away inherits its
multiplicativity from the multiplicativity of the €’’s, which can be checked directly (for
example using the forms o!’s introduced above [38]).
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The fact that €*° is an involutive distribution complementary to s, i.e., a flat connec-
tion (see the second part of Lemma 3.4), is hidden in the interplay between the projections

pr: JIT — Ji-r

and the Cartan distributions. Using the terminology of [32, Definition 6.2.4], the projec-
tions
pr:JIT - Ji-'r
are Lie prolongations. In particular,
e dpr(€! Nker(ds)) = 0foralll > 1;
o [dpr(e!tYy, dpr(etth)] c €l foralll > 1.

The first identity implies that €*° is a connection while the second one forces its involu-
tivity. ]

Definition 3.13. €° is called the Cartan connection on J°°T".

Surprisingly enough, the multiplicativity of €°° was the last property to appear explic-
itly in the literature; in fact, the multiplicativity of the finite-dimensional Cartan dis-
tributions €/ is explicitly addressed for the first time in [32]. On the other hand, the
transversality and involutivity properties of €% have been known for a long time.

3.7. A look back at the structure on the Bott—-Shulman and related complexes

It is interesting to spell out the various structures that are floating around on the various
complexes. We concentrate first on the Bott—Shulman complex; so, let us fix an arbitrary
Lie groupoid ¥ =2 X and consider

QP = Qi(gP).

First of all, together with the wedge product of forms, the de Rham differential, and

the pull-backs along the face and degeneracy maps, (2**, A, d, d*, s¥) is a cosimplicial
DGA, i.e.,

i°°
o foreach p, (27*, A, d) is a DGA; hence,
A= QP QP s QPatd
and d : QP9 — QP97 satisfies the Leibniz identity:
dwAo') =d@) Ao + (Do A d(w) (3.18)

whenever w and ’ are of bidegrees (p, ¢) and (p, q’), respectively.
» these DGAs are related by morphisms (of DGAs)

dr . QP7b* . QP* ¥ QPTLE L QP* (for0 <i < p)

satisfying the cosimplicial identities (i.e., the dual of the simplicial identities (2.15)).
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In turn, for any such cosimplicial DGA, one can construct the second differential (along p),
§= Z(—l)i di*, and, furthermore, the product structure (2.21); indeed, note that the maps
ﬁrst; and last;, can be expressed in terms of the simplicial structure as

first! =dS---dy, last’, =d iy N
14 0 0° ! '+ '+p—1 '+1°
P p'+p%p'+p p
p’ times

hence, (2.21) makes sense for any cosimplicial DGA. The outcome is a double-DGA
(RP14,U,86,d) in the sense that it comes with

» abigraded algebra operation
_U—:QPlx QP4 Qp+p’,q+q’;
* adifferential § : Q79 — QP11 satisfying the horizontal Leibniz identity:
S(wU ) =8w)Uo + (-1)Pw U@ (3.19)
whenever w and ’ are of bidegrees (p, g) and (p’, q’), respectively;
+ adifferential  : Q74 — QP4 F! satisfying the vertical Leibniz identity:
dlwAno)=dw) Ao + (=)o Ad@) (3.20)

whenever w and w’ are of bidegrees (p, ¢) and (p’, ¢’), respectively.
Finally, for any double DGA (279, U, §, d), one can also pass to the total complex as
in (2.13):
Tot"Q** := @ QP4 D=8+ (-1)’d onQP*
pt+a=k
endowed with the signed product

/ / !
wUgo =D oUw, forweQP? o cQ? 1,

Of course, the signs are chosen so that Dy satisfies the Leibniz identity w.r.t. the total
degree:
D@ Uy w/) = Dioi(@) Uit o' + (_l)ka) Utot Dlot(a)/)» (3.21)

where k = p + ¢ is the total degree of w € Q9(§(P)). Therefore, one obtains a DGA:
(Tot 2%, Dior, Utor)-

Of course, with the appropriate (and rather obvious) notion of morphisms, the previous
constructions can be seen as functors

cosimplicial DGAs — double DGAs — DGAs.

The conclusion is that the Bott—Shulman complex is a cosimplicial DGA and, therefore,
can also be turned into a double DGA or, by passing to the total complex, into an ordinary
DGA. The fact that the differentiable complex is a sub-complex of the Bott—Shulman one
can be refined into the following result (which is actually less messy to prove).
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Proposition 3.14. For any Lie pseudogroup T on X, the differentiable complex of T is
a sub-cosimplicial DGA of the Bott—Shulman complex of the corresponding groupoid
g = germ(T") = X (via the inclusion j* : CEI(T) — Q4(€P)). In particular, the
differentiable complex of T" carries an induced cosimplicial DGA structure.

4. Generalization: Haefliger cohomology

To sum up the discussion from the previous section, we found out that to define the ana-
logue of “Haefliger’s bicomplex” (3.5) for a (profinite-dimensional) Lie groupoid ¥ = X,
we need a multiplicative flat connection € on X. The aim of the rest of this paper is
to recast Haefliger’s construction in this generality, while providing a conceptual under-
standing of the various steps involved. Indeed, in Section 4, we will define the Haefliger
cohomology of a pair (X, €) given by a Lie groupoid together with a flat multiplicative
connection: in our terminology, a flat (Cartan) groupoid. In Section 5, we will discuss
the corresponding infinitesimal picture. In Section 6, we will construct a “van Est map”
generalizing the isomorphism (3.4). There, we will also discuss a generalization of the
characteristic map (3.6) that, remarkably, is not defined as the composition with an ana-
logue of j* : Hj((I') — Hjz(¥) but coincides with it whenever such an analogue is
available.

A terminology remark: from now on, we will simply write “Lie groupoids” or “Lie
algebroids” (the latter starting from the next section) meaning either the usual, finite-
dimensional, objects or the (strict) profinite-dimensional ones, discussed in the appendix
(see Definition A.34). We stress that our profinite-dimensional groupoids (algebroids) will
always be defined over a finite-dimensional base X, except when discussing the general
setting for our van Est map, in Section 6 and, in particular, in Section 6. 1.1

4.1. Definitions and first examples

The problem that we posed and the discussion around it slowly revealed the structure that
is needed to define the Haefliger cohomology — summarized in the definition below.

Definition 4.1. A Cartan groupoid is a Lie groupoid ¥ = X together with a subbundle
€ C T X satisfying the following:

* itis an Ehresmann connection on ¢ : 3 — X (Definition 3.3),

* it is multiplicative (Definition 3.7).

We say that (X, €) is a flat Cartan groupoid if € C T X is involutive.

Remark 4.2. Typically, distributions € as in the definition above appear as kernels of

1-forms
we QU t*E)

'More precisely, in Section 6.1, we need to consider the action groupoid £ x P = ¥ X u P over P

associated with an action of a (pf) Lie groupoid ¥ = X on a (pf) manifold P alongamap u : P — X.
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with values in representations £ of X, with the property that @ is multiplicative in the
following sense: for each composable pair (g, /) € @,
(m*w)(g,n) = (Pri®)(g.n + & - (Pr30)(g,n). CHY

where m : ©¥® — ¥ is the multiplication map and g- : Egg) — Ey(g) is the action of
g € X® Indeed, requiring also that w is pointwise surjective and that

€, =Ker(w) CTX

is complementary to the ¢-fibers, it follows that (X, €,) is a Cartan groupoid.

Given a Cartan groupoid (X, €), a multiplicative 1-form w as above such that € =
Ker(w) will be called a Cartan form for (£, €). It is not difficult to see (and details can
be found, within a more general framework, in [32]) that such a Cartan form always exists
and is even unique up to the obvious notion of isomorphism.

Given a flat Cartan groupoid (X, €), we consider the action (3.12) of ¥ on TX, the
induced actions on A?T*X and the corresponding operators

§:CP(Z,NIT*X) — CPTI(Z, AIT*X),

and then the Ehresmann connections € on t : £(?) — X given by (3.13) and the induced
operators
d:Ql

hor

(7)) = @3 (=),

Definition 4.3. The Haefliger complex of a flat Cartan groupoid (¥, €) = X is the bicom-
plex
CLA(S.€) = CP (2, AT*X) = Qf, (5

endowed with the differentials § and d described above. Its cohomology is denoted by
I_Ili‘l(aef(E ’ 8)
and is called the Haefliger cohomology of (X, €).

Remark 4.4. Occasionally, when w is a Cartan form for (X, €), we write Hj}, (2, ®) in
place of Hjj,((2,€).

The fact that we deal, indeed, with a double complex, and also that the double com-
plex carries the same structures as the Bott—Shulman one, follows from the proof of the
proposition below, which was essentially carried out in the previous section.

Proposition 4.5. For any flat Cartan groupoid
(£.6) 3 X,

the Haefliger complex C;;;}(E, €) becomes a cosimplicial DGA.
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Example 4.6. Of course, the motivating example for us is the flat Cartan groupoid
¥ = J*°T associated with any Lie pseudogroup I'; the distribution on it is the Cartan
connection € described in Section 3.6. In this example, the Haefliger cohomology
H}, (J°°T, €%°) from Definition 4.3 is realized as Haefliger’s differentiable cohomol-
ogy Hj (') of T from Definition 3.1.

Example 4.7. Lie groups G, interpreted as Lie groupoids over a point G = *, are auto-
matically flat Cartan groupoids — the only possibility for € being, of course, € = 0.
Note however that even this very simple example possesses an interesting Cartan 1-form
(Remark 4.2): the Maurer—Cartan form wyc € Q'(G, g). The resulting Haefliger coho-
mology is precisely the differentiable cohomology of G:

Hlj;aef(G’f = O) = H;;aef(G’wMC) = Hd#:ﬁ(G)

In this way, the differentiable cohomology of Lie groups and the differentiable cohomol-
ogy of Lie pseudogroups are placed in a common framework.

Example 4.8. Another interesting example is that of action groupoids G x M = M asso-
ciated with the actions of Lie groups G on manifolds M. Recall that G x M = G x M
a pair (g, x) is viewed as an arrow from x to gx and the composition is given by

(h,gx)-(g.x) = (hg,x).

In this case, the source map s = pr, : G x M — M has an obvious flat Ehresmann con-
nection: € = €, consisting of the vectors tangent to the slices G x x. It is not difficult
to see that

(G x M, €can)

is, indeed, a flat Cartan groupoid. Note that the associated Haefliger complex is
CPi = C”(G, Qq(M)),

i.e., the bicomplex of differentiable cochains on G with values in forms on M, where
the two differentials are the Lie group differential (with coefficients) and the de Rham
differential on M. Hence, in some sense, the cohomology is a combination of the de
Rham cohomology of M with the differentiable cohomology of G. In general, all these
are related by a spectral sequence, and there are two extreme situations that can be made
more explicit:

* when M is contractible, one obtains the differentiable cohomology of G;

* when G is compact (the typical case when differentiable cohomology vanishes in pos-
itive degrees) and connected, one obtains the de Rham cohomology of M.

Remark 4.9. Actually, in the finite-dimensional case, under simple topological assump-
tions, a flat Cartan groupoid ¥ must be isomorphic to an action groupoid. This is the case
e.g. if the base X is compact and 1-connected, and the s-fibers of ¥ are 1-connected. See
e.g. [32, Section 6]. This discussion will become more transparent in the next section,
when moving to the infinitesimal picture.
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4.2. Almost geometric structures

The notion of flat Cartan groupoid (and related notions) also shows up when dealing with
the “almost” version of geometric structures. Here are two illustrations of “almost” struc-
tures that may be useful to have in mind:

* while symplectic structures on a manifold M are non-degenerate 2-forms that are
closed, almost symplectic structures are obtained when giving up the closedness con-
dition;

* while complex structures on M may be interpreted as morphisms J : TM — TM with
J? = —Id and for which the Nijenhuis tensor .V; vanishes, almost complex structures
give up on the last condition.

While the notion of I'-structure encompasses many of the standard geometric struc-
tures, the notion of “almost I'-structure” appears as a very unifying general concept. When
I is transitive, the theory admits an equivalent formulation in terms of principal group
bundles; in fact, under some assumptions on I', one ends up with the classical notions of
G-structure (see, for example, [36]) and (almost) integrable G-structure. In general, one
needs to appeal to groupoids and one discovers the notion of flat Cartan groupoid (X, €)
from Definition 4.1 and (X, €)-structure that we recall below. Indeed, the notion of “flat
Cartan” is implicit in [8], to which we refer for more details on “almost structures”.

In some sense, the next definition is a generalization of Definition 4.1 in which we
replace Lie groupoids ¥ =3 X by principal Z-bundles = : P — M (over some manifold M ):

x O P
X M.
While before, in order to make sense of the multiplicativity of € C T X, we made use

of the differential of the multiplication and other structure maps of X, now we use the
differential of the action map

a:IxP— P, (g.p)—gp (definedon{(g.p):s(g) =pu(p)})
to obtain an action of 7% on T'P. In particular, for € C TX, €p C TP, we can consider
€-€p = {(da)(v, w):ve€, we Ep withds(v) = du(w)}.

Definition 4.10. Given a Cartan groupoid (X, €) =2 X, a principal (X, €)-bundle on a
manifold M is any principal X-bundle 7 : P — M endowed with an Ehresmann connec-
tion €p C TP with the property that € - €p C €p. If additionally ker(dw) N €p is an
involutive distribution, we talk about (X, €)-structure. A principal (X, €) -bundle/(X, €)-
structure is called flar if €p is involutive.

Remark 4.11. As one sees from Example 4.13, principal (X, €)-bundles are more gen-
eral objects than (X, €)-structures. That said, under flatness assumption, the two notions
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coincide — and the flat case is the one we focus on for the rest of this paper since it encom-
passes all the geometric examples that we have in mind (Example 4.17).

Remark 4.12. Similar to Remark 4.2, while € arises as the kernel of a multiplicative 1-
form w € Q! (X2, t* E) with coefficients in a representation E of &, €p arises as the kernel
of a 1-form

6 € QYU(P,u*E)

such that the action a : ¥ x P — P satisfies the multiplicativity property:

(@*0)g,p) = (Prio)g,p) + (& P20 (e.p) (4.2)

forall (g, p) € ¥ x, P.
For more details about multiplicative actions, we refer to [8].

Example 4.13. When ¥ = G is a Lie group as in Example 4.7, then principal (G, 0)-
bundles are the same thing as principal G-bundles = : P — M endowed with a principal
connection (in the standard sense). For instance, using the point of view of 1-forms as
in the previous remark, since the 1-form corresponding to G is the Maurer—Cartan form,
for P, one is looking at wp € Q' (P, g) satisfying

a*(0) — g - pr3(0) = pri(wmc).
Evaluating on pairs (0, v), where v is any vector tangent to P, one obtains
Lg(6) =g-(0)

i.e., G-equivariance of 6. Similarly, evaluating on pairs (v, 0), with v € g = TG, one
finds
0(0p) = v,

where ¥ is the vertical vector at p induced by v. As for (G, 0)-structures, they correspond
precisely to flat connections; see Remark 4.11.

Example 4.14. Any Cartan groupoid (X, €) acting on itself by left multiplication along
the target map is a principal (X, €)-bundle and a (X, €)-structure since ker(dt) N € =
ker(ds) N € by multiplicativity and ker(d¢) N € = 0 because € is an Ehresmann con-
nection. Moreover, (X, €) is flat as a (X, €)-structure if and only if it is a flat Cartan
groupoid. In fact, the multiplicativity of € is exactly the multiplicativity of the action with
respect to € itself, and the action is clearly principal:

b3 O b
t

IEN

X X.
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Definition 4.15. Given a pseudogroup I" on X, a almost I'-structure on a manifold M is
a flat (J°°T, €%°)-structure (P, €p) — M:

(J°°F €%) (P.Cp)

Ny

Remark 4.16. The flatness request in the definition above is motivated by the fact that
the definition of almost I'-structure is meant to capture the idea of “infinite jet of a I'-
structure”. In all the examples with geometric meaning, P is (a subset of) an infinite jet
space and the corresponding €p is obtained as a limit of distributions and automatically
flat, as in the proof of Proposition 3.12. See the example below.

Example 4.17. As indicated by the terminology and stressed in the previous remark, the
motivating examples of almost I'-structure arise when looking at the “oco-order data”
induced by I'-structures. To explain this, let us first look at the case when dim(M) =
dim(X), when I'-structures are encoded in I"-atlases #. If 4 is a maximal I"-atlas, then
the infinite jets of elements of A,

JCA ={jXf: feA xeM})CJ®MX),
carry precisely the structure from the previous definition:

J°°F €®) (JXA,CL)

N

Here, €% is the canonical Cartan distribution on the infinite jet space J*°#; see Exam-
ple A.18. J*°xA fibers over M viathe map  : j2° f > x, over X via the map

w gl f e f(x),

carry a left-action of J*°T":
SRt IS = jE@o f) (orgel, feA).
The smooth structure on J *° 4 exploits the open inclusion
J®A C J®(M,X)

and the smooth structure on J°°(M, X) (see Example A.13). The Cartan distribution or
form on J *° (M, X) (see Examples A.18 and A.26 for the general constructions) induce the
desired distribution (or form) on J*° A, making it a flat (J°°T", €°°)-structure. Actually,
note that the entire diagram and all the operations involved sit inside the principal bundle
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given by the action of the (larger) groupoid I1°° = X of infinite jets of diffeomorphisms
(see the appendix) on the space T1°°(M, X) of jets of (local) diffeomorphisms between M
and X:

(M, X)

[N

Let us now look at the general case (i.e., when M and X may have different dimen-
sions). For an intrinsic approach, we represent I"-structures by principal §-bundles S over
M (§ = Germ(I')). Then, we define

% Jo(M,X)

consisting of jets of maps of type i o o where o is a section of 7 : P — M and one
proceeds as above, obtaining all the desired structure from that of J°°(M, X). One should
be aware however that, if one embeds everything into a larger diagram (like the last one),
one replaces T1°° (M, X) by the similar space Subm® (M, X) defined using submersions
(to ensure that the resulting action is free) but, even so, the action is not transitive. Hence,
in general, it is only after we restrict to the I"-version of the diagram,

J°°F

L,

that we obtain a principal bundle (and a (J °°T, €°°)-structure).

Note also that one could proceed less intrinsically, using I"-cocycles. The actual con-
struction is, in principle, rather obvious: representing a I' structure on M by a I'-cocycle
¢ @ My — Germ(I"), just compose it with the obvious morphism germ(I") — J T to
get a J*°T'-cocycle, hence a principal J°°I'-bundle. Proceeding this way however, one
still has to exhibit the Cartan distribution and prove the independence of the choice of the
cocycle.

Definition 4.18. An almost I'-structure is said to be integrable if it is induced by a I'-
structure.

Remark 4.19. As we will discuss in Section 6.2 and prove in Proposition 6.3, the differ-
entiable characteristic maps

&7 Hig(T) — H*(M)

associated with I'-structures P on a manifold M (where I is a Lie pseudogroup) only
depend on the underlying almost I'-structures. In other words, one has similar character-
istic maps

P H(T) — H*(M)



L. Accornero and M. Crainic 722

associated with any almost I'-structure P on M. And the construction actually makes
sense more generally, for any flat Cartan groupoid (X, €) = X and flat (X, €)-structure

(P.Cp) > M,
with associated characteristic maps defined on the Haefliger cohomology:

«P o HE (2,€) — H*(M).

5. The infinitesimal version of Haefliger cohomology

5.1. Lie algebroids

In this section, we investigate the infinitesimal data associated with (flat) Cartan groupoids.
This can be seen as part of the “Lie philosophy” of linearizing the global group-like struc-
tures. Of course, the starting point is the infinitesimal counterpart of Lie groupoids: Lie
algebroids, i.e., vector bundles A — X endowed with a Lie bracket [-, -] on the space I"(A4)
of section of A satisfying the Leibiniz type identity

o, f- Bl = [ -le. Bl + Lp@)(f)B  foralle, p € T(4), | e CT(X)

for some vector bundle morphism p : A — T'X (necessarily unique, and called the anchor
of A). The Lie algebroid A = Lie(X) of a Lie groupoid ¥ = X is defined as

A = ker(ds)x,
with the anchor
p:=dtlg: A—>TX,

and with Lie bracket obtained by identifying the sections of A with right invariant vector
fields on X. For the last notion, we consider arrows g : x — y, the corresponding right
multiplication R, : s~(x) — s~!()), and the induced tangent map

dRg : s Hx) = s7H().

With this, a vector field X on X is called right invariant if
e itis s-vertical;
* one has X3, = dRg(X}) for all the composable pairs (4, g).

The key remark is that any section o of A gives rise to the right invariant vector field a®
given by
af = dRg (0 (g)),

and then [e, B] is defined by the condition that

[, BI¥ = [, BR].
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Next, various notions and constructions valid for Lie groupoids ¥ = X have an
infinitesimal counterpart, defined for Lie algebroids A — X. A basic example is the notion
of representation which, on the infinitesimal side, takes us to representations of A4, i.e.,
vector bundles £ — X endowed with a bilinear operator

V:T'(A) xT(E) > T'(E), (a,0) Vu(o)
which is C*°(X)-linear in the first argument, satisfies the Leibniz rule
Vo(fo) = fVa(0) + Lp@)(f)o foralla € T'(A), 0 € T'(E)and f € C*(X),

and is flat in the sense that
Via,p1 = [Va, Vgl. 5.1

Giving up the last condition, one talks about A-connections on E and then the difference
of the two terms from the flatness condition defines a tensor

kv € Hom (A>A* End(E)),

called the curvature of V.
If A = Lie(X) and E is a representation of X, then E can be turned into a representa-
tion of A by defining

d
Va(0)(x) = (607" 0 (950 ™))]| _, (52)

e=

foralla € I'(A), 0 € I'(E) and x € X here, ¢, called the flow of «, is a one-parameter
family of bisections such that

d . _
—ga(0)|_ =

for all x € X, while ¢; @) is the flow of the vector field p(«). A basic well-known result
says that this construction Rep(X) — Rep(A4) is injective if X is s-connected (i.e., the
s-fibers are connected) and 1-1 if the s-fibers are 1-connected (connected and simply con-
nected).

Example 5.1. In Section 3.2, we have seen that, for any Cartan groupoid (£, €) = X,
TX is a representation of X. Next to this, there is another natural representation of X: A
itself! Indeed,

Yy xg A=A, (8. 05)) = ng_l(dm(horZ, (,o(ocs(g))),ozs(g))), 5.3)

defines a representation of ¥ on A.

This also allows us to expand Remark 4.2, where we pointed out that € C T'X can
be described as the kernel of a multiplicative 1-form @ € Q1(XZ, t* E) with coefficients
in some representation E of 3. Since w is pointwise surjective and its kernel is comple-
mentary to Ker(dt), it follows that E is actually isomorphic to Ker(dt)|x, hence using
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the inversion, also to Ker(ds)|x = A. Using the multiplicativity condition, one can check
that this is actually an isomorphism of representations, so that one may say (as in Corol-
lary 5.10) that

w e QYT t*A).

Another illustration of the Lie philosophy is the infinitesimal counterpart of differ-
entiable cohomology — the cohomology of Lie algebroid A — X with coefficients in
representations E = (E, V): in degree p, one defines C?(A, E) = T'(A?A* ® E), and
then the Koszul differential

d:CP(AE)— CPTYA,E)
is defined by

do(ar,....apr1) = Y (D' o(lai el e 8.8 0g)
i<j

+ Y (D Vo (@1, G g ).
i

The cohomology of the cochain complex (C?(A, E), d) denoted by H*(A, E) is the
algebroid cohomology with coefficients in E. Lie algebra cohomology and de Rham coho-
mology are two examples, obtained respectively when A = g (the Lie algebroid over a
point) and A = T'X (where the anchor is the identity and the bracket is the Lie bracket of
vector fields). Finally, if A = Lie(X) and E comes from a representation of X, there is a
natural cohomology map (known as the van Est map)

VE : H}(S,E) — H*(A, E).

Here, the left-hand side is the differentiable cohomology of ¥ = X with coefficients
in E — X, defined as for Lie groups: the cohomology of the subcomplex of groupoid
cochains with coefficients in E (that is, sections of t*E, where ¢ : (?) — X takes the
target of the first element) that are smooth. If 3 has cohomologically n-connected s-fibers,
the map is an isomorphism in degree lower than n and injective in degree n + 1. This was
proven in [37] for Lie groups and generalized in [12] to Lie groupoids.

5.2. Cartan algebroids and (infinitesimal) Haefliger cohomology

We now proceed with the discussion of the infinitesimal counterpart of Cartan groupoids
and their Haefliger cohomology. First of all, it may not come as a surprise that, instead
of Ehresmann connection on groupoids, one now considers linear (vector-bundle) connec-
tions on algebroids:

VX)) xT'(4) > T'(4), (X,a)+ Vx(a).
While an Ehresmann connection gave rise to the “quasi-action” (3.12) of ¥ on TX, V will
give rise to a “quasi-action” of A on 7'X, i.e., an A-connection. Namely,
VX T(4) x T(TX) - I'(TX)

54
(@. %) > [p@. X] + p(Dx(@). oY
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Incidentally, let us point out that also the action of ¥ on A from Example 5.1 has an
infinitesimal counterpart, namely, the A-connection on A

VA T(4) x I'(4) — T'(4) (5.5
(@.a') = Dp@na + [a.a]. 7

What is a bit more subtle is to find what the infinitesimal analogue of the multiplicativity
condition is. For the connection € on X, being closed under multiplication was encoded
in equation (3.15), which can be thought as the vanishing of some kind of 2-cochain on X:

@5 (g1,82) = dm(horgl (L), horg, (gT—)) —horg,g,(_) € Hom(Tl(gl)X’ AS(gz))'

One may think of this 2-cochain as some kind of “multiplicativity curvature” of €. For
linear connection, the situation is a bit similar but we end up with 2-cochains on A.

Definition 5.2. Given a Lie algebroid A — X and a connection V on A, the basic curva-
ture of V is defined as the tensor

k¥ € C*(A,Hom(TX. A)), 56
K (@)X = V[0, '] — [V (@). o] — [o. Vxa'] = Vyrp gyt Vgma's 0

where VTX is given by (5.4). We say that V is infinitesimally multiplicative if k% = 0.

Note that the basic curvature is related to the A-curvature of VX by
kyrx = p o k&,

and, similarly, to the A-curvature of vA by

kya = k¥ o p.
Definition 5.3. A Cartan algebroid is an algebroid A together with a connection V on it
which is infinitesimally multiplicative (cf. the previous definition). It is called flat if V is
a flat connection.

Remark 5.4. The name “Cartan algebroid” comes from [4], where the author considers
infinitesimally multiplicative connections on Lie algebroids as a generalization of Cartan
geometries [34].

We deduce the following.

Corollary 5.5. For any Cartan algebroid (A, V), (5.4) and (5.5) make TX and A repre-
sentations of A. Moreover, p : A — TX is A-equivariant.

Example 5.6. The infinitesimal analogue of Example 4.6 is the (pf) Lie algebroid A of
the (pf) Lie groupoid J *°T"; we refer to our appendix, and in particular to Examples A.37
and A.38, for more details and terminology. A (strict) atlas for A is given by the Lie
algebroids A¥ — X associated with J¥T', k € N, together with the maps A% — A¥~!
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obtained deriving the projections J¥I' — J¥~IT'. Since we assume normality, A% =~
lim A¥ . The flat infinitesimally multiplicative connection V on A% is the restriction of the
Spencer operator (A.5) (see also [35] for a discussion of Spencer operators). We notice
here that A% can be defined as the space of infinite jets of (local) I'-vector fields (see
Definition 2.9); that is,

A%® = {j>°X : x € Dom(X), X is a I'-vector field}.

One can give an explicit description of the action of J*°T" on A*° from Example 5.1
(which can be derived to provide a formula for the representation of A% on itself). Let
ayx € AY°; we can write

d t
)

Ox = ];O(E
with ¢’ € T and ¢° = id. If j° f € J*T, then one has

. oo 4 _
Jx f'ax:]f(x)(z foglof 1)-

Finally, let us notice that A°° is also a bundle of Lie algebras; in fact, the fiber AS° is
precisely the space a (I") of almost I'-vector fields from Definition 2.9 whose bracket is
given by the formula

t=0

22X, Y] = jP[X, Y]
The existence of this fiberwise Lie bracket is not a coincidence; an analogue structure
exists on any Cartan algebroid, as we explain in the next example.

Example 5.7. The infinitesimal analogue of Example 4.8 is that of action algebroids
g X X associated with infinitesimal actions p : g — X(X) of Lie algebras. Recall that,
as a vector bundle, g x X is the product bundle g x X, the anchor is given by the infinites-
imal action, and the bracket is the unique Lie bracket satisfying the Leibniz identity and
the identity [cy, ¢y ] = c[y,w], for all constant sections ¢y, ¢y, With v, w € g. Endowed with
the canonical flat connection, it becomes a flat Cartan algebroid.

As in Remark 4.9, these action algebroids exhaust most of the examples in the finite-
dimensional case. The key remark here is that, given a flat Cartan algebroid (A4, V), each
fiber of A has a natural structure of Lie algebra. In fact, the bracket

{,}p: T(A) xT'(4) = I'(4)
(ar, B) = [o, B] = V,o(oz) (B) + V,;(,B)(Ol)

is C®°(X)-linear in its entries and satisfies Jacobi. Therefore, it makes (4, {, },) a bundle
of Lie algebras (explaining also the notation “pt” to indicate “pointwise bracket”).

(5.7)

Definition 5.8. For x € X, the extended isotropy Lie algebra of (A, V) at x € X, denoted
by ax(A),is A, endowed with the pointwise bracket (5.7) evaluated at x.

The terminology indicates the fact that a,(4) contains, as a Lie subalgebra, the isotropy
Lie algebra of A at x, gx(A) (defined for any Lie algebroid as the kernel of the anchor
equipped with the restriction of the bracket on I'(A)).
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Note also that V acts by derivations w.r.t. { , },. In particular, the parallel transport
w.r.t. V induces Lie algebra isomorphisms between the extended isotropy Lie algebras at
different points. Hence, when the base is simply connected, fixing a point x¢, one obtains
an isomorphism of 4 with a,, x X, and it is straightforward to check that, actually, this is
an isomorphism of algebroids.

Finally, the precise relationship with Cartan groupoids is as follows.
Theorem 5.9. For any Cartan groupoid (X, €) = X, its Lie algebroid A becomes a
Cartan algebroid with VC : ¥(X) x T'(4) — T'(A) given by
V¥ (@) = [hor®(X), a®]|.
Moreover, VE is flat if € is so. Furthermore, when S has 1-connected s-fibers, the con-

struction
€ V°

is a 1-1 correspondence between Cartan connections on X and infinitesimally multiplica-

tive connections on A.

This theorem is a particular case of the main result of [32]. Using Example 5.1 and the
explicit formula for computing infinitesimal actions induced from groupoid actions (see
above), one deduces the first two parts of the following. The last part will be discussed in
greater generality in Proposition 5.18 below.

Corollary 5.10. If (A, V = V%) is the Cartan algebroid of a Cartan groupoid (X, €),

() VIX qnd VA (ie., (5.4) and (5.5)) are induced by corresponding representations
of X (cf. (3.12) and Example 5.1).

(2) The Cartan form of (X, €) can be realized as a multiplicative form
we Qg t*A).

3) If (X, €) is flat, using the de Rham differential on X with coefficients in the (flat)
pull-back bundle t* A (with connection t*V ), and the pointwise bracket (5.7), w
satisfies the Maurer—Cartan equation

1
di= 4 (@) + E{a)vw}pl =0.

With the previous discussions in mind, the infinitesimal version of the Haefliger coho-
mology from Definition 4.3 is pretty clear. Given a flat Cartan algebroid (A4, V), we
first consider the infinitesimal action of A on TX given by (5.4), the induced actions
on A?T*X, and the corresponding Koszul operators

dy: CP(A,ANIT*X) — CP(A4, AIT*X).

Similarly, we consider the de Rham differential on X with coefficients in the flat bundles
AP A* (endowed with the flat connections induced by V)

d:QIX,APA*) — QITI(X, AP A*).
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Definition 5.11. The Haefliger complex of a flat Cartan algebroid (A4, V) — X is the
bicomplex
CLA(A.V) i= CP(A, ATT*X) = Q4(X. AP 4*)

endowed with the differentials d4 and d described above. Its cohomology is denoted by
H;I(aef (A’ V)
and is called the (infinitesimal) Haefliger cohomology of (A, V).

We leave it to the reader to check that, indeed, this is a double complex (an argument
arises as a “bonus” of the discussion from the next subsection). As we shall see (and as
expected), this cohomology will be related to H}},.;(3, €) via a van Est map, which is an
isomorphism under the usual topological conditions on the s-fibers of X.

5.3. Matched pairs and the double

Here, we point out that flat Cartan algebroids and their Haefliger cohomology fit perfectly
in the framework of matched pairs. Very briefly, a matched pair of Lie algebroids is a
pair (A1, A2) of Lie algebroids (over the same manifold X) together with a Lie algebroid
structure on their direct sum (D := A; @ A, [—, —]p, pp), such that A; and A, are
sub-algebroids. This condition forces the anchor to be

pp (o1, a2) = pa, (1) + pa,(@2).

However, while the bracket [—, —]p is determined by the brackets of the two algebroids
when applied on elements of type («1, 0) or of type (0, ), one still has some free-
dom when combining the two types of elements. Actually, writing the components of
[(@1,0), (0,2)]p as

[(21.0).(0.2)], = (—V,a1. Vg, a2),
one finds the explicit description of matched pairs.

Definition 5.12. A matched pair of Lie algebroids consists of two Lie algebroids A; and
A,, a flat A;-connection V! on A,, and a flat A,-connection V2 on A; such that the
identities

@) [p1(@), p2(B)] = —p1(V3a) + p2(Ve )
(i) VB B2l = [VoB' B2l + [B', VaBl + Vi, B = Ve, B>
g2% g%
(i) Vila',e?] = [Vza',&®] + @', Vie?] + V2, ﬂal -V
hold. ‘

2 2
o
vl

It is well known [24,26] and straightforward to check that, indeed, these conditions
are equivalent to the fact that the resulting bracket and anchor on 4; @& A, make it into a
Lie algebroid. The key remark for us is the following.
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Theorem 5.13. There is a one-to-one correspondence between flat Cartan algebroids and
matched pairs where one of the two algebroids is TX.

Proof. First, let us start with a matched pair formed by (4, VTX) and (T'X, V). We con-
sider the three conditions from Definition 5.12.
* The first condition is
[p(@). X] = VI*X — p(Vxa)
fora e I'(4), X € X(M).

¢ The second condition is

VEXX, Y] = [VIXX, Y]+ [X. VEXY ]+ vIX x —vIX Y

Vyol

fora € T'(A), X, Y € X(X).
* Finally, the third condition is

Vxla, B] = [Vxa, B] + [o, Vx B] + vaxxa - VVC{XX:B

fora, B € I'(4), X € £(X).

The fact that V is a representation of 7X on A tells us precisely that it is a flat connection.
The third condition above is the compatibility condition (5.6) between V and [, ]. Hence,
(A, V) is a flat Cartan algebroid. As for the second condition, one sees that it follows
automatically from the first one the fact that V is a representation and the Jacobi identity.
The first condition is simply the formula of the representation on 7X associated with the
flat Cartan algebroid (4, V).

If vice versa we start with a flat Cartan algebroid (4, V), the first and third conditions
above are satisfied choosing V7X to be the representation of A on TX. As for the second
one, it is identically satisfied by the same reasons as before (V is a flat connection, the
definition of VX, and the Jacobi identity). [

This discussion reveals the presence of a larger algebroid associated with flat Cartan
algebroids.

Definition 5.14. The double of a flat Cartan algebroid (A4, V), denoted by D (A4, V), is the
Lie algebroid corresponding to the matched pair (4, TX). Explicitly,

D(AV)=A8TX,

with anchor
po (0, X) = pa(e) + X,
and with bracket

[(@. X).(B. )]y = (lo. B] + VxB — Vya. [X. Y] + VIXY — VIXX).

With this, one obtains the following re-interpretation of the Haefliger cohomology.
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Proposition 5.15. For any flat Cartan algebroid (A, V), its Haefliger cohomology is equal
to the usual cohomology of the double algebroid D(A, V):

Hlilkaef(A’ V) = H*(i)(A’ V))

This holds true in full generality for matched pairs (A1, A»); it is obtained by decom-
posing the algebroid complex of A = A; & A,

Q¥ (4) = P T (A7 A} ® A143).

Actually, one has the following, which also shows that flat Cartan algebroids are precisely
what is needed in order to define the Haefliger double complex (compare with the similar
discussion for groupoids in Section 3!).

Theorem 5.16. Consider the quadruple (A, Vi A,, Vz), where V1 is a representation
of Ay on A, and similarly for V2. Consider also the diagram

T(AF(AD* © ATH1 (A2)*) SLIN T(AFF1(AD* @ A1H1(Ay)*)

dAZT dAZT

T(AK(41)* ® A1(42)*) i, L(AFFL(A4))* ® A1(42)*),

where d4, and du, are the algebroid differentials associated with the induced representa-
tions on the exterior bundles.

The quadruple (A1, V', Ay, V?) is a matched pair if and only if the diagram above
is commutative for all k,q € N. Moreover, the resulting double complex is isomoprhic to
the complex of algebroid cochains of A1 @ A».

For a proof, see [23].

Remark 5.17. The double algebroid D (A4, V) associated with a flat Cartan algebroid
clarifies also the extended isotropy Lie algebras from Definition 5.8: it is isomorphic to
the isotropy Lie algebra (i.e., the kernel of the anchor) of D (A4, V); the isomorphism
is simply ay — (ax, —p(ay)). The remark from Example 5.7 that all the fiberwise Lie
algebras are isomorphic can also be seen as a particular case of the fact that the isotropy
Lie algebras of any transitive Lie algebroid are isomorphic to each other.

5.4. Flat (X, €)-structures

In Section 4.2, we discussed the notions of principal (X, €)-bundle and (X, €)-structure,
where (X,€) = Xis a flat Cartan groupoid, as a general framework for “almost geometric
structures”. We also pointed out that flat principal (X, €)-bundles are actually the same
as flat (X, €)-structures, and that examples coming from geometry are always flat. As we
have seen, (X, €) comes with its associated Cartan algebroid (4, V). Here, we reformulate
the definition of flat principal (2, €)-bundle/(X, €)-structure using only the infinitesimal
data (4, V).
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Proposition 5.18. Let (X,€) = X be a Cartan groupoid, with associated Cartan alge-
broid (A, V). Assume also that & : P — M is a principal X-bundle,

and denote by a : f*A — TP the induced infinitesimal action. Then, any sub-bundle
€p C TP making P a flat (X, €)-structure arises as the kernel of a 1-form

6 e QU(P, u*A)
with the following two properties:

0(a(e)) = foralla € T(A),
1 (5.8)
dyura(9) + 5{9~ O} =0,

where, as in Corollary 5.10, {-, -}y is the pointwise bracket (5.7) and d» 4 is the de Rham
differential on P with coefficients in the flat pull-back bundle u* A.

Furthermore, if the s-fibers of ¥ are connected, this provides a 1-1 correspondence
between such sub-bundles and 1-forms with these two properties.

Proof. We denote A= uw*A, and we use p : A — P for the corresponding anchor map
and V for the pull-back of the connection V (making u* A4 itself a flat Cartan algebroid).
First of all, we will need an infinitesimal characterization of multiplicativity — char-
acterization that was worked out in greater generality in [8, Proposition 5.3.4]. Here is
the part that is of interest for us. The idea is that the multiplicativity property (4.2) of 6,
rewritten as
@ 0)(g.p) = (& P30 (z.p) = (Pr10)(s.p)- (5.9

is an equality of multiplicative forms on the action groupoid £ x P. Hence, one can just
look at the equality of the corresponding infinitesimal counterparts,

yleft  yright . X(P) x F(}f) — F(/T),

for the left- and the right-hand side of (5.9), respectively. Computing the two operators,
we find

V5" (B) = Voo (B) + [B.0(X)] 1 — 0([3(B). X]),
V() = Vx (B)

forall X € X(P),p € F(g) (see [8] for more details). While the second satisfies Leibniz,
the first one does if and only if (5.8) is satisfied.
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Next, we concentrate on the Maurer—Cartan expression
1 ~
MC := dy»4(0) + 5{9, O} € Q*(P, A),

and we compute it on several types of tangent vectors:
e for X, Y in the image of p, we find immediately that MC(X,Y) = 0;
* ifonly Y is in the image of p and X € ker(6), writing ¥ = ,g , a careful but simple
computation gives A
MC(X. B) = VE“(B) — V™ (B):
o if X,Y e Ker(), we find right away MC(X,Y) = —0([X,Y)).

Hence, we see that MC = 0 encodes both infinitesimal multiplicativity as well as the
involutivity of €p = Ker(6). |

Remark 5.19. As we see in the proof, MC = 0 encodes more than just the infinitesimal
characterization of the multiplicativity of 8. From that point of view, the condition V'* =
Vright is a better characterization. However, the minimal way to encode multiplicativity
infinitesimally is to remove all the conditions that hold anyway. We see that what is left is
MC(X, B) = 0 whenever X is killed by 6; i.e.,

Vx(B) = 0([X.5(B)]) forall X € T'(€p), p € I'(A).
Also, this condition alone implies (5.8) and then the decomposition
TP =1Im(a) ® €p

(where a is the infinitesimal action). On the other hand, one can further rewrite the last
equation on 8 without any reference to 6, by applying it to horizontal lifts and to § = u*a.
We find that the infinitesimal counterpart of the multiplicativity of €p is

[hor(V),a(a)] = a(Vy (@) @ hor([V. p(e)]) forall V € X(X), o € '(A).

Remark 5.20. The form 6 and its properties can be packed together sightly differently,
using the corresponding double D = D(A, V). First of all, we re-interpret 6 as a D-
valued form, where, in principle, we use du for the TX-component. However, to obtain
compatibility with anchors, we arrange the terms to be

§:=(du—p00,9):TP—>i).

Then, the Maurer—Cartan equation for 6 translates into a similar Maurer—Cartan equation
for 6 which, in turn, just encodes the fact that 6 is a morphism of Lie algebroids. See also
the proof of Proposition 6.5.

Remark 5.21. The previous remark is undoubtedly related to the discussion in [38] con-
cerning Cartan’s seminal work on Lie pseudogroups and more precisely his “three funda-
mental theorems”. A precise exposition of the material is out of the scope of this paper, but
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the point that we want to stress is that the Maurer—Cartan equation for (X, €)-structures
mentioned in the remark above proves, together with the flat Cartan algebroid structure on
A, that a flat Cartan groupoid (X, €) is a very special case of Cartan’s realization in the
sense of [38, Definition 5.2.11]. One considers the automorphism of vector bundles

Pp:D—>D, X.a)— (X +p(a),a).
There is a unique bracket [, ] such that the above map is an isomorphism of Lie algebroids

@@:(D,[,])ﬁ(i)v[h]])'

We can look at the flat (X, €)-structure given by the action of (X, €) on itself and consider
the form @ = (dt — p o w, w) as in the previous remark, where now w is the form dual
to €. It follows from [38, Proposition 5.3.7] that the form Q = &g o & = (dt, w) satisfies
Cartan’s structure equation

1
dQ +3[2.2) =0

which is manifestly of Maurer—Cartan type. Getting rid of ® g, one finds the Maurer—
Cartan equation for @ mentioned in the previous remark. On the other hand, when (P, €p)
is a flat (X, €)-structure and 6 is the form dual to €p, the Maurer—Cartan equation for
6 = (dt — p o 6,0) can be read, composing with @ g, as a Cartan structure equation in
the sense of [38, Definition 5.2.11].

6. van Est maps

6.1. A very general setting

In this subsection, given a proper action (not necessarily principal) of a flat Cartan groupoid
(X,€) = B onaspace P (not necessarily carrying extra-structure)

=0 ( P,

=

X

we will construct a natural map
VEp : Hjj,(X,€) - Hs(P) 6.1)

from the Haefliger cohomology of the Cartan groupoid to the cohomology corresponding
to the subcomplex
Q*(P)* c Q*(P) (6.2)

of the de Rham complex of P consisting of ¥-invariant differential forms on P.
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Here, we are using that X acts not only on 7M but also on the tangent space TP of
any X-space P.Indeed, the action groupoid is itself a flat Cartan groupoid with the Cartan
distribution pulled back from X:

Yp=XxP =3P, €p:= prl_l‘é’,

and we are just considering the induced action on the tangent space of the base. Working
out the action, one finds the explicit description: the action of g : x — y on v, € T, P

(p € u™'(x))is
g vp 1= (da)g,p(horg (dpu(vp)). vp) € Tgp P

The first projection from the action groupoid gives rise to a pull-back map between the
corresponding Haefliger cohomologies (defined already at the level of complexes)

prf : H:I(aef(z’ '6) - Hlilkaef(EP’ EP)

Lemma 6.1. If the action of X on P is proper, then the inclusion (6.2) of Q*(P)* in the
p = 0 row of the Haefliger complex of (X p, €p) induces an isomorphism:

H;(P) ~ H;Ikaef(ZP,\ep).

Proof. Replacing ¥ p by X, we may assume that ¥ =2 X is a proper groupoid and we are
comparing Cp, (¥) with *(X)%. The main point is that each row C;;;%(Z) computes
the differentiable cohomology of the proper groupoid X with various coefficients. But that
is known to vanish in all positive degree and give the ¥-invariant part in degree zero if
¥ is proper (see Lemma A.35 in the appendix). Hence, by a standard double complex
argument, the conclusion follows. [

Combining the two maps above, i.e., pr] and the isomorphism from the lemma, we
obtain the desired map (6.1).

Proposition 6.2. If the action of ¥ on P is proper, | is a submersion, and the |i-fibers
of P are cohomologically [-connected, then VEp : Hj} . (X,€) — H$(P) is an isomor-
phism up to degree | and injective in degree | + 1.

Proof. Let us call the property from the statement (iso;). We have to check (iso;) for the
map induced in cohomology by the map of double complexes

pr’l‘ : CI’;;;(E, f) — C;;;(EP, tfp).

If A — B is any inclusion of double complexes and C denotes the quotient, from
the long exact sequence in cohomology, we see that (iso;) for the map in cohomology is
equivalent to C having trivial cohomology up to degree k. Furthermore, if such a property
holds for all columns, then it also holds for the total complex.



Haefliger’s differentiable cohomology 735

By this double complex argument, it suffices to show that, in each column p, our map
pr : T(E® A*Er) — [(ZP, A*E})

satisfies (iso;) in cohomology. Fixing p and denoting

P:=3xP M=3x® z=pr,
we find ourselves precisely in the setting of Proposition A.36 from the appendix. ]

6.2. The case of flat (X, €)-structures (and almost structures)

The differentiable cohomology of pseudogroups serves as the domain of differentiable
characteristic maps (3.6)
Kggr * Hige(T) — H* (M)

associated with T'-structures & — see Definition 3.1. Here, we point out that these maps
do not depend on # but just on the induced almost I'-structure. Actually, these maps
are defined in the general setting of flat Cartan groupoids (¥, €) = X and flat (X, €)-
structures (P, €p) — M. This exploits the general van Est map (6.1) in the more special
case when P is actually a flat (X, €)-structure. In this case, we have available the hori-
zontal lift hor with respect to the Ehresmann connection €p, which induces a map

hor* : Q*(P)* — Q*(M),

hor* () (vy, ..., v?) := a(hory(v}), ..., hor,(v7)),

where p € P is a/any element in the fiber above x; thanks to the invariance of ¢, the
definition is independent of the choice of p. Composing the induced map in cohomology
with the general van Est map (6.1) gives rise to a map

Kiner © Hipet(2.€) — H*(M), 6.3)

called the Haefliger characteristic map associated with the (X, €)-structure (P, €p). As
promised, we have the following result.

Proposition 6.3. For Cartan groupoids (X, €) and (X, €)-structures induced by Lie
pseudogroups T and T -structures P

E=J%T, P=J%P,

the Haefliger characteristic map (6.3) becomes the differentiable characteristic map (3.6)
of the T-structure.

Proof. We start by recalling that, by definition, Kgi)ff is constructed by composing the map

J* i Hig(T) > HR(8)  (§ = Ferm(T))
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with the map (2.20)
y* HR(§) > H*(M).

We have the map of double complexes (we stick to the notation § = Ferm(T"))

pri : CP(§,.Q%) — CP(§ x P, QL).
Using properness of the principal action, the cohomology of the right-hand side is seen
to be isomorphic to HZ () (the cohomology of §-invariant forms on &; this goes as in
Lemma 6.1). The projection & : > — M is étale because so is § and & is a principal
§-bundle; hence, we see that Hg(P) = H*(X). We get a map

y*:HRp(8) - H*(X) 6.4)
fitting in the diagram
KI{IJaef
Hi () > H*(X)
X'* V 6.5)
HiR (%)

which is commutative by construction. Of course, 7* has to be compared with y* and
(6.5) has to be compared with

P
K gifr

H (D) s H*(X).

\'* V (6.6)

Hix (%)

Hence, it is clear that the equality y* = $* implies our claim. To prove it, let us fix a cover
U of M. We consider the map

7*iCP(Ex P,QL) - CP(My, Qi) ¢ — 7*(c),

where

Here, the 0;’s are the sections of the principal ¥-bundle $# which correspond to the chosen
g-cocycle on M, and the [0;],’s are the corresponding germs at x (which can be identified
with the points g; (x) € & since 7 is étale). More explicitely, o; : U; — & is the section
of # which is the inverse of 7 around [y;;]x € &, the germ of y;; at x (in particular,
[¥iilx = 0i(x)). This is a map of double complexes. The claim follows thanks to the
commutative diagram below (we leave to the reader to check that ¥ induces in cohomology
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the isomorphism H () = H™*(X) used to define y*):

CP(gx P QL) 4 » CP (Mo, Q%).

P
pry”* y [

crg,94)

Remark 6.4. This new insight may make the characteristic maps useful also in detect-
ing almost structures that are not integrable. The plan would be to use the commutative
diagram

P
H;;ff(r) K gif N H*(M)
H*(T)

P

b s defined on

which is simply (3.3) for a general pseudogroup I' (notice that we see «
H*(T") using Theorem 2.16). Step 1 is to detect classes

u € Hgy(T)

that are killed when viewed as cocycles in H*(BT"), i.e., are in the kernel of the universal
map
K" HE(T) — H*(T) = H*(BT).

Then, step 2 is to exhibit almost I"-structures P whose corresponding u-characteristic class
P) =« H*(M
u(P) = kgig(u) € (M)

does not vanish. From the previous commutative diagram, one concludes immediately that
P cannot arise from an actual I"-structure .

We conjecture that this plan can be implemented for certain pseudogroups I'. Note
however that already step 1 is a delicate matter. For instance, even for I' = I'? (when the
previous plan cannot work because of the Frobenius theorem), one may expect that the
universal characteristic map is injective but, despite some early announcement [15], that
is still an open problem (this was pointed out in [9] — see e.g. the comments following
Theorem 5, and the further references therein). On the other hand, it may be easier to find
elements in the kernel of «""" than proving that the map is injective; of course, one has to
look at pseudogroups for which formal integrability does not imply integrability.

6.3. The van Est map into infinitesimal Haefliger cohomology

Next, we exploit the general van Est map (6.1) in another special case: when P is X itself.

Proposition 6.5. For a Cartan groupoid (X,€) = X, taking P = X endowed with the
left action of 3, the resulting complex Q* () is isomorphic to the infinitesimal Haefliger
complex Cf, (A, V) of the flat Cartan algebroid (A, V) — X of (£, ).

a
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Therefore, one obtains a canonical map
VE : Hj,(3,€) > H,(A, V)

and this map is an isomorphism up to degree | if the s-fibers of X are cohomologically
[-connected.

Proof. We will be using the description of the infinitesimal Haefliger complex as the alge-
broid complex of the double D (A4, V) (see Definition 5.14), appealing to Proposition 5.15.
Recall that the total space of D (A4, V) is A & TX. We have (identifying A with ker(ds)|m
via w)

Aie) ® Ty X =T, X

and we notice that a vector field left invariant for the action of ¥ x X on 7'X is completely
determined by its value over u(X) C X. Moreover, as a representation of ¥ x X, TX is
the direct sum representation of t* A4 and t*TX; if (¢, X) € T'(4 & TX), then

Vg = (dm(horg (dt(oe)), oc), dm(horf (dt(X)), X))

defines a left invariant vector field V' € X(X). This gives a bijection between the sections
of A @ TX and such invariant vector fields. Furthermore,

Vg = (@.horS (X)),

where & and horg (X) are the left invariant sections of t* A and #*TX associated with
a € T'(A) and X € I'(TX). In particular, & is s-vertical and hor® (X) is the unique s-
projectable vector field tangent to € and extending X at u(X). Notice that the map

P:ApTX - A TX
(0tx, vx) = (_ax’ Ux +P(ax))

is an isomorphism of vector bundles. We will show that the composition of ® with the
map (o, X) — (&, hor® (X)) gives an isomorphism of Lie algebras.
First of all, for all o, B € I'(4) and X, Y € X(X) (notice that p(&) = hor® (p(@)), and
the same holds for ),
[(—@.hor®(X) + p(@). (= B.hor® (¥) + p(B))]
= [-@. —B] + [=& hor® (V)] + [ = &. p(B)] + [hor (X). —B |
+ [hor® (X), hor® ()] + [hor® (X), p(B)]
+ [p@). =B ] + [p@).hor® (V)] + [p(@). p(B)]-

Since the right-hand side of the equality above is left invariant, we just have to show that
it coincides with ®([(«, X), (B, Y)]) when restricted to X. Following our argument for
Lemma 6.6 below, one sees that

@, Bllx = —[at, B] + Vo) (B) — Voes) (@).
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Notice also that, for any Z € X(X), hor® (Z) is tangent to X. This implies that
[— @ hor® (V)] = Vy(@), [hor®(X),—B]=-Vx(B)
and that R R
[—@.rB)]lx = Vo (@, [p@. =B ||x = =Vo) (B)-
In conclusion,
[(—&.hor® (X) + p@)). (— B.hor® (V) + p(B))]
which coincides with ®([(«, X), (8, Y)]). |

6.4. Application to the transitive case

When (X, w) is transitive, there is yet another natural choice of a X-space P to which one
can apply Proposition 6.2: the s-fiber s™1(x), for x € X.

Lemma 6.6. There is an isomorphism
Q* (s (1)) " ~ C*(ax(4)),

where ay(A) is the extended isotropy Lie algebra from Definition 5.8. Therefore, there is
a canonical map in cohomology

VEx : Hijpor(2, 0) — H*(ax(A4))

and this map is an isomorphism up to degree | if the isotropy group X is cohomologically
[-connected.

Proof. This proof is best approached working with a multiplicative pointwise surjective
form w € Q!(XZ,1* A) whose kernel is €; see Remark 4.2 and Corollary 5.10. In particular,
we will need the Maurer—Cartan equation from Corollary 5.10 or, more precisely, the one
for the restriction of w to s~!(x); see Proposition 5.18 (of course, (s~!(x), W]5-1(x)) is
a flat (X, w)-structure, compared with Example 4.14). We will keep the notation ¢ for
the restriction of the target map ¢ : £ — X to s~ !(x), which is surjective because X is
transitive.
Notice that we have a map

i, %(s_l(x))Z — Ay, X — (w|s—1(x)(X))|1x'

One sees immediately that this is a linear isomorphism. Observe that the inverse of 7y, is
given by
ix 10y € Ay — ix(ay) € T(Ts™ ' (x)),

where, for all g € s71(x),

(ix(ocx))g = dm(horg(dt(wfxl(ax))),a)fxl(ozx)) € Tes ' (x).



L. Accornero and M. Crainic 740

We can choose w so that wy, is the identity map on s-vertical vectors and the formula
for i, simplifies to

(ix(ozx))g = dm(horg (p(ex)), ax) € Tes ™ (x).
We claim that 7, is an anti-Lie algebra map, so that composing with the map
Ax = Ax, oy — —0y

we get the desired isomorphism.
As anticipated above, this follows because w|s-1(y) satisfies the Maurer—Cartan equa-
tion |
dt*A(a)Lr](x)) + E{a)|s—1(x), a)|s71(x)}pt = 0.

To keep the notation simple, we will use the same symbols as in Proposition 5.18: v
will denote the infinitesimally multiplicative flat connection on ¢* A obtained pulling back
V viat, A will denote t*A, and we rebaptize w| s—1(x) as 0, so that the Maurer—Cartan
equation becomes

1
dz(0) + 5{0.0}p = 0.
Let us recall that, for any X, X, € I'(Ts~1(x)),
d7(0)(X1. X2) = Vx, (0(X2)) — Vx, (0(X1)) — 6([X1. X2]).

Consequently, from the Maurer—Cartan equation, we see that for each pair of invariant
vector fields X1, X>, it holds that

{0(X1),0(X2)},, = =Vx, (0(X2)) + Vi, (0(X1)) + 6([X1, X2]).

As it is shown in [8, Proposition 5.3.4], the following identity (already recalled while
proving Proposition 5.18) holds for all X1, X, € ['(Ts™(x)):

Vx, (0(X2)) = Ve (0(X2)) + [0(X2). 0(X1)] 7 — 0([A(0(X2)). X1]).

where we observe that the first two terms of the right-hand side correspond to the action
of 8(X3) on 6(X1) using the representation of A on itself (see formula (5.5), taking into
account that (/T , 6) is a flat Cartan algebroid). We claim that if X; and X, are left invari-
ant, then 6(X;) and 6(X») are left invariant for the representation of X x s~1(x) on its
algebroid A (see (5.3)). Assuming for a moment that this claim is true, using the formula
recalled above, we see that

Vx,(0(X2)) = —0([p(6(X2), X1]),  Vx, (0(X1)) = —0([F(6(X1)), X2])

for any pair of left invariant vector fields X1, X, over s~!(x). Still using [8, Proposi-
tion 5.3.4], one has that 6 is the inverse of p; hence, —Vx, (0(X2)) + Vx,(0(X1)) =
—26([X1, X2]) holds and we have

{0(X1).0(X2)} = —0[X1, X»]:
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i.e., the map
(7' ()% > 4r. X > —0(X)1,

is an isomorphism of Lie algebras, which was our original claim.

We are left to show that if X is left invariant, then 6(X) is left invariant, which follows
by proving that 6 is a map of X x s~!(x)-representations. Of course, this uses multiplica-
tivity. In the following computation, we see A = t* A as the fibered product A xx s71(x)
and m denotes both the multiplication on ¥ and the one on the action groupoid:

(8.12) - (0(X2). 1) = dR (g1 gydm(horl?, ¥ (B(6(X))). (0(X). 1))
= dR(g‘l,g)dm((horg (0(Xx))). B(6(Xx)). (Xx. 1x))
= dR (g1, (dm(borg (p(Xx)), Xx). L) = (0(Xe). 8)-
The last step follows from multiplicativity, which implies
0(Xg) = g~ 0(Xx) = dRg-1dm(hors (0(Xx)). Xx). n
We can then state the following theorem.

Theorem 6.7. Let (X, €) be a transitive flat Cartan groupoid. If K C X is a compact
Lie subgroup with the property that X5 / K is contractible, then the map from the previous
lemma factors through an isomorphism

Hioi(2,€) = H*(ax(4), K).

Remark 6.8. In examples coming from geometric structures, there is always a natural
choice of K, even in the profinite-dimensional case (see Example 6.9).

Proof. The triple (s~ (x), t, £,) is a principal bundle and we know that s~ (x)/K has
contractible fibers. Then, we can apply Proposition 6.2 to the Z-space s~ (x)/ K. We have
to prove that Z-invariant forms on s~ (x)/K are isomorphic to the Lie algebra cochains
in A, relative to K. For this, one just uses the fact that the isomorphism constructed in
Lemma 6.6 descends to the basic subcomplexes; that is, it respects the contraction and the
Lie derivative with respect to the elements of ¥ = Lie(K). |

Composing the isomorphism from the above theorem with map (6.3), one sees that, if
(X, €) is a transitive flat Cartan groupoid, a (X, €)-structure comes with a natural map

kP H*(ax(A), K) — H*(M). (6.7)

Example 6.9. When T is a transitive Lie pseudogroup and ¥ = J*°T, the resulting iso-
morphism becomes
Hi(T) = H*(ax(T). K):

see Definition 2.9 and Example 5.6. For k > 2, the projections

prk’k_1 S JkT = Jkir
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are affine bundles projections; consequently, one can always choose a subgroup K as in
Theorem 6.7.

In particular, for I' = Diffj,.(R?) and ¥ = J*°Diff},.(R?), the group K can be iden-
tified with the orthogonal group O(q). This is a phenomenon slightly more general than
Diff},.(R?) that we explain in Example 6.10. As a consequence, the isomorphism from
Theorem 6.7 reduces to (3.4), with codomain given by the relative Gelfand—Fuchs coho-
mology of formal vector fields.

Going back to a transitive I", the characteristic map (6.7) corresponding to an almost
I'-structure $°

kP% L H*(ax(D), K) — H*(M) (6.8)

is seen to be defined on the relative Gelfand—Fuchs cohomology of I'-vector fields.

The characteristic map (6.8) for transitive Lie pseudogroups had been addressed in [7]
and in [2,3]. We adapt the construction of [2,3] to our setting; the outcome is a description
of map (6.7) which is in the same spirit as the geometric characteristic map of flat prin-
cipal bundles (see Section 2.2), i.e., of Chern—Weil nature. We use the description from
Proposition 5.18 of €p in terms of 0 € Q1 (P, u* A). Restricting to

Q= pt(x),
we obtain a principal X,-bundle 9 — M and
9Q = 9|Q S QI(P,C(X(A))

will satisfy the Maurer—Cartan equation (cf. Proposition 5.18). The form 0o induces a
map

95 : C*(ax(A)) — Q*(0).
This works as in the standard situation of flat principal bundles. Passing to K-basic ele-
ments and using that the fibers of /K — M are contractible, one obtains an induced
map (compare with (2.3)):

K% : H*(ax(A), K) — H*(M).

Example 6.10. To further elaborate on Example 6.9, let us consider the transitive pseu-
dogroup I'g on R? induced by some Lie subgroup G C GL(g, R) as follows:

I'g = {¢ € Diffioc(R?) : dxp € G, x € dom(p)}.

Notice that this pseudogroup is defined by a first-order condition; more compactly, it is of
first order, which means that ¢ € T'g if and only if jl¢ € J!T'g for all x € dom(p). As
a consequence, a group K as in Theorem 6.7 is induced by a maximal compact subgroup
K of the isotropy group (J!T'g)x = G. In fact, one defines K to be the group of infinite
jets at x of linear diffeomorphisms ¢ fixing x and such that dy¢ € K.
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When dim(M) = g, a [g-structure on M is the same thing as a flat (or integrable)
G-structure; a (J *°T'g, €%°)-structure on M, as in Example 4.17, is a formally integrable
G-structure (see, for example, [36] for G-structures and [8] for a discussion about formal
integrability that is close to the formalism of this paper). When dim(M) = n > ¢, a ['g-
structure is a codimension ¢q foliation equipped with a transverse flat G-structure.

A. Pro-finite manifolds

A.1. Pf manifolds (pf = pro-finite)

Pro-finite manifolds are, in principle, infinite-dimensional manifolds together with a “tail”
of finite-dimensional ones, a tail that allows one to export the usual (finite-dimensional)
concepts to the infinite-dimensional setting. The basic example is that of infinite jets,
where the “tail” is the sequence of jets spaces of finite orders.

Definition A.1. A tower of manifolds M, is a sequence
M.Z "'-)ngMk_l—)---—)Mngl—>JT1M()

consisting of smooth, finite-dimensional manifolds M and surjective submersions be-
tween them.
A pf-atlas on a set M, denoted by

a: M — M,,

is a tower of manifolds M, together with a collection a = {ay : M — M} of surjections
compatible with the tower projections (7 o ay = ayx—1).

Remark A.2. Given such a pf-atlas a : Ml — M,, any x € M has associated components
w.r.t. a: namely,
Xk = ak(x) € M.
But note that, in principle, two distinct points may have the same components.
Perhaps a better name for the components x; = a (x) would be that of “truncations
of x”. They are not arbitrary — actually each one of them determines the previous ones by

Xp—1 = g (xgx) forall k.

However, there may be sequences (yx) satisfying this compatibility but which do not arise
from an element of x € M.
All these remarks can be packed together by considering the inverse limit of the tower

lim M = {(xi)k=0 : Xk € My, mx(xXg) = X1}

and interpreting a as a map
a:M — lim M.
an
k
And we were just saying that this map may fail to be injective (different elements may
have same components) or surjective (compatible sequences may not have a limit in M).
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Definition A.3. A pf-atlas a : M — M, is said to be normal if the induced map M —
lim M is a bijection.

Example A.4. One can always achieve normality by replacing M by lim, M . However,
there are natural examples which are not necessarily normal, for instance, J°°T", for cer-

tain choices of I" (see Example A.38). A standard example is given by the pseudogroup
of analytic diffeomorphisms of R?; see Example A.38 and Remark A.40.

Definition A.5. Considera : Ml - M, and b : N — N, to be two pf-atlases. A set the-
oretical function f : M — N is said to be a smooth map w.r.t. a and b, or we say that
f (M, a) - (N, b) is a smooth map of pf-atlases if, for each k, the k-th component

bro f: M — N
comes from a smooth map defined on some M, for some my large enough:
byo f = fkmk ©dm,, with fkmk € C*®° (M, , Ng).

Remark A.6. The outcome is very much related to the notion of morphism between
towers of manifolds. Seeing towers as particular cases of projective systems of (finite-
dimensional) manifolds, one obtains an abstract but very standard description of the result-
ing hom-spaces:
Hom(M,, N,) := lim lim C** (M, Np).
n m

Working this out and using that the 3 ’s are surjective submersions, one obtains the fol-
lowing description which is related to the previous definition.

First of all, let us call a concrete morphism between two towers M, and N, any col-
lection of smooth maps

Jo=1{fx 1My, = Nge>1 withmy <my <---
which is compatible in the sense that it makes the resulting squares commutative:

Tmpcmp_y

M, Mgy ——— -

& fk*l
Tk k—1

Ny

Ni_1

Note that, for the maps fkm" arising in the previous definition, this compatibility is auto-
matically satisfied. Therefore, the condition from the previous definition can be reformu-
lated by requiring that f : M — N is compatible with a concrete morphism of towers feo
from M, to N,.

Next, given a second concrete morphism ge = {gx : M, — N} as above, we say
that fo and ge are equivalent concrete morphisms if for each k, f and g; become equal
after composing them with the projections Mg — M, and Mg — M, , respectively,
for some K -large enough (which actually may be chosen to be max{my, [ }). With this, a
morphism of towers is an equivalence class of concrete morphisms.
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And, again, it is useful to look back at the previous definition: while the actual f; =
fkmk are far from unique (they are just required to exist), we see that any two choices are
equivalent; hence, one has a unique, well-defined induced morphism of towers

fo € Hom(M,, N,).

Similar to the previous discussion about coordinates, two different f’s may still induce
the same morphism of towers, or there are morphisms of towers that are not induced by
an f. However, neither of these can happen when the two atlases are normal.

Example A.7. It is straightforward now to define the composition of morphisms of tow-
ers obtaining, therefore, the category of towers (of finite-dimensional smooth manifolds).
With the resulting notion of isomorphism, we see that, given M,, if we sample the tower
via an increasing sequence of indices mgy < m; < mp < ---, then

Tk 2 st
v = My, — My, = o0 = My, — My —> My,

is isomorphic to M, itself.

Given Example A .4, it is interesting to consider atlases that are not normal. However,
to make our life easier (and be able to just quote existing results), from now on we will
start imposing the normality condition.

Definition A.8. A pf-manifold is a set M together with an equivalence class of normal
pf-atlases, where two pf-atlases

a:M—>M.,, da:M-M,

are said to be equivalent if the identity map idyg is a smooth map of pf-atlases (in the
sense of Definition A.5) both as a map from (M, a) to (M, a’) and the other way around.
Equivalently, we require the existence of an isomorphism of towers

Ca.ar € Hom(M,, M/,) (“change of coordinates™)

that is compatible with a and a’.

Remark A.9 (the underlying topological space). Note that any pf-manifold carries a nat-
ural topology: the smallest one which makes all the projection a; continuous (using a/any
atlas a). As terminology,

* we will simply talk about “the pf-manifold M without explicitly specifying the equiv-

alence class of the atlas in the notation.

» when thinking about M just as a topological space, we will use the notation |M]|.
Definition A.10. A smooth pf-map f : M — N between two pf-manifolds is any set
theoretical map with the property that, for an/any atlas a of M and b of N, f is a smooth

map w.r.t. a and b (in the sense of Definition A.5). We will denote by C°°(M, N) the
space of such smooth maps.
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Example A.11. When N = R, we obtain the algebra C°°(M) of smooth functions on
the pf-manifold M; working out the previous definition, we see that they are continuous
functions

f:M—>R

with the property that there exists mg such that
f =goap, withg:M,,, — R smooth in the usual sense.

Abstractly, we deal with
: 00 _ 00
lim C*° (M) = o),
m

viewed as a subspace of C (M) via the pull-back by a. Concretely, we think of functions
f = f(x) on M as functions that may depend on infinitely many variables

xXo = ao(x), x1=ai(x), ..., xx=ag(x),

while smooth functions depend only on a finite number of variables m¢ in a smooth way.

One can also require this condition only locally — and that gives rise to another notion
that we would call “smooth function on the space |M|” (for the notation see Remark A.9);
this gives rise to a sequence of (strict) inclusions

C*®(M) C C*°(IM]) C Cont(|M]). (A.D)

Example A.12. Of course, any finite-dimensional manifold M is a pf-manifold: just use
the constant tower M, = M.

Example A.13. The basic examples of towers and pf-manifolds are provided by jets and
PDEs. Let us choose a fibration (meaning a surjective submersion)

7T R—-M

between finite-dimensional manifolds. Associated with such a fibration, there is an entire
tower of jet spaces

J®R: .—> J?R—>J'R— J'R =R,

where J¥ R denotes the space of k-jets of sections of 7 : R — M. Each such space with
k finite has a canonical smooth structure, while

J®R = limJ*R
<«

becomes a pf-manifold. A particular case of this is when R = M x N is a product and 7 is
the projection on the first factor. Then, sections of R are identified with smooth functions
from M to N and one obtains the jet-spaces

JEM,N) = J*@pr, : M x N > M).
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On the other hand, one can also proceed more generally, for PDEs on (sections of)
fibrations 7 : R — M ; an order k-PDE is then encoded into a subspace P C J k R and the
standard regularity assumption is that P is a submanifold and P — M is still a fibration.
Then, one can consider the jet spaces of P itself, J! P C J!J¥R; the intersection with
J*¥FTIR c J'J¥R is called the [-prolongations of P:

PO c JHHR.
All together these give a tower of spaces
P .. p@ L pM_ pO_p

but the maps may fail to be surjective. The space P () plays the role of the space of
“formal solutions” of the PDE P. One says that P is formally integrable if all these maps
are surjective submersions. In that case, P becomes a pf-manifold and the inclusions

PO c kDR

provide a natural example of concrete morphism of towers which does not preserve the
degree. Of course, they represent the inclusion

P©) <y JoR

as a morphism of pf-manifolds. Note also that, interpreting P ) itself as a PDE of order

k + [, one obtains
(P(l))(oo) ~ P(OO),

as pf-manifolds.

A.2. Direct pf-vector bundles (and sheaves)

We now move to vector bundles and sheaves. As we shall explain, there are two interest-
ing but different types of vector bundles to consider. In this section, we look at the first
type, called “direct”. Because of the examples we have in mind, we concentrate on vector
bundles; for sheaves, the discussion is entirely similar.

Definition A.14. A (direct) pf-vector bundle over a pf-manifold M consists of a pf-
manifold E and a smooth pf-map p : E — M, together with vector bundle equivalence
classes of pf-vector bundle atlases where

* apf-vector bundle atlas for p : & — M isanatlasa : E — E, for E, an atlasa : M —
M, for M together with the structure of the tower of vector bundles

2 st

E, : -~-—)]Eki)Ek_1 E, Eq Eo

M, : "'—>Mka>Mk_1 M, M M

T2 1
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(hence, each E;, — M}, is a smooth, finite-dimensional vector bundle and each tower
map Ex — Ex_; is a vector bundle morphism covering the tower map My — Mjy_1)
which represents p,

e two pf-vector bundle atlases, d and a’, are said to be equivalent (as pf-vector bundle
atlases) if they are equivalent as atlases of E, with the corresponding isomorphism of
towers ¢z z : Eo — E/, being represented by the morphisms of vector bundles.

A (pf-)section of E is any smooth pf-map o : M — E satisfying p o 0 = id. We denote
by I'(E) the space of such sections.

Remark A.15 (representing sections). Given a vector bundle atlas a : E — E,, the best
case scenario is when we deal with sections o that are represented by sections oy of Ey.
It is not difficult to see that, given any section o, one can find an atlas a which realizes
the best case scenario for the given o. However, this is of very little use since a usually
changes with 0.

In practice, we usually have a fixed (preferred) vector bundle atlas @ : E — E,; given
that, any section of [E can be represented by a concrete morphism (cf. Remark A.6)

Oe = {0k : My, = Eg}ks1 withmyg <mp < -+

and the section condition is that py o oy is the projection M, — My; i.e., oy comes
from a section of the pull-back of E via the tower projection 7w : M, — My

Sk € F(Mmk,n*Ek). (A.2)

On the other hand, the underlying topological space |E| (cf. Remark A.9) is itself a
topological vector bundle over |[M|: the fiber E, above any x € |M] inherits a structure
of vector space (actually a pf-vector space) and the corresponding maps (addition and
multiplication by scalars) are continuous. And, of course, the sections of E — M are, in
particular, continuous sections of |E| — |M]:

F(]E) C Iﬂcont(|]E|)- (A3)

To recognize when a section
o M| — |E|

is a section of the pf-vector bundle E, let us fix a vector bundle atlas @ : E — E,. We look
at the @-components (0°,0!,...) of 0 and we view them as functions depending on the
a-components (xg, X1, ...) of x,

o = or(xg,Xx1,...) € Eg (a section over |M| of the pull-back of ]Ek).

Then, o is a section of the pf-vector bundle [E if and only if o5 depends only on a finite
number of entries: there exists my > k large enough and sz as in (A.2) such that

ok (x) = sk (xn,) Vx € |M.
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Note that the last condition (existence of sx) can also be required only locally — and that
gives rise to what we would call “smooth sections of |E|”, and resulting (strict) inclusions

F(E) - 1—‘smooth(HEl) - l—1cont(|]E|)' (A4)

Example A.16. In Example A.13,if 7 : E — M is a vector bundle (everything is finite-
dimensional), then each J kE is a vector bundle over M and then

Moo i JXE - M
becomes a pf-vector bundle (for M, see Example A.12).

Remark A.17 (the structure of I'(E)). The immediate structure on I'(E), the space of
sections of a vector bundle E — M over a pf-finite manifold, is the algebraic one: it is a
vector space, and a module over the ring C *°(M) of smooth functions.
On the other hand, each vector bundle atlas a : E — E, gives rise to a decreasing
filtration of I'(E):
- CfaCf1 CfoCfuy =T(E),

where fx consists of those sections whose k-th component vanishes. To obtain a structure
that is independent of the atlas, one considers the induced, f.-adic topology on I'(EE): that
is, the linear topology for which fis form a basis of neighborhoods of the origin. It is a
simple exercise to check that this topology does not depend on the choice of the atlas.

In conclusion, T'(E) is a topological vector space and C *°(M)-module. Of course, one
could also say that I'(E) is a topological C°°(M)-module, where C°°(M) is endowed
with the discrete topology.

A.3. The tangent bundle and vector fields

There are two basic examples of vector bundles to have in mind. One of them is the trivial
line bundle, where we recover the notion of smoothness for the functions on a pf-manifold;
in this case, the sequence of inclusions (A.4) becomes (A.1).

The other basic example is the tangent bundle of a pf-manifold M. For an intrinsic
approach, one defines T, M as the space of derivations at p, §, : C*°(M) — R, and then
one sets TM = Ux Tx M. It follows that, for any pf-atlas a : M — M, one obtains a
pf-atlas TM — T'M,, where the tangent tower of M, is, of course,

dmy

dmy dmy
TMe: > TMy — TMj_; —>---—> TMy; — TM; — TM.

The fact that TM = m TMy, is shown in [18] and can also serve as definition of 7'M
(a less intrinsic but perhaps more practical one).
The tangent bundle gives rise to the notion of smooth vector fields of M and |M:

(M) C Z(|M)).
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As a particular case of sections of vector bundles, X(M) is a topological module over
C*°(M). As in the standard situation, vector fields act on smooth functions; and, using
[18, Theorem 3.26], one finds

X(M) = Der(C*(M)), %(|M]|) = Der(C*(|M])).

In particular, vector fields still come endowed a Lie bracket satisfying the standard Leibniz
identity. With the notion of tangent bundle and the Lie bracket of vector fields at hand, one
can talk about distributions and involutivity in pf-manifolds M, Ehresmann connections,
etc.

Example A.18 (The Cartan distribution). We continue with the notations from Exam-
ple A.13, for a fibration w : R — M. Any section o € I'(R) induces a section jKo of
J¥R — M and the sections of J¥ R of this type are called holonomic. The Cartan distri-
bution

€. c TJIFR

is defined so that it detects which sections of J¥ R are holonomic: they must be tangent
to €. Actually, one can force this property into the definition and define €, as the space
of vectors that are tangent to such holonomic sections (another description using 1-forms
will be recalled below). All together define

Coo CTI®R

as a distribution on the pf manifold; unlike its finite versions €, €, is involutive.

Example A.19. And here is an interesting example of pf-connection. Consider the pf-
vector bundle J*°E — M associated with a vector bundle £ — M as in Example A.16.
It is well known that J°° E carries a canonical connection

V:X(M)xT(J®E) — I'(J®E) (A.5)

which can be used, again, to detect the holonomic sections as the ones that are flat w.r.t. V.
Actually, as with the Cartan distribution, this property can be used to force the definition
of V. It is interesting to remark that V is of a true pf-nature: at each level k, it does not
descend to a connection on J* E but to an operator

VK X(M)xT(JFE) - T (J*1E) (A.6)

which is a connection “relative to [ : J¥ E — J¥~1 E” in the sense that the Leibniz identity
takes the form

Vi (fo) = fVE(0) + Lx ()I(0).

Similar to the involutivity of the Cartan distribution, V is a flat connection. In the literature,
it is known as the Spencer operator on J*°E. The list of literature concerning Spencer
operators is extensive; see, for example, [35].
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A.4. Differential forms
We now move to differential forms. We are interested in the general case with coefficients.

Definition A.20. Let M be a pf-manifold and let E be a pf-vector bundle over M. A g-
differential form on M with coefficients in [E is any g-alternating, C °°(M)-multilinear
map

w:XM)x---XM) - I'(E) (A7)

g times

which is continuous w.r.t. the natural (f-adic) topology on X (M) and I"(E). We denote by
Q4 (M, E) the space of such. When E is the trivial line bundle, we talk about g-forms on
M and we use the notation 29 (M).

Remark A.21. Note that, according to this definition, the continuity of g-forms

w : E(M) x --- £(M) - C®(M) (A.8)
———
q times

appeals to the discrete topology on C *°(M). Without thinking at general coefficients, that
may seem odd; hence, it may be interesting to point out that the actual topology on smooth
functions does not have such a big influence: any other topology that is linear (i.e., makes
the vector space operations continuous) and for which the origin has a neighborhood that
does not contain any line would produce the same result.

Let us concentrate on forms with trivial coefficients R. For a pointwise description,
we will be looking at topological vector spaces V' and at g-alternating, R-multilinear,
continuous functionals on V'

alt?(V) :={w: V x---x V — R : alternating, R-multilinear, continuous}
———
g times
(where, again, R will be endowed with the discrete topology). Of course, we will be

applying this to the tangent spaces Tx M of a pf-manifold M with their natural f-topology.

Remark A.22. When V is finite-dimensional endowed with the discrete topology, alt?(V)
is simply A2V* — but this is a notation that may be confusing if used in the infinite-
dimensional case (note that we are not even interested in making sense of AW for a
general pf-space W, and then apply it to some topological dual V* of V).

Remark A.23. When looking at topological vector spaces V' whose topology can be
described as the f-adic topology induced by a filtration

wChCcficfoCfa=V

consisting of vector subspaces of finite codimension, then the continuity of a form @ on
V is equivalent to the fact that @ factors through one of the (finite-dimensional) quotients:

Vi i= V/.
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In other words, considering the sequence of inclusions induced by the canonical projec-
tions, one has

alt? (Vo) = alt!(Vy) — - = | Jalt? (V) = alt! (V).
k

where each Vj is finite-dimensional; hence, alt? (V%) is the standard AZ Vk*.

Proposition A.24. Let M be a pf-manifold. Then,

(a) any w € QI4(M) is pointwise; i.e., there exists a family
{wx € alt!(TxM) : x € M},
inducing it in the sense that
(X', . XD (x) = ox(X), ..., XD)

forall X',..., X9 € (M), x € M.

®) ifa: M — M, is a pf-atlas for M, then any usual differential form at some
level k, n € Q4(My), can be promoted to a form on M, 7 € Q4(M), uniquely
characterized by

ﬁx = 77ak(x) o ((dak))m e (dak)X)'

Moreover, the resulting forms exhaust all the differential forms on M.:

Q4(Mo) = QI(My) > --- — | QI (M) = Q4 (M).
k

In this statement, the “inclusions” Q9 (Mj_;) — Q9 (M) are, of course, induced by
the projection maps 7 : My, — M_1, but we will omit 7* from the notation. Also, in the
previous construction, 7] deserves the name a; (n), but, again, in what follows, we will be
omitting a; (as well as the tilde) from the notation.

Proof. First note that any v € T, M can be written as v = X for some X € X(M). To see
this, at each level k, we look at vy = (dag)x(v) € Tx, M and we consider X € X(My)
extending v,. However, one can proceed inductively and, at each stage, arrange that Xj
is projectable to Xy_;. Then, the X} ’s together define a vector field X with the desired
properties (see also [18, Lemma 3.15]).

This implies the uniqueness of each w,. For the existence, we are left with checking
that w(X, —, ..., —)(x) = 0 whenever X vanishes at x. Using an atlas a : M — M,,
since w is continuous, it follows that it vanishes on some fg, for some k. Using C *°(M)-
linearity, it suffices to show that

X = f-Y mod g, forsome f € C°°(M) vanishing at x, ¥ € X(M).

For that, look at the k-th component Xy € I'(M,,, , #*T M) and write it as f - Y for
some section Y of the same bundle and f € C° (M) vanishing at ag (x); then, extend
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YrtoaY € X(M) and also interpret f as a smooth function on M. For (b), we have to
check that the resulting 7 is continuous, i.e., that it vanishes on some of the members of
the filtration; but it clearly vanishes on fg.

Finally, to see that any w € Q9(M) arises as some 7 (living at some level k), choose,
of course, the k so that w vanishes on f. And, by the same arguments as above, note that
any Xy € X¥(My) can be realized as the k-th component of some X € (M) (of course
unique modulo f). ]

Note that all the usual operations and formulas valid for differential forms now make
sense in the pf-setting. The ones that are relevant for us in the main body are wedge
products, interior products, Cartan magic formula, de Rham differential, and the Koszul
formula.

Returning now to forms with general coefficients E, it is pretty straightforward to
extend the previous discussion. The bottom line will be that the continuity condition for
a form (A.7) translates into the fact that, for any pf-vector bundle atlas a : E — E., and
for any k, the k-component wy (taking values in I'(Ex)) comes from a form at a finite
step my

wx € Q1(Mp,, Eg).

More formally,
Q4(M,, E,) = lim lim QI (M,,, w*Eg),
k m>k

where, of course, m = 7, i : Ml,, — M is the tower projection.

Example A.25. As in the finite-dimensional setting, connections V on E can be inter-
preted as operators
dy : T(E) -» Q' (M, E),

and then they are in 1-1 correspondence with operators on Q*(M, E) satisfying the Leib-
niz identity. Here, all the objects are in the pf-sense; hence, in principle, also the connec-
tions do not have to come from connections on vector bundles E. That is a phenomenon
that we have seen already in the case of the standard connection (A.5) on the infinite jet
space J*° E. Note that, in that example, dv is reflected at level k as

dye :T(JFE) - QY(M, J*71E).

Example A.26 (Cartan forms). Let us return to a fibration & : R— M as in Example A.13
and we recall the description of the Cartan distribution (see Example A.18) as the kernel
of a 1-form, the so-called Cartan form

w e QUI®R; V).

First of all, 'V is the vector bundle over J*° R which, at level k, is the vertical bundle of
JKR > M:
VK = 7Y JRR.
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With this, the components of @ will be of type
ok e Q' IFR V)

(hence again of pf-nature!), where n is the projection 7y x—; from J kR to J¥1R. In
particular, for the jet spaces of type J¥ (M, N) (see Example A.13), o is given by

W = dy (PPN = de GET ) 0 djg £ (9). (A9)
Finally, note that the differential forms in the previous sense are not part of the sheaf

on M viewed as a topological space (which we denote by |M]|) but rather of a pf-sheaf on
M viewed as a pf-manifold. Of course,

Op(IM[) > U — Q4(U) (A.10)
is a presheaf.

Definition A.27. The sheaf of ¢g-forms on |M|, denoted by QfMI, is the sheaf on |M]|
associated with the sheaf (A.10). The space of its global sections is denoted Q9 (|M)).

The same applies for forms with coefficients.

While the elements of 29(M) are g-alternating, C°°(IM)-multilinear maps (A.8) which
are required to come from a g-form on some My, the elements of Q9(|M|) can be
described similarly, but imposing the same condition only locally.

A.5. Inverse pf-sheaves (and vector bundles)

We now move on and discuss the other type of vector bundles and sheaves on pf-mani-
folds: the inverse ones. Here, differently from the case of direct vector bundles/sheaves,
the discussion for sheaves is simpler. Because of this and given the examples that we have
in mind, we concentrate on sheaves first. In Example A.33, we will clarify the relation
between direct and inverse vector bundles/sheaves.

Definition A.28. A sheaf S, on a tower M, is a sequence of sheaves §; on My together
with sheaf morphisms ¢y : 7S — Sy for each k.
Given a second sheaf S; on another tower N,, a concrete morphism of sheaves F, :
S. — S. consists of a strict morphism of towers
Jo={fk: Mmk - Nk}kzl withmy <my < ---
together with morphisms of sheaves over M,
satisfying the coherence condition (for the notations, see the explanation below)

[
Smy T 8m,_,

FkT Tﬂ*Fk_l

*S’ fk*d)l * *S’ % L% S’
<— =
T Sk kT k-1 T 1Sk
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Given another concrete morphism of sheaves G, : So — S;, with concrete morphism
of towers
8o =18k : M, — Ngjg>1 withly <lp <--+,

we say that F, and G, are equivalent if for each k there exists K larger than n; and
[ such that, as in the definition of equivalence of strict morphisms of towers, one has a
commutative diagram

TS, T*S8y,

n*F *G
* rxe _ _*x_*x¢l
Tt frS, = gtS,

Finally, a morphism between two sheaves (over towers) is an equivalence class of
concrete morphisms.

As a convention for our diagrams,
 for notational simplicity, we omit the missing indices for ¢, ¢’ and the tower projec-

tions 7; on the diagram they should be clear by looking at the domains of the arrows.
* we also denote by 7 and ¢ the composition of consecutive % ’s and ¢y, respectively.

And now we move to pf-manifolds.

Definition A.29. Let M be a pf-manifold and let $|g) be a sheaf on the topological space
|M| (underlying M)). A pf-atlas for S|ny) is a pf-atlas a : Ml — M, of M, together with a
sheaf (S., o) on the tower M, and an isomorphism of sheaves over |M]:

a: li_r)nakSk = Sjmy- (A.11)

Two such pf-atlases @ and @’ are said to be equivalent (as pf-atlases for Sjny)) if they are
equivalent as sheaves of towers, by isomorphisms that are compatible with @ and &’.

Finally, a pf-sheaf S on M is a sheaf ;g over |[M| together with an equivalence class
of pf-atlases.
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Note that the isomorphism (A.11), hence also the inductive limit there, is within the
category of sheaves; and the connecting maps are induced by the ¢ ’s. This means that
we have morphisms of sheaves

flk . a,tSk — S|M|
which are compatible with the ¢ys:

a;g Sk

azgdr Simj-

af—1

agmySg—1 = a;_;Sk—1

Furthermore, S is universal among sheaves equipped with such diagrams. The fact that
a= ﬁ_H)lflk is an isomorphism of sheaves boils down to a similar stalk-wise statement.
However, such isomorphisms do not hold at the level of sections; what happens there is
the following:

* the spaces I'(My, 8x) form an inductive system
¢ : T (Mg, Sg) = T'(Mgt1, Sk+1),
» each I'(M, Si) injects into I' (M|, Sjppp) via the map a (and the base map ax)
ag : T (Mg, 8g) < T(IM], Sjm)
and, together, one obtains

lim (Mg, $x) 2= ) @x (T (M. $x)) € T(IM], Sppa).
k k

It is not difficult that the resulting subspace of I'(M, §) does not depend on the atlas a
of S.

Definition A.30. For any pf-sheaf S on a pf-manifold M, the resulting subspace of
L (IM], Spy) is called the space of (pf-sections) of §, denoted by

(M, $) C T(IM], Sp)-

Hence, it consists of sections s of $jnp with the property that for a/any pf-atlas of §, there
exists a k and a section s € I'(My, Si) such that

s(x) = ak (sk (ak (x))).
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Note that the entire discussion about sheaves, starting with Definitions A.28 and A.29,
makes sense if we replace the word “sheaf” by “vector bundles”. The resulting notions
will be coined as inverse vector bundles on towers and on pf-manifolds.

Example A.31. The basic example is, of course, the pf-sheaf of g-forms, denoted by Qg,ﬂ.
The underlying sheaf on [M]| is QTIMI from Definition A.27 and pf-atlases are obtained
from atlases a : Ml — M, of M, using Qqu over each My (and the required sheaf mor-
phisms are given by pull-back of forms).

Example A.32. Any (inverse) pf-vector bundle E on M gives rise to a (inverse) pf-sheaf
I'g of sections.

Example A.33. Any of the usual operations with vector bundles which are covariant in all
arguments (e.g. direct sums, tensor products, tensor powers, etc.) can be lifted right away
to both (direct/inverse) types of pf-vector bundles. The situation is different for construc-
tions that are contravariant in one of the terms — the basic example being that of taking
duals. That is precisely the operation that changes direct vector bundles into inverse ones,
and the other way around.

In particular, we see that for any pf-manifold M, we can talk about 7*M, as well as
A4T*M, as inverse vector bundles over M. Passing to sections (cf. the previous example),
one recovers the sheaf of g-forms.

A.6. Groupoids and algebroids in the pro-finite context

Most of the basic concepts on Lie groupoids and Lie algebroids can be adapted to the
pro-finite setting in a manner that is rather straightforward, though occasionally tedious.
Furthermore, given the examples we have in mind, and to avoid further complications, in
the main body of the paper, we will not even use some of the most general concepts. For
instance, the most general concept of pf-groupoid ¥ = M comes with ¥js, M;s and
the structure maps (source/target, multiplication) are just pf-maps (hence may lower the
index k). However, the examples that we encounter in the main body are most of the time
over a finite-dimensional base M and they are always “strict” in the following sense.

Definition A.34. A strict Lie pf-groupoid is a topological groupoid ¥ = M, where X and
M are pf-manifolds which admit strict pf-atlases, i.e., atlases @ : ¥ — Yo, a : M — M,,
where each X is a Lie groupoid over M, with structure maps compatible with those of
% (towers of Lie groupoids). We say that &

* is proper if all the ¥ = M may be chosen to be proper.

* has (cohomologically) /-connected fibers if all the ¥ = My may be chosen to have
this property.
A Lie pf-subgroupoid of X is any subgroupoid Y C X which is itself a (strict) Lie
pf-groupoid, such that ¥ admits a strict pf-atlas @ : ¥ — X, with the property that

ily: Y — T,

is a strict pf-atlas of Y, where each Yy := ax(Y) is a Lie subgroupoid of .
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Similarly, a strict action of such a groupoid on a pf-manifold P is a topological action
of X on P along some pf-map u : P — M, such that there exist atlases for ¥ and M as
above, and for P, such that the action factors through the actions of X on Pj. We define
strict principal X-bundles and strict (direct/inverse) representations of ¥ on pf-vector
bundles in an analogous way.

Cochains on X with values in a representation [E are defined as in the finite-dimensional
case, see (2.16), except that we use sections in the pf-setting; hence, C*(XZ, E) is a sub-
complex of C*(|X], |E|). The same is true when defining multiplicative forms.

Concerning pf-algebroids A — M, the discussion is again quite similar, although here
we will not restrict entirely to strict ones. Hence, the Lie bracket on I'(4) may come from
“brackets”

L(Ag) x T'(Ag) = T (A1)

(hence, the Jacobi identity makes sense only on the entire I'(A4)). Nevertheless, if ¥ =
M is a strict pf-groupoid, one defined its Lie algebroid A = Lie(X) precisely as in the
finite-dimensional case, and the outcome will be a strict pf-algebroid. Actually, it is not
difficult to see that, using strict pf-atlases as in Definition A.34, the Lie algebroids Ay =
Lie(Xx) — My can be used as strict atlases for A (in particular, A = l(ln Ag).

On the other hand, one has to be a bit careful with the Lie functor at the level of
representations, Rep(X) — Rep(A), since the defining formula (5.2) uses flows. For that
one just remarks that the formula defining V,(0)(x) can be described as the differential
at 1, of the map

s7'(x) > Ex, g g-o(1(g) € Ex,

applied to o (x).
Here are two results that we use in the main body of the paper.

Lemma A.35. If ¥ = M is a proper strict pf-groupoid and E is any pf-representation,
then HP (X,E) = 0 when p # 0, while when p = 0, it is the space of invariant sections
r'(E)>.

Proof. When the coefficients are trivial (or constant), we can just appeal to the simi-
lar finite-dimensional result from [12] since, in that case, the cochains are the union of
cochains defined at each step of the tower. This is also enough if the coefficient space is
an inverse sheaf. For coefficients given by a direct vector bundle E, we have to be slightly
more careful. We fix an atlas ¥ — X, consisting of proper groupoid, with E; — My
representation of ¥ = M. Let ¢ be a p-cochain with p # 0 such that §(c) = 0 and let
ng < ni < --- so that the k-th component of ¢ comes from %, :

ck € CP(Z,, . Eg).
Using the properness of X, , we can write

ck = 8(ux) withug € CP71(Z,, Ep).
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We just have to make sure that one can arrange that the two types of resulting Ej-valued

cochains over X%, .,

(k) = ug o (w,....,w), mwougss € CPH(Z,,,, . Ep),

coincide (where the first 7 is the one of the tower X, while the second is of the tower [E,).
We proceed inductively. Once uy was chosen, the previous condition determines part of
Uk 1. Actually, let us decompose E 41 = Ek @ Vi, where Vj is the kernel of the map
Eg4+1 — Eg, and Ek is a complement which is X, -invariant (the existence of such
a complement is another consequence of properness — see [13]). The elements v € Eg 44
will be decomposed as v = v” + v according to this direct sum. Then, for the components
of the element u; 1 that we are looking for, u), 41 18 uniquely determined by the condi-
tion 7 (u), +1) = 7" (ug), while when choosing uj 41 the only condition comes from the
requirement §(Ug41) = Cg41; i.€.,

8(”%4.1) = Ck+1 _8(1";(4.1)-

Note that the right-hand side is a cocycle with values in Vj (since §(uy) = cx). Hence,
using again the result from the finite-dimensional case (for the representation Vi of X, , ),
one does find the desired V}-valued cochain u% 41 ]

The following is a particular case of [12, Theorem 2] (applied to foliations) extended
to the pf-setting.

Proposition A.36. Let v : P — M be a submersion between pf-manifolds. Let € C TM
be an involutive distribution, and consider its inverse

€ :=7'(€) := (dm)"'(€) C TP.

Assume that the fibers of w are cohomologically l-connected in the pf-sense; i.e., after
passing to pf-atlases, w can be represented by maps whose fibers are cohomologically [ -
connected in the usual sense. Then, the map induced by pull-back in the €-cohomologies
(the Lie algebroid cohomologies of the subalgebroids € — TM and € TP )

n*: H*(€) - H*(€)
is an isomorphism up to degree | and is injective in degree | + 1.

Proof. In principle, we just follow the proof of [12, Theorem 2] in the particular case of
foliations (second part of the proof there), taking care of the pf-version. As there, using
the same construction of the spectral sequence, one reduces everything to proving that

H (%7, E)=0 foralli €{l,...,1},

where
Fr = Ker(dm)
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(another involutive distribution) and E is any pf-vector bundle over M. Here, the coeffi-
cients 7*[E are endowed with the canonical ¥ -connection, uniquely determined by the
condition that pull-back sections are flat (and of relevance for us are the cases E = A9C).

As in the proof of the previous result, this follows in principle from its finite-dimen-
sional version. To see this, start with any cocycle w € C i (Fr,7*E), look at its k-compo-
+» and apply the
finite-dimensional result there to write wg = d(ny) (for that we need the fibers of P,, —
M., to be cohomologically /-connected). Again, one has to make sure that the consecutive

nents w*, each one of them coming from the complex over some P,

Nk s are chosen compatible, but that is done precisely as in the previous proof, just that the
situation is a bit simpler now, because we just need vector bundle complements inside
each Ep . ]

Example A.37. We encountered two main examples of groupoids in this paper. The first
example consists of groupoids of germs, which are finite-dimensional but possibly huge
and non-Hausdorff. The second example is given by groupoids that sit inside the tower of
full jet groupoids associated with (finite-dimensional) manifolds X

% = IF(X) := {j¥ f : f € Diffic(X), x € domain(f)},

which are groupoids over X with source s( j;‘ f) = x, target ¢ ( j;‘ f) = f(x), and multi-
plication

Jfo@ Jff =ik(f o).
For k finite TT¥ inherits a smooth structure from the fact that it sits as an open in the k-jet
space J*(X, X). Altogether, one has a tower of Lie groupoids

O®:... > M ->n'-mn’°=xxXx

and [1°° = B becomes a strict pf-groupoid.
Corresponding to this, there is a pf-vector bundle over X,

T® ...l 0=TX,
where
k= JkTX - X

consists of k-jets of vector fields. Each % with k finite carries a canonical structure of
Lie algebroid over X — the unique one with anchor projection w = 7y ¢ : Tk 50=7TX
and with bracket satisfying

X j*YT = j*x.y).
Of course, when k = oo, the previous discussion makes T °° a strict pf-algebroid over X.
Actually, this is precisely the Lie algebroid corresponding to the jet groupoids: the identi-
fication of j ;‘ X with a tangent vector to the s-fiber of IT¥, at the unit, is

d
K a1 kox
Jx X = dt 1=07% (@7)-
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The general discussion of Cartan distributions and forms (see Examples A.18 and
A.26), applied to the first projection R = X x X — X, gives rise to similar objects on IT*°.
Note that the vertical bundle from Example A.18 becomes the pull-back via ¢ of T°;
hence, using our convention for denoting forms with coefficients in representations, the
Cartan form becomes

Woo € QUII®, TX)
(and, over IT¥, it becomes a form with values in T5~1).

The structure that emerges is related to the general discussion of flat Cartan groupoids
from the main body of the paper, as [T = X becomes a flat Cartan groupoid. The cor-
responding flat Cartan algebroid is (T°°, V) where V is the Spencer operator (A.5) in the
case £ =TX.

Example A.38 (Lie pseudogroups). A similar discussion applies to general (Lie) pseu-
dogroups on X (the previous example corresponds to the full pseudogroup Diffe(X)).
First of all, for any pseudogroup I" on X, restricting our attention at the jets of diffeomor-
phisms from I', one obtains the tower of groupoids

J®T .. > J’T - J'I' - JOT, (A.12)

where each JXT sits inside IT¥. The only “problem” is that the groupoids J*T" may fail
to be smooth manifolds and the maps in the tower may fail to be submersions.

Definition A.39. A Lie pseudogroup on X is any pseudogroup with the property that
J T is a smooth pf-subgroupoid of T1°°.

It follows that the corresponding algebroids
A .= Lie(J*T)

are Lie sub-algebroids of ¥, that A% becomes a pf-sub-algebroid of T, and that the
action of TT¥ on T restricts to an action of J¥T" on AK~!. Furthermore, the Cartan
forms restrict to similar forms

wr € QUUIFT, ¥ AFY), weo € QLT 1 A4%),
and the same happens for the Spencer operator on T,

Remark A.40. Given our convention that all the pf-manifolds are normal, the condition
that I" is a Lie subgroupoid includes the condition

J®T = @Jkr.

For this reason, it would be desirable to remove normality: this condition is often satisfied,
but there are interesting examples when it is not — e.g. for the pseudogroup I'?, of analytic
diffeomorphisms on R”. In fact, JKT? = J¥T" but J*T” is strictly contained into
J%°T'": there are formal power series that are not convergent.
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On the other hand, for Lie pseudogroups, J °°T is not necessarily infinite-dimensional;
pseudogroups for which it has finite dimension are called of finite type. For instance, con-
sider the pseudogroup in R consisting of (locally defined) diffeomorphisms of type

ax+b

¢ x> —d witha,b,c,d € R withad — bc # 0.
cx

One has

J'r=mn', Jr=1m
and, for all k > 2, the projection J¥*1T" — J*T is an isomorphism. This follows from
the fact that any diffeomorphism ¢ of the previous type satisfies

w3912
T
hence, all the higher derivatives can be expressed in terms of the first two. Notice that from
this it also follows that the Cartan distribution on J3T is involutive. Moreover, the isomor-
phisms J ktip 5 gk I, for k > 3, induce the isomorphisms of the Cartan distributions.
This means that the projection

(J°T, 0®) — (J3T, »?)

is an isomorphism of flat Cartan groupoids.
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