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Highest Weight Theory
for Minimal Finite W -Superalgebras and

Related Whittaker Categories
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Abstract

Let g = g0̄+g1̄ be a basic classical Lie superalgebra over C, and e = eθ ∈ g0̄ with −θ being
a minimal root of g. Set U(g, e) to be the minimal finite W -superalgebras associated with
the pair (g, e). In this paper we study the highest weight theory for U(g, e), introduce
the Verma modules and give a complete isomorphism classification of finite-dimensional
irreducible modules, via the parameter set consisting of pairs of weights and levels. Those
Verma modules can be further described via parabolic induction from Whittaker modules
for osp(1|2) or sl(2) respectively, depending on the detecting parity of r := dim g(−1)1̄.
We then introduce and investigate the BGG category O for U(g, e), establishing highest
weight theory, as a counterpart for the works for finiteW -algebras by Brundan–Goodwin–
Kleshchev [Int. Math. Res. Not. IMRN 15 (2008), article no. rnn051] and Losev [in:
Geometric methods in representation theory II (2012), 353–370]. In comparison with the
non-super case, the significant difference here lies in the situation when r is odd, which is
a completely new phenomenon. The difficulty and complicated computation arise from
there.
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§0. Introduction

This work is a sequel to [49]. In [49] we obtained the PBW theorem of minimal

refined W -superalgebras over C, along with their generators and the commutator

formulas. In this paper we continue to study the representations of minimal finite

and refined W -superalgebras. Our purpose is to develop the highest weight theory

for minimal finite and refinedW -superalgebras, and to determine all simple objects

in the corresponding BGG category O.

§0.1.

A finite W -algebra (resp. superalgebra) U(g, e) is a certain associative algebra

(resp. superalgebra) associated with a complex semi-simple Lie algebra (resp. basic

classical Lie superalgebra) g and a nilpotent element e ∈ g (resp. e ∈ g0̄ for g =

g0̄⊕g1̄). In the last two decades, finiteW -algebras and finiteW -superalgebras have

been developed rapidly since Premet studied finite W -algebras in full generality

in [37] (see [38, 39, 40], etc.).

In particular, Brundan–Goodwin–Kleshchev in [12] considered the highest

weight theory for finiteW -algebras and showed that the irreducible highest weight

modules can be parameterized by some unknown set L. In virtue of [12], Losev

[30] further studied the so-called BGG category O for finiteW -algebras first intro-

duced by Brundan–Goodwin–Kleshchev, and established an equivalence of these

categories and the generalized Whittaker categories studied by Miličić–Soergel [32]

when the nilpotent element e is principal.

§0.2.

Let G be a connected semi-simple algebraic group over C with g = Lie(G). When

the element e = eθ, with −θ being a minimal root of g, the corresponding finiteW -

algebra U(g, e) is called minimal. In the case of basic classical Lie superalgebras,

one can also take (even) nilpotent elements associated with minimal roots, and

then obtain minimal finite W -superalgebras. The study of minimal (affine) W -

superalgebras can be traced back from [28] (see also [29, §5] for more details).

In the present paper, we will study the highest weight theory for minimal

finite W -superalgebras and for refined minimal W -superalgebras. This work can

be regarded as a counterpart of Premet’s work on the minimal finite W -algebras
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in [38], and also a counterpart of Brundan–Goodwin–Kleshchev’s work [12] on

highest weight theory for finite W -algebras. We will follow Premet’s strategy in

[38, §7], and also the methods applied by Brundan–Goodwin–Kleshchev in [12,

§4], with a lot of modifications.1 Let us briefly introduce what we will do.

§0.3.

For a given complex basic classical Lie superalgebra g = g0̄ + g1̄ and a nilpotent

element e ∈ g0̄, let (·, ·) be a non-degenerate even supersymmetric invariant bilinear

form on g. Define χ ∈ g∗ by letting χ(x) = (e, x) for all x ∈ g. Fix an sl(2)-

triple (e, h, f) in g0̄, and denote by ge := ker(ad e) in g. The linear operator adh

defines a Z-grading g =
⊕

i∈Z g(i) with e ∈ g(2)0̄ and f ∈ g(−2)0̄, and we have

ge =
⊕

i⩾0 g
e(i) by the sl(2)-representation theory. Up to a scalar, we further

assume that (e, f) = 1.

Choose Z2-homogeneous bases {u1, . . . , us} of g(−1)0̄ and {v1, . . . , vr} of

g(−1)1̄ such that χ([ui, uj ]) = i∗δi+j,s+1 for 1 ⩽ i, j ⩽ s, where

i∗ :=

{
−1 if 1 ⩽ i ⩽ s

2 ,

1 if s2 + 1 ⩽ i ⩽ s,

and χ([vi, vj ]) = δi+j,r+1 for 1 ⩽ i, j ⩽ r. Write g(−1)′0̄ for the C-span of u s
2+1, . . . ,

us and g(−1)′1̄ the C-span of v r
2+1, . . . , vr (resp. v r+3

2
, . . . , vr) when r is even (resp.

odd). Denote g(−1)′ := g(−1)′0̄ ⊕ g(−1)′1̄, and set the χ-admissible subalgebra and

the extended χ-admissible subalgebra of g to be

m :=
⊕
i⩽−2

g(i)⊕ g(−1)′, m′ :=

{
m if r is even,

m⊕ Cv r+1
2

if r is odd,

respectively. Then the generalized Gelfand–Graev g-module associated with χ is

defined by Qχ := U(g)⊗U(m) Cχ, where Cχ = C1χ is a one-dimensional m-module

such that x · 1χ = χ(x)1χ for all x ∈ m.

A finite W -superalgebra U(g, e) := (EndgQχ)
op is by definition isomorphic

to Qadm
χ , the invariants of Qχ under the adjoint action of m. Recall that in [48,

Thm. 4.5] we introduced the PBW theorem for finite W -superalgebras U(g, e).

As an important ingredient in our arguments, we will first introduce a refined

version of the PBW theorem of U(g, e), which will be present in Theorem 1.4 and

Proposition 1.10.

1Depending on the parity of the dimension for a particular subspace of g, one can observe
critical distinctions for the construction of Verma modules for minimal finite and refined W -
superalgebras, and also for the formulation of the corresponding BGG category O, which never
appears in the non-super case.
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§0.4.

From now on, we will focus on the minimal case.

0.4.1. Recall that Cartan subalgebras of g are conjugate, and are by definition

just those of g0̄. Let h be a standard Cartan subalgebra of g, and let Φ be the root

system of g relative to h. Denote by Φ0̄ and Φ1̄ the sets of all even roots and odd

roots, respectively. From the detailed description of Φ in [25, §2.5.4] and [34, Thm.

3.10], we can choose a minimal root −θ of g, and then a positive root system Φ+ of

Φ with simple root system ∆ = {α1, . . . , αk} satisfies that αk = θ when r is even,

and αk = θ
2 when r is odd (see the arguments for Conventions 2.1). Furthermore,

we may choose root vectors e = eθ, f = e−θ corresponding to roots θ and −θ such

that (eθ, [eθ, e−θ], e−θ) is an sl(2)-triple and put h = hθ = [eθ, e−θ].

0.4.2. As explained in [48], the structure of finite W -superalgebras critically

depends on the detecting parity of r := dim g(−1)1̄. In the situation when r

is even, the results concerned are very similar to those of the non-super case,

despite the discussion here being more difficult. However, when r is odd, the finite

W -superalgebra is significantly different from the finite W -algebra case. In this

situation, the emergency of odd root θ
2 makes the situation much more compli-

cated, and an extra restriction (2.8) must be imposed to make the procedure go

smoothly. So in the following we will mainly consider the case when r is odd.

Let Φe = {α ∈ Φ | α(h) = 0 or 1}, and write Φ±
e := Φe ∩ Φ±, where

Φ− = −Φ+. For i = 0, 1 set Φ±
e,i := {α ∈ Φ±

e | α(h) = i}, (Φ+
e,0)0̄ := Φ+

e,0 ∩ Φ0̄. Set

he := h ∩ ge to be a Cartan subalgebra in ge(0) with {h1, . . . , hk−1} being a basis

such that (hi, hj) = δi,j for 1 ⩽ i, j ⩽ k−1. Let δ, ρ, and ρe,0 be defined as in (2.7).

Given a linear function λ on he and c ∈ C satisfying equation (2.8), we call (λ, c)

a matchable pair. Associated with such a pair, let Iλ,c be a left ideal of U(g, e)

defined as in Section 2.2.2. We call the U(g, e)-module ZU(g,e)(λ, c) := U(g, e)/Iλ,c
the Verma module of level c corresponding to λ. Moreover, ZU(g,e)(λ, c) is proved

to contain a unique maximal submodule which we denote Zmax
U(g,e)(λ, c) (see Section

2.2.3). Thus, to every matchable pair (λ, c) ∈ (he)∗×C, there corresponds an irre-

ducible highest weight U(g, e)-module LU(g,e)(λ, c) := ZU(g,e)(λ, c)/Z
max
U(g,e)(λ, c).

Recall that an irreducible module is of type M if its endomorphism ring is

one-dimensional and it is of type Q if its endomorphism ring is two-dimensional.

As the first main result of the paper, we have the following theorem.

Theorem 0.1. Assume that r is odd. Given a matchable pair (λ, c) ∈ (he)∗ × C,
the following statements hold:

(1) Zmax
U(g,e)(λ, c) is the unique maximal submodule of the Verma module ZU(g,e)(λ,

c), and LU(g,e)(λ, c) is a simple U(g, e)-module of type Q.
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(2) The simple U(g, e)-modules LU(g,e)(λ, c) and LU(g,e)(λ
′, c′) are isomorphic if

and only if (λ, c) = (λ′, c′).

(3) Any finite-dimensional simple U(g, e)-module (up to parity switch) is iso-

morphic to one of the modules LU(g,e)(λ, c) for some λ ∈ (he)∗ satisfying

λ(hα) ∈ Z+ for all α ∈ (Φ+
e,0)0̄. We further have that c is a rational number

in the case when g = spo(2|m) with m being odd such that ge(0) = so(m), or

when g = spo(2m|1) with m ⩾ 2 such that ge(0) = spo(2m − 2|1), or when

g = G(3) with ge(0) = G(2).

The proof of Theorem 0.1 will be given in Section 2.2.4.

0.4.3. For χ = (e, ·) we let Cχ denote the category of Whittaker modules, i.e.,

all g-modules on which x − χ(x) acts locally nilpotently for all x ∈ m. Given a

g-module M we set

Wh(M) =
{
m ∈M

∣∣ x ·m = χ(x)m, ∀x ∈ m
}
.

We will link the Verma modules ZU(g,e)(λ, c) with g-modules obtained by

parabolic induction from Whittaker modules for osp(1|2). Set sθ = Ce ⊕ Ch ⊕
Cf ⊕ C[v r+1

2
, e]⊕ Cv r+1

2
, and put

pθ := sθ + h+
∑
α∈Φ+

Ceα, nθ :=
∑

α∈Φ+\{ θ
2 ,θ}

Ceα, s̃θ := he ⊕ sθ,

where eα denotes a root vector with α ∈ Φ. Let Cθ := 2ef+ 1
2h

2− 3
2h−2v r+1

2
[v r+1

2
, e]

be a central element of U(s̃θ). Given λ ∈ (he)∗, write Iθ(λ) for the left ideal of

U(pθ) generated by f−1, [v r+1
2
, e]− 3

4v r+1
2
+ 1

2v r+1
2
h, Cθ+

1
8 , all t−λ(t) with t ∈ he,

and all eγ with γ ∈ Φ+\{ θ2 , θ}. Set Y (λ) := U(pθ)/Iθ(λ) to be a pθ-module with

the trivial action of nθ, which is isomorphic to a Whittaker module for the Levi

subalgebra s̃θ. Now define

M(λ) := U(g)⊗U(pθ) Y (λ).

Since the restriction of (·, ·) to he is non-degenerate, for any η ∈ (he)∗ there

is a unique tη in he with η = (tη, ·). Hence (·, ·) induces a non-degenerate bilinear

form on (he)∗ via (µ, ν) := (tµ, tν) for all µ, ν ∈ (he)∗. For a linear function φ ∈ h∗

we denote by φ̄ the restriction of φ to he. Keep the notation ϵ as in (3.4). Under

the twisted action of U(g, e) on the Verma modules as defined in Section 3.2.3, we

have the following second main result of the paper.

Theorem 0.2. Assume that r is odd. Every g-module M(λ) is an object of the

category Cχ. Furthermore, Wh(M(λ)) ∼= ZU(g,e)(λ + δ̄,− 1
8 + (λ + 2ρ̄, λ) + ϵ) as

U(g, e)-modules.
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The proof of Theorem 0.2 will be given in Section 3.2.3. In virtue of The-

orem 0.2 and Skryabin’s equivalence in [48, Thm. 2.17] (see also Section 3.1 for

more details), we can translate the problem of the computing of the composi-

tion multiplicities of the Verma modules ZU(g,e)(λ, c) to that of the parabolic

induced modules from Whittaker modules (i.e., the standard Whittaker modules)

for osp(1|2). These standard Whittaker modules have been studied in much detail

in [14, 15], and it is known that their composition multiplicities can be determined

by the composition factors of Verma modules for U(g) in the ordinary BGG cate-

gory O.

0.4.4. For α ∈ (he)∗, let gα =
⊕

i∈Z gα(i) denote the α-weight space of g with

respect to he. Then we have g = g0⊕
⊕

α∈Φ′
e
gα, where Φ

′
e ⊂ (he)∗ is the set of non-

zero weights of he on g. Let (Φ′
e)

+ := Φ+\{ θ2 , θ} be a system of positive roots in the

restricted root system Φ′
e. Setting (Φ

′
e)

− := −(Φ′
e)

+, we define g± :=
⊕

α∈(Φ′
e)

± gα,

so that g = g− ⊕ g0 ⊕ g+, q = g0 ⊕ g+. The choice (Φ′
e)

+ of positive roots induces

a dominance ordering ⩽ on (he)∗: µ ⩽ λ if λ− µ ∈ Z⩾0(Φ
′
e)

+.

Under the above settings, we can define the highest weight U(g, e)-module

Me(λ) with highest weight λ as in (4.16) and its irreducible quotient Le(λ) as

in (4.17). Comparing Theorem 0.1 with Theorem 4.11, we can find that Me(λ)

and Le(λ) share the same meaning as the Verma module ZU(g,e)(λ, c) and its

irreducible quotient LU(g,e)(λ, c); see Remark 4.17 for more details.

Now we introduce an analogue of the BGG category O. Let O(e) = O(e; h, q)
denote the category of all finitely generated U(g, e)-modules V , that are semi-

simple over he with finite-dimensional he-weight spaces, such that the set {λ ∈
(he)∗ | Vλ ̸= {0}} is contained in a finite union of sets of the form {ν ∈ (he)∗ | ν ⩽
µ} for µ ∈ (he)∗. Then we obtain the following theorem.

Theorem 0.3. Assume that r is odd. For the category O(e), the following state-

ments hold:

(1) There is a complete set of isomorphism classes of simple objects which is

{Le(λ) | λ ∈ (he)∗} as in (4.17).

(2) The category O(e) is Artinian. In particular, every object has finite length of

composition series.

(3) The category O(e) has a block decomposition as O(e) =
⊕

ψλ Oψλ(e), where

the direct sum is over all central characters ψλ : Z(U(g, e))→ C, and Oψλ(e)

denotes the Serre subcategory of O(e) generated by the irreducible modules

{Le(µ) | µ ∈ (he)∗such that ψµ = ψλ}.

The proof of Theorem 0.3 will be given in Section 4.6, for which we roughly

follow the strategy in [12], but the situation is quite different from the case of
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finite W -algebras. The role of “Cartan subalgebra” is taken over by a finite W -

superalgebra arising from the sum of a Lie subsuperalgebra which is isomorphic to

osp(1|2) and an abelian subalgebra which commutes with this Lie subsuperalgebra.

The precise structural information of U(g, e) previously presented enables us to

successfully establish such a desired highest weight theory.

Similar theory can also be established for minimal refined W -superalgebras

W ′
χ (see Appendix A).

§0.5.

The paper is organized as follows. In Section 1 some basics on finite and refined

W -superalgebras are recalled, and the PBW theorem of finite W -superalgebra

U(g, e) associated with an arbitrary nilpotent element is refined. In Section 2 we

first study the topics of the Verma module ZU(g,e)(λ, c) and its simple quotient

LU(g,e)(λ, c) for minimal finiteW -superalgebras U(g, e), modulo Lemma 2.7 whose

lengthy proof is postponed until Appendix B. Then the Verma module ZW ′
χ
(λ, c)

and its simple quotient LW ′
χ
(λ, c) for minimal refined W -superalgebras W ′

χ are

introduced. We finally demonstrate a complete set of isomorphism classes of irre-

ducible highest weight modules. Section 3 is devoted to the correspondence between

the Verma modules for finiteW -superalgebras and their associated Whittaker cat-

egories, where the most important tool we use there is Skryabin’s equivalence in

[48, Thm. 2.17]. In Section 4 we introduce the abstract universal highest weight

modules for minimal finite W -superalgebras of type odd, consider their corre-

sponding BGG category O, and finally give a proof of Theorem 0.3. Appendix A

is a counterpart of Section 4 for minimal refined W -superalgebras of both types.

Appendix B is dedicated to the proof of Lemma 2.7.

§0.6.

Throughout the paper we work with the complex field C as the ground field. Let

Z+ and Q+ be the sets of all the non-negative integers in Z and all the non-negative

rational numbers in Q respectively, and denote

Zk+ :=
{
(i1, . . . , ik)

∣∣ ij ∈ Z+

}
,

Λk := {(i1, . . . , ik)
∣∣ ij ∈ {0, 1}},

a := (a1, . . . , ak), |a| :=
k∑
i=1

ai.

For any real number a ∈ R, let ⌈a⌉ denote the largest integer lower bound of a,

and ⌊a⌋ the least integer upper bound of a.
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A superspace is a Z2-graded vector space V = V0̄ ⊕ V1̄, in which we call

elements in V0̄ and V1̄ even and odd, respectively. Write |v| ∈ Z2 for the parity (or

degree) of v ∈ V , which is implicitly assumed to be Z2-homogeneous.

All Lie superalgebras g will be assumed to be finite-dimensional. We consider

vector spaces, subalgebras, ideals, modules, and submodules, etc. in the super sense

unless otherwise specified, throughout the paper. A supermodule homomorphism

is assumed to be a Z2-graded parity-preserving linear map that is a homomorphism

in the usual sense.

§1. A refined PBW theorem for finite W -superalgebras

In this section we give a refined version of the PBW theorem for finite W -super-

algebras which will be very important to the subsequent arguments. For this,

we will have a glance at basic classical Lie superalgebras, and recall some basic

structure of finite W -superalgebras.

§1.1. Basic classical Lie superalgebras

We refer the readers to [20, 25, 26, 33] for basic classical Lie superalgebras, and

[37, 45, 46, 48] for finite W -(super)algebras.

A complete list of basic classical simple Lie superalgebras consists of simple

finite-dimensional Lie algebras and the Lie superalgebras sl(m|n) (= A(m− 1|n−
1)) with m,n ⩾ 1, m ̸= n; psl(m|m) (= A(m−1|m−1)) with m ⩾ 2; osp(m|2n) =
spo(2n|m) (type B,C,D); D(2, 1;α) with α ∈ C, a ̸= 0,−1; F (4); G(3). These Lie
superalgebras are divided into two types as shown in Table 1.

Let g = g0̄ ⊕ g1̄ be a basic classical Lie superalgebra over C (we will simply

call it a basic Lie superalgebra for short). Let h be a standard Cartan subalgebra

of g and Φ be a root system of g relative to h. We take a simple root system

∆ = {α1, . . . , αk}. By [22, §3.3], we can choose a Chevalley basis B = {eγ | γ ∈
Φ}∪ {hα | α ∈ ∆} of g. (In the case of g = D(2, 1;α) with α /∈ Z such that α ∈ Q,

one needs to adjust the definition of Chevalley basis by changing Z to Z[α] (where
Z[α] denotes the Z-algebra generated by α) in the range of construction constants;

see [23, §3.1]. If α /∈ Q, we just assume that B is a basis of g.) Denote by Φ+ the

positive system of Φ relative to ∆, and set Φ− := −Φ+. Denote by Φ0̄ and Φ1̄ the

Type I A(m|n) (m ̸= n) A(n|n) C(n)

Type II B(m|n) D(m|n) D(2, 1;α) F (4) G(3)

Table 1. The classification of basic classical Lie superalgebras
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set of all even roots and odd roots, respectively. We always write |α| = 0̄ for any

α ∈ Φ0̄ and |α| = 1̄ for any α ∈ Φ1̄. Set Φ±
0̄

:= Φ± ∩ Φ0̄ and Φ±
1̄

:= Φ± ∩ Φ1̄,

respectively.

§1.2. Finite W -superalgebras

Given a non-zero nilpotent element e ∈ g0̄, by the Jacobson–Morozov theorem

there is an sl2-triple (e, f, h) with f, h ∈ g0̄. Let (·, ·) be a non-degenerate even

supersymmetric invariant bilinear form on g. Define χ ∈ g∗ by letting χ(x) = (e, x)

for all x ∈ g. Up to a scalar, we can further assume that (e, f) = 1.

The linear operator adh on g defines a Z-grading g =
⊕

i∈Z g(i) with e ∈ g(2)0̄
and f ∈ g(−2)0̄. Set p :=

⊕
i⩾0 g(i) to be a parabolic subalgebra of g. Denote by ge

(resp. gf ) the centralizer of e (resp. f) in g. Then we have ge =
⊕

i⩾0 g
e(i) (resp.

gf =
⊕

i⩽0 g
f (i)) by the sl(2)-representation theory. Define a symplectic (resp.

symmetric) bilinear form ⟨·, ·⟩ on the Z2-graded subspace g(−1)0̄ (resp. g(−1)1̄)
given by ⟨x, y⟩ = (e, [x, y]) = χ([x, y]) for all x, y ∈ g(−1)0̄ (resp. x, y ∈ g(−1)1̄).
Set s := dim g(−1)0̄ (note that s is an even number), and r := dim g(−1)1̄. Choose
Z2-homogeneous bases {u1, . . . , us} of g(−1)0̄ and {v1, . . . , vr} of g(−1)1̄ contained

in g such that ⟨ui, uj⟩ = i∗δi+j,s+1 for 1 ⩽ i, j ⩽ s, where

i∗ :=

{
−1 if 1 ⩽ i ⩽ s

2 ,

1 if s2 + 1 ⩽ i ⩽ s,

and ⟨vi, vj⟩ = δi+j,r+1 for 1 ⩽ i, j ⩽ r. We further assume that the ui with

1 ⩽ i ⩽ s
2 and the vi with 1 ⩽ i ⩽ ⌈ r2⌉ are root vectors corresponding to negative

roots γ0̄i ∈ Φ−
0̄

and γ1̄i ∈ Φ−
1̄
, respectively. When r is odd, we assume that the

element v r+1
2

is also a negative root vector in Φ−
1̄
.

Let zα := uα for 1 ⩽ α ⩽ s, and zα+s := vα for 1 ⩽ α ⩽ r. Set S(−1) :=

{1, 2, . . . , s+ r}, and then {zα | α ∈ S(−1)} is a basis of g(−1). Set z∗α := α♮zs+1−α

for 1 ⩽ α ⩽ s, where

α♮ :=

{
1 if 1 ⩽ α ⩽ s

2 ,

−1 if s2 + 1 ⩽ α ⩽ s,

and z∗α+s := zr+1−α+s for 1 ⩽ α ⩽ r; i.e.,

u∗i =

{
us+1−i if 1 ⩽ i ⩽ s

2 ,

−us+1−i if s2 + 1 ⩽ i ⩽ s,

and v∗i = vr+1−i for 1 ⩽ i ⩽ r. Then {z∗α | α ∈ S(−1)} is a dual basis of {zα | α ∈
S(−1)} such that ⟨z∗α, zβ⟩ = δα,β for α, β ∈ S(−1).

From now on, for any α ∈ S(−1) we will denote the parity of zα by |α| for
simplicity. It is straightforward that zα and z∗α have the same parity, and each u∗i
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(resp. v∗i ) with 1 ⩽ i ⩽ s
2 (resp. 1 ⩽ i ⩽ ⌈ r2⌉) is a root vector in g(−1)0̄ (resp.

g(−1)1̄) corresponding to γ∗0̄i := −θ − γ0̄i ∈ Φ+
0̄

(resp. γ∗1̄i := −θ − γ1̄i ∈ Φ+
1̄
).

Moreover, {u1, . . . , u s
2
, u∗1, . . . , u

∗
s
2
} constitutes a C-basis of g(−1)0̄. On the other

hand, {v1, . . . , v r
2
, v∗1 , . . . , v

∗
r
2
} (resp. {v1, . . . , v r−1

2
, v r+1

2
, v∗1 , . . . , v

∗
r−1
2

}) is a C-basis
of g(−1)1̄ for r being even (resp. odd). Write g(−1)′0̄ for the C-span of u s

2+1, . . . , us
and g(−1)′1̄ the C-span of v r

2+1, . . . , vr (resp. v r+3
2
, . . . , vr) when r is even (resp.

odd). Denote g(−1)′ := g(−1)′0̄ ⊕ g(−1)′1̄.
Now we can introduce the so-called χ-admissible subalgebra of g as

(1.1) m :=
⊕
i⩽−2

g(i)⊕ g(−1)′.

Then χ vanishes on the derived subalgebra of m. We also have an extended χ-

admissible subalgebra of g as below:

(1.2) m′ :=

{
m if r is even,

m⊕ Cv r+1
2

if r is odd.

Define the generalized Gelfand–Graev g-module associated with χ as

(1.3) Qχ := U(g)⊗U(m) Cχ,

where Cχ = C1χ is a one-dimensional m-module such that x · 1χ = χ(x)1χ for

all x ∈ m. The super structure of Qχ is dependent on the parity of Cχ, which is

indicated to be even hereafter. The finite W -superalgebra associated with the pair

(g, e) is defined as

U(g, e) = (EndgQχ)
op,

where (EndgQχ)
op denotes the opposite algebra of the endomorphism algebra of

the g-module Qχ.

Let Iχ denote the Z2-graded left ideal in U(g) generated by all x−χ(x) with
x ∈ m. The fixed point space (U(g)/Iχ)

adm carries a natural algebra structure

given by (x+ Iχ) · (y+ Iχ) := (xy+ Iχ) for x, y ∈ U(g) such that [a, x], [a, y] ∈ Iχ,
for all a ∈ m. Then U(g)/Iχ ∼= Qχ as g-modules via the g-module map sending

1 + Iχ to 1χ, and U(g, e) ∼= Qadm
χ as C-algebras. Explicitly speaking, any element

of U(g, e) is uniquely determined by its effect on the generator 1χ ∈ Qχ, and the

canonical isomorphism between U(g, e) and Qadm
χ is given by u 7→ u(1χ) for any

u ∈ U(g, e). In what follows we will often identify Qχ with U(g)/Iχ and U(g, e)

with Qadm
χ .

Let w1, . . . , wc be a basis of g over C. For any given wi1 ∈ g(j1), . . . , wik ∈
g(jk), set wt(wi1 · · ·wik) := j1 + · · · + jk to be the weight of wi1 · · ·wik , and let

U(g) =
⋃
i∈Z FiU(g) be a filtration of U(g), where FiU(g) is the C-span of all

wi1 · · ·wik with (j1 + 2) + · · · + (jk + 2) ⩽ i. This filtration is called Kazhdan
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filtration. The Kazhdan filtration on Qχ is defined by FiQχ := Pr(FiU(g)) with

Pr: U(g) ↠ U(g)/Iχ being the canonical homomorphism, which makes Qχ into

a filtered U(g)-module. Then there is an induced Kazhdan filtration FiU(g, e) on

the subspace U(g, e) = Qadm
χ of Qχ such that FjU(g, e) = 0 unless j ⩾ 0. For

any element Θ ∈ U(g, e), we will denote by dege(Θ) the degree of Θ under the

Kazhdan grading.

Denote by gr the corresponding graded algebras under the Kazhdan filtration

as above. As U(g, e) ⊂ U(g)/Iχ by definition, it is not hard to see that gr(U(g))

is supercommutative, and then gr(U(g, e)) is also supercommutative.

§1.3. Refined W -superalgebras

Recall that in [48, Def. 4.8] we introduced the so-called refined W -superalgebras

W ′
χ via

W ′
χ := (U(g)/Iχ)

adm′ ∼= Qadm′

χ ≡
{
Pr(y) ∈ U(g)/Iχ

∣∣ [a, y] ∈ Iχ, ∀ a ∈ m′},
and Pr(y1) · Pr(y2) := Pr(y1y2) for all Pr(y1),Pr(y2) ∈ W ′

χ. By definition, W ′
χ

coincides with U(g, e) if r is even, while W ′
χ is a proper subalgebra of U(g, e) if r is

odd. Moreover, the PBW theorem ofW ′
χ was introduced in [49, Thm. 3.7], and the

Kazhdan filtration on Qχ induces a Kazhdan filtration FiW
′
χ on the subalgebra

W ′
χ of U(g, e). The adoption of this notion enables us to conveniently prove the

existence of Kac–Weisfeiler modules when e = eθ with −θ being a minimal root in

[49]. Apart from this achievement, the consideration of refined W -superalgebras

can give rise to some other advantage in the arguments. In the sequel, we can

see more about this point, owing to the isomorphism from W ′
χ onto a quantum

finite W -superalgebra introduced in [44], the latter of which will be used in our

arguments immediately.

Set n :=
⊕

i⩽−2 g(i) and n′ :=
⊕

i⩽−1 g(i) to be nilpotent subalgebras of g.

Let Ifin be the left ideal of U(g) generated by the elements {x − χ(x) | x ∈ n},
and let Qfin

χ := U(g)/Ifin be an induced g-module. In what follows we denote by

Pr′ : U(g)→ U(g)/Ifin the canonical projection. Suh [44] introduced the quantum

finite W -superalgebra associated with the pair (g, e) as

W fin(g, e) := (Qfin
χ )ad n′

,

where (Qfin
χ )ad n′

denotes the invariant subspace of Qfin
χ under the adjoint action

of n′, and the associated product of (Qfin
χ )ad n′

is defined by

(x+ Ifin) · (y + Ifin) := xy + Ifin

for x+ Ifin, y + Ifin ∈ (Qfin
χ )ad n′

. The Kazhdan grading on the U(g)-module Qfin
χ

and the algebra W fin(g, e) can also be defined similarly to before.
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Recall that in [49, Thm. 4.11] we showed that W ′
χ
∼= W fin(g, e) as Kazhdan

filtered algebras excluding the case of g = D(2, 1;α) with α ̸∈ Q. In fact, the above

isomorphism is also valid for this special case. When the detecting parity of r is

odd, by definition there must exist a root α ∈ Φ+
1̄

of g such that 2α ∈ Φ+
0̄
. From

the detailed description of the system of root Φ of g in [25, §2.5.4], this happens

only when g is of type B(m|n) or G(3). Therefore, this special case corresponds

to the situation when r is even. Let gr(W ′
χ) and gr(W fin(g, e)) denote the graded

algebras of W ′
χ and W fin(g, e) under the Kazhdan grading, respectively. On one

hand, it follows from [42, Cor. 3.9(1)] that gr(W ′
χ)
∼= S(ge) as C-algebras. On the

other hand, we also have gr(W fin(g, e)) ∼= S(ge) by [49, Prop. 4.9]. Therefore, we

obtain gr(W ′
χ)
∼= gr(W fin(g, e)), and then W ′

χ
∼=W fin(g, e) as C-algebras.

From now on, we will consider the quantum finite W -superalgebra W fin(g, e)

as the refined W -superalgebra W ′
χ, which will cause no confusion.

§1.4. A variation of the definition of U(g, e)

In the following arguments, we need to vary the definition of finiteW -superalgebras

U(g, e) for the convenience of arguments.

1.4.1. As we addressed in the previous subsection, the refined W -superalgebra

W ′
χ coincides with the finite W -superalgebra U(g, e) if r is even. Therefore, by the

discussion in Section 1.3 we can take the quantum finiteW -superalgebraW fin(g, e)

as U(g, e) when r is even. However, the situation for r being odd is much more

difficult. From now till the end of this section, we will always assume that r is odd,

and the final statement will be given in Proposition 1.10.

1.4.2. Let l be the C-span of u1, . . . , us and v1, . . . , v r−1
2
, v r+3

2
, . . . , vr. It is imme-

diate that g(−1) = l⊕ Cv r+1
2

as vector space. Set

(1.4) n0 :=
⊕
i⩽−2

g(i)⊕ l,

which is also a nilpotent subalgebra of g.

Definition 1.1. Define the algebra Ufin(g, e) associated with the pair (g, e) by

(1.5) Ufin(g, e) := (Qfin
χ )ad n0

≡
{
Pr′(y) ∈ U(g)/Ifin

∣∣ [a, y] ∈ Ifin, ∀ a ∈ n0
}
,

where Pr′ : U(g)→ U(g)/Ifin is the canonical projection as defined in Section 1.3,

and (Qfin
χ )ad n0

denotes the invariant subspace of Qfin
χ under the adjoint action

of n0. The associated product of (Qfin
χ )ad n0

is defined by

(x+ Ifin) · (y + Ifin) := xy + Ifin

for x+ Ifin, y + Ifin ∈ (Qfin
χ )ad n0

.
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Obviously, W fin(g, e) is a subalgebra of Ufin(g, e). There is also an induced

Kazhdan filtration FiU
fin(g, e) on the subspace (Qfin

χ )ad n0

of Qfin
χ (see Section 1.3).

To obtain the PBW theorem of Ufin(g, e), we need some preparation. First note

the following lemma.

Lemma 1.2. Let x ∈
⊕

i⩾−1 g(i). Then χ([n0, x]) = 0 if and only if x ∈ ge ⊕
Cv r+1

2
.

Proof. Note that if x ∈ g(i) and Y ∈ g(j), then χ([Y, x]) ̸= 0 implies i + j = −2.
Therefore, if x ∈ p, the condition χ([n0, x]) = 0 implies χ([g, x]) = 0, and thus

x ∈ ge. If x ∈ g(−1), it follows from χ([n0, x]) = 0 that x ∈ Cv r+1
2
.

By the PBW theorem, the graded algebra gr(U(g)/Ifin) under the Kazhdan

grading is isomorphic to S(p ⊕ g(−1)) as vector space. The Z-grading of g as

defined at the beginning of Section 1.2 induces a grading on S(p ⊕ g(−1)). For
any X ∈ S(p ⊕ g(−1)) we denote by X the element of highest degree under the

Z-grading. Following Poletaeva–Serganova’s arguments in [36, §2.2], we can prove

the following statement.

Proposition 1.3. If X ∈ gr(Ufin(g, e)), then X ∈ S(ge ⊕ Cv r+1
2
).

Proof. Let X ∈ gr(Ufin(g, e)). Passing to the graded version of (1.5), for any

Y ∈ n0 we have

(1.6) Pr′([Y,X]) = 0.

Define γ : n0⊗S(p⊕g(−1))→ S(p⊕g(−1)) by putting γ(Y, Z) = Pr′([Y,Z]) for all

Y ∈ n0, Z ∈ S(p⊕ g(−1)). It is easy to see that if Y ∈ g(−i) with i > 0, and Z ∈
S(p⊕g(−1))(j), then γ(Y,Z) ∈ S(p⊕g(−1))(j−i)⊕S(p⊕g(−1))(j−i+2). Hence

we can write γ = γ0 + γ2, where γ0(Y,Z) is the projection on S(p⊕ g(−1))(j − i)
and γ2(Y,Z) is the projection on S(p ⊕ g(−1))(j − i + 2). The condition (1.6)

implies that for any X ∈ gr(Ufin(g, e)),

(1.7) γ2(n
0, X) = 0.

On the other hand, n0×S(p⊕g(−1))→ S(p⊕g(−1)) is a derivation with respect to

the second argument defined by the condition γ2(Y,Z) = χ([Y,Z]) for any Y ∈ n0,

Z ∈ p⊕ g(−1). Now by induction on the polynomial degree of X in S(p⊕ g(−1)),
using Lemma 1.2, one can show that (1.7) implies X ∈ ge ⊕ Cv r+1

2
.

1.4.3. Choose homogeneous elements x1, . . . , xl, xl+1, . . . , xm ∈ p0̄, y1, . . . , yq,

yq+1, . . . , yn ∈ p1̄ as a basis of p such that

(1) xi ∈ g(ki)0̄, yj ∈ g(k′j)1̄, where ki, k
′
j ∈ Z+ with 1 ⩽ i ⩽ m and 1 ⩽ j ⩽ n;
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(2) x1, . . . , xl is a basis of ge0̄ and y1, . . . , yq is a basis of ge1̄;

(3) xl+1, . . . , xm ∈ [f, g0̄] and yq+1, . . . , yn ∈ [f, g1̄].

Also recall the bases {u1, . . . , us} of g(−1)0̄ and {v1, . . . , vr} of g(−1)1̄ as defined

in Section 1.2.

Keep the notation in Section 0.6. Given (a,b, c,d) ∈ Zm+ ×Λn ×Zs+ ×Λr, let

xaybucvd denote the monomial xa11 · · ·xamm yb11 · · · ybnn u
c1
1 · · ·ucss v

d1
1 · · · vdrr in U(g).

It is obvious that the g-module Qfin
χ has a free basis {xaybucvd⊗1χ | (a,b, c,d) ∈

Zm+ × Λn × Zs+ × Λr}. Write

|(a,b, c,d)|e :=
m∑
i=1

ai(ki + 2) +

n∑
i=1

bi(k
′
i + 2) +

s∑
i=1

ci +

r∑
i=1

di,

which is exactly the Kazhdan degree of xaybucvd.

Set

(1.8) Yi :=


xi if 1 ⩽ i ⩽ l,

yi−l if l + 1 ⩽ i ⩽ l + q,

v r+1
2

if i = l + q + 1.

To simplify notation, we always assume that Yi belongs to g(mi) for 1 ⩽ i ⩽ l+ q,

and Yl+q+1 ∈ g(−1)1̄ by our earlier settings.

1.4.4. We are in a position to introduce the PBW theorem of Ufin(g, e).

Theorem 1.4. The following statements concerning the PBW structure of Ufin(g,

e) hold:

(1) There exist homogeneous elements Θ1, . . . ,Θl ∈ Ufin(g, e)0̄ and Θl+1, . . . ,

Θl+q+1 ∈ Ufin(g, e)1̄ such that

Θk =

(
Yk +

∑
|a,b,c,d|e=mk+2,
|a|+|b|+|c|+|d|⩾2

λka,b,c,dx
aybucvd

+
∑

|a,b,c,d|e<mk+2

λka,b,c,dx
aybucvd

)
⊗ 1χ(1.9)

for 1 ⩽ k ⩽ l + q with λka,b,c,d ∈ Q, where λka,b,c,d = 0 if c = d = 0 and

al+1 = · · · = am = bq+1 = · · · = bn = 0, and Θl+q+1 = v r+1
2
⊗ 1χ.

(2) The monomials Θa11 · · ·Θ
al
l Θb1l+1 · · ·Θ

bq+1

l+q+1 with ai ∈ Z+, bj ∈ Λ1 for 1 ⩽ i ⩽ l

and 1 ⩽ j ⩽ q + 1 form a basis of Ufin(g, e) over C.
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(3) For i, j satisfying 1 ⩽ i < j ⩽ l + q + 1 and l + 1 ⩽ i = j ⩽ l + q + 1,

there exist polynomial superalgebras Fi,j ∈ Q[X1, . . . , Xl;Xl+1, . . . , Xl+q+1]

with X1, . . . , Xl being even and Xl+1, . . . , Xl+q+1 being odd, such that

(1.10) [Θi,Θj ] = Fi,j(Θ1, . . . ,Θl+q+1),

where

(1.11) Fi,l+q+1(Θ1, . . . ,Θl+q+1) = 0, Fl+q+1,l+q+1(Θ1, . . . ,Θl+q+1) = 1

for 1 ⩽ i ⩽ l + q. Moreover, if the elements Yi, Yj ∈ ge with 1 ⩽ i, j ⩽ l + q

satisfy [Yi, Yj ] =
∑l+q
k=1 α

k
ijYk in ge, then

Fi,j(Θ1, . . . ,Θl+q+1)

≡
l+q∑
k=1

αkijΘk + qij(Θ1, . . . ,Θl+q+1) (modFmi+mj+1U
fin(g, e)),(1.12)

where qij is a polynomial superalgebra in l+q+1 variables in Q whose constant

term and linear part are zero.

(4) The algebra Ufin(g, e) is generated by the Z2-homogeneous elements Θ1, . . . ,Θl
∈ Ufin(g, e)0̄ and Θl+1, . . . ,Θl+q+1 ∈ Ufin(g, e)1̄ subject to the relations in

(1.10) with 1 ⩽ i < j ⩽ l + q + 1 and l + 1 ⩽ i = j ⩽ l + q + 1.

Proof. Since n0 ⊂ n′ by definition, then W fin(g, e) = (Qfin
χ )ad n′

is a subalgebra

of Ufin(g, e) = (Qfin
χ )ad n0

. In virtue of [49, Thms 3.7, 4.11], we can choose the

elements Θk for 1 ⩽ k ⩽ l + q as in (1.9), to be the generators of W fin(g, e) (all

the coefficients λka,b,c,d ∈ Q can be ensured by the knowledge of field theory as in

the proof of [37, Thm. 4.6]). Moreover, it follows from the definition of n0 in (1.4)

that

[n0,Θl+q+1] = [n0, v r+1
2
⊗ 1χ] = 0.

So all the elements in (1.9), together with Θl+q+1 = v r+1
2
⊗1χ, belong to Ufin(g, e).

Thanks to Proposition 1.3, we see that all these elements constitute a set of gen-

erators of Ufin(g, e).

On one hand, since Θk ∈ (Qfin
χ )ad n′

for 1 ⩽ k ⩽ l + q, and v r+1
2
∈ n′ by

definition, we have

(1.13) [Θk,Θl+q+1] = [Θk, v r+1
2
⊗ 1χ] = 0,

which implies Fi,l+q+1(Θ1, . . . ,Θl+q+1) = 0 in (1.11). On the other hand, by

assumption we have

[Θl+q+1,Θl+q+1] = [v r+1
2
⊗ 1χ, v r+1

2
⊗ 1χ] = [v r+1

2
, v r+1

2
]⊗ 1χ = 1⊗ 1χ.
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Thus Fl+q+1,l+q+1(Θ1, . . . ,Θl+q+1) = 1, which is just the second equation in

(1.11). The remainder of the theorem can be obtained by the same discussion

as in [48, Thms 4.5, 4.7].

As an immediate consequence of Theorem 1.4, we have the following corollary.

Corollary 1.5. Under the Kazhdan grading, gr(Ufin(g, e)) ∼= S(ge) ⊗ C[Λ] as C-
algebras, where Λ is the exterior algebra generated by one element Λ.

1.4.5. Now we turn to finite W -superalgebra U(g, e) ∼= Qadm
χ . In [48, Thm. 0.1],

we showed the following proposition.

Proposition 1.6 ([48]). When r is odd, gr(U(g, e)) ∼= S(ge)⊗C[Λ] as vector space
under the Kazhdan grading, where Λ is the exterior algebra generated by Λ.

We will improve Proposition 1.6, by adopting a new approach which is dif-

ferent from the one used by Shu–Xiao under the settings of Poisson geometric

realization of finite W -superalgebras in [42, Cor. 3.9(2)]. We also refer to [36, §2.2]

for more details.

Recall that we introduced the PBW theorem of refined W -superalgebra W ′
χ

in [49, Thm. 3.7]. Since W ′
χ is a subalgebra of U(g, e), by [48, Lem. 4.3] we can

choose the elements given in [49, Thm. 3.7(1)] and also Θl+q+1 = v r+1
2
⊗ 1χ as the

generators of U(g, e). In particular, such a choice ensures the equation (1.11) is

still valid in this case. Now, with the same discussion as in the proofs of Theorem

1.4 and Corollary 1.5, one can conclude the following theorem.

Theorem 1.7 ([42]). The isomorphism of vector spaces in Proposition 1.6 is in

fact an isomorphism of C-algebras.

Remark 1.8. In the proof of Theorem 1.7 as above, we can observe that the

construction of the generators of W ′
χ introduced in [49, Thm. 3.7] plays a key role.

In fact, in the procedure of formulating the PBW theorem for W ′
χ there, since the

“admissible” procedure from the modular finite W -superalgebras is employed, we

have always assumed that the associated g is a basic Lie superalgebra excluding

the case of D(2, 1;α) with α ̸∈ Q. However, this does not affect the proof here. As

mentioned at the end of Section 1.3, the case of r being odd appears only when g

is of type B(m|n) or G(3). Then g cannot be of type D(2, 1;α).

Combining Theorem 1.7 with Corollary 1.5, we now obtain the following

proposition.

Proposition 1.9. When r is odd, gr(Ufin(g, e)) ∼= gr(U(g, e)) as C-algebras under
the Kazhdan grading.
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Translating Proposition 1.9 into the corresponding Kazhdan-filtrated alge-

bras, we have the following proposition.

Proposition 1.10. When r is odd, there is an isomorphism Ufin(g, e) ∼= U(g, e)

as C-algebras.

Owing to Proposition 1.10, from now on we will regard Ufin(g, e) in Definition

1.1 as a finite W -superalgebra U(g, e), i.e., U(g, e) ≜ Ufin(g, e).

Remark 1.11. By all the discussion above, Theorem 1.4 can be considered as

the PBW theorem of finite W -superalgebra U(g, e). Compared with [48, Thm.

4.5], the most important difference lies in (1.11), where Fi,l+q+1(Θ1, . . . ,Θl+q+1)

for 1 ⩽ i ⩽ l + q cannot be easily determined in [48, equality (4.2)], while

Fi,l+q+1(Θ1, . . . ,Θl+q+1) = 0 in our case, and such a choice makes the construction

of U(g, e) much easier to determine.

For further discussion, we need the following ring-theoretic property of finite

and refined W -superalgebras, which is parallel to the non-super case in [43, Lem.

1.1(2)].

Proposition 1.12. Both U(g, e) and W ′
χ are Noetherian rings.

Proof. Under the Kazhdan grading, we showed in Theorem 1.7 that gr(U(g, e)) ∼=
S(ge)⊗C[Λ] as C-algebra, and gr(W ′

χ)
∼= S(ge) by [49, Cor. 3.8]. So the gradation of

U(g, e) and W ′
χ are isomorphic to polynomial superalgebras. Then it follows from

[31, Thm. 1.6.9] that both the filtration algebras U(g, e) and W ′
χ are Noetherian,

as the Noetherian property holds for their associated graded algebras.

§2. Verma modules and isomorphism classes of their irreducible

quotients for minimal finite and refined W -superalgebras

In this section we will study Verma modules for minimal finite W -superalgebras

U(g, e).

§2.1.

We first recall some basics on minimal finite and refined W -(super)algebras in this

subsection. We refer the readers to [1, 2, 3, 4, 27, 38, 44, 49].

2.1.1. A root −θ is called minimal if it is even and there exists an additive function

φ : Φ → R such that φ|Φ ̸= 0 and φ(θ) > φ(η) for all η ∈ Φ\{θ}. In the ordering

defined by φ, a minimal root −θ is the lowest root of g0̄. Conversely, it is easy to

see, using the description of Φ given in [25], that a long root of g0̄ (with respect
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to the bilinear form (·, ·)) is minimal except when g = osp(3|n) and the simple

component of g0̄ is so(3).

For a fixed minimal root −θ, we can choose a simple root system ∆ of Φ such

that it contains θ
2 whenever this is a root. Otherwise, we can choose a simple root

system such that it contains θ (see, e.g., [34, Thm. 3.10]). Thus we can make the

following convention for our later arguments.

Conventions 2.1. For the minimal root −θ of g, fix a simple root system ∆ =

{α1, . . . , αk} satisfying αk = θ when r is even, and αk = θ
2 when r is odd.

Fix a minimal root −θ of g. We may choose root vectors e := eθ and f := e−θ
such that

[e, f ] = h := hθ ∈ h, [h, e] = 2e, [h, f ] = −2f.

As (e, f) = 1 by our earlier assumption, we have (θ, θ) = 2. It is well known that

the eigenspace decomposition of adh gives rise to a short Z-grading

(2.1) g = g(−2)⊕ g(−1)⊕ g(0)⊕ g(1)⊕ g(2).

Moreover, g(2) = Ce and g(−2) = Cf , with g(1)⊕ g(2) and g(−1)⊕ g(−2) being
Heisenberg Lie superalgebras. We thus have a bijective correspondence between

short Z-gradings (up to an automorphism of g) and minimal roots (up to the action

of the Weyl group). Furthermore, one has

ge = g(0)♯ ⊕ g(1)⊕ g(2),

where g(0)♯ = ge(0) = {x ∈ g(0) | [x, e] = 0}. Note that g(0)♯ is the centralizer of

the triple (e, f, h) by sl(2)-theory. Moreover, g(0)♯ is the orthogonal complement

to Ch in g(0), and coincides with the image of the Lie superalgebra endomorphism

(2.2) ♯ : g(0)→ g(0), x 7→ x− 1

2
(h, x)h.

Obviously g(0)♯ is an ideal of codimension 1 in the Levi subalgebra g(0).

Denote by Φe the set of all α ∈ Φ with α(h) ∈ {0, 1}, and write Φ±
e := Φe∩Φ±,

Φ±
e,i := {α ∈ Φ±

e | α(h) = i} for i = 0, 1, (Φ+
e,0)0̄ := Φ+

e,0 ∩ Φ0̄. Write he := h ∩ ge,

a Cartan subalgebra in g(0)♯. Then ge is spanned by he ∪ {eα | α ∈ Φe} ∪ {e}.
Note that the restrictions of (·, ·) to g(0)♯ and he are both non-degenerate. Take

a basis {h1, . . . , hk−1} of he such that (hi, hj) = δi,j for 1 ⩽ i, j ⩽ k − 1, and

denote by n±(i) the span of all eα with α ∈ Φ±
e,i. Then n+(0) and n−(0) are

maximal subalgebras of g(0)♯. Take bases {x1, . . . , xw} and {x∗1, . . . , x∗w} of n−0̄ (0)
and n+

0̄
(0) respectively, such that (xi, xj) = (x∗i , x

∗
j ) = 0 and (x∗i , xj) = δi,j for

1 ⩽ i, j ⩽ w. Furthermore, we can assume that each xi (resp. x
∗
i ) with 1 ⩽ i ⩽ w is
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a root vector for h corresponding to −β0̄i ∈ Φ−
0̄

(resp. β0̄i ∈ Φ+
0̄
). Set {y1, . . . , yℓ}

and {y∗1 , . . . , y∗ℓ } to be bases of n−
1̄
(0) and n+

1̄
(0) such that (yi, yj) = (y∗i , y

∗
j ) = 0

and (y∗i , yj) = δi,j for 1 ⩽ i, j ⩽ ℓ. We also assume that each yi (resp. y
∗
i ) with

1 ⩽ i ⩽ ℓ is a root vector for h corresponding to −β1̄i ∈ Φ−
1̄

(resp. β1̄i ∈ Φ+
1̄
).

Recall that in Section 1.2 we assumed that ui, u
∗
j (resp. vi, v

∗
j ) with 1 ⩽ i, j ⩽ s

2

(resp. 1 ⩽ i, j ⩽ ⌈ r2⌉) are elements in g(−1)0̄ (resp. g(−1)1̄). For 1 ⩽ i ⩽ s
2 , set

fi = [e, ui] and f
∗
i = [e, u∗i ]. Then fi (resp. f

∗
i ) is a root vector for h corresponding

to the root θ + γ0̄i ∈ Φ−
e,1 (resp. θ + γ∗0̄i ∈ Φ+

e,1). For 1 ⩽ i ⩽ ⌈ r2⌉, write gi = [e, vi]

and g∗i = [e, v∗i ]. Then gi (resp. g
∗
i ) is a root vector for h corresponding to the root

θ+γ1̄i ∈ Φ−
e,1 (resp. θ+γ∗1̄i ∈ Φ+

e,1). When r = dim g(−1)1̄ is odd, by our discussion

in Section 1.2 the elements v r+1
2

and [v r+1
2
, e] are root vectors corresponding to the

negative root − θ2 ∈ Φ−
1̄

and positive root θ
2 ∈ Φ+

e,1, respectively.

2.1.2. Since ge(0) = he ⊕ n−
0̄
(0)⊕ n+

0̄
(0)⊕ n−

1̄
(0)⊕ n+

1̄
(0) as vector space, then

(2.3) {h1, . . . , hk−1, x1, . . . , xw, x
∗
1, . . . , x

∗
w, y1, . . . , yℓ, y

∗
1 , . . . , y

∗
ℓ }

is a base of ge(0) by our earlier assumption. Now let

(2.4) C0 :=

k−1∑
i=1

h2i +

w∑
i=1

xix
∗
i +

w∑
i=1

x∗i xi +

ℓ∑
i=1

yiy
∗
i −

ℓ∑
i=1

y∗i yi

be the corresponding Casimir element of U(ge(0)).

Recall that in [49, Prop. 1.2], we introduced a set of generators for minimal

refined W -superalgebras as below.

Theorem 2.2 ([49]). Let −θ be a minimal root, and e = eθ ∈ g a root vector

for θ. Suppose v ∈ ge(0), w ∈ ge(1), C is a central element of W ′
χ, and set s =

dim g(−1)0̄, r = dim g(−1)1̄. Then the following are Z2-homogeneous generators

of minimal refined W -superalgebra W ′
χ:

Θv =

(
v − 1

2

∑
α∈S(−1)

zα[z
∗
α, v]

)
⊗ 1χ,

Θw =

(
w −

∑
α∈S(−1)

zα[z
∗
α, w] +

1

3

( ∑
α,β∈S(−1)

zαzβ [z
∗
β , [z

∗
α, w]]− 2[w, f ]

))
⊗ 1χ,

C =

(
2e+

h2

2
−
(
1 +

s− r

2

)
h+ C0 + 2

∑
α∈S(−1)

(−1)|α|[e, z∗α]zα
)
⊗ 1χ.

For any Z2-homogeneous element w ∈ g, denote by |w| the parity of w. Set

(2.5) ΘCas :=

k−1∑
i=1

Θ2
hi

+

w∑
i=1

ΘxiΘx∗
i
+

w∑
i=1

Θx∗
i
Θxi +

ℓ∑
i=1

ΘyiΘy∗i −
ℓ∑
i=1

Θy∗i Θyi ,
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an element that commutes with all operators Θv for v ∈ ge(0) (see [49, Prop. 5.7]

for more details). Then the commutators between the generators in Theorem 2.2

are presented in [49, Thm. 1.3], i.e., we have the following theorem.

Theorem 2.3 ([49]). The minimal refined W -superalgebra W ′
χ is generated by the

Casimir element C and the subspaces Θge(i) for i = 0, 1, as described in Theorem

2.2, subject to the following relations:

(1) [Θv1 ,Θv2 ] = Θ[v1,v2] for all v1, v2 ∈ ge(0);

(2) [Θv,Θw] = Θ[v,w] for all v ∈ ge(0) and w ∈ ge(1);

(3) [Θw1
,Θw2

] = 1
2 ([w1, w2], f)(C −ΘCas − c0)− 1

2

∑
α∈S(−1)(Θ[w1,zα]♯Θ[z∗α,w2]♯ −

(−1)|w1| |w2|Θ[w2,zα]♯Θ[z∗α,w1]♯) for all w1, w2 ∈ ge(1);

(4) [C,W ′
χ] = 0.

In (3), the notation ♯ is defined as in (2.2), and the constant c0 is decided by the

following equation:

c0([w1, w2], f) =
1

12

∑
α,β∈S(−1)

[
[[w1, zα], zβ ], [z

∗
β , [z

∗
α, w2]]

]
⊗ 1χ

− 3(s− r) + 4

12
([w1, w2], f),(2.6)

where s = dim g(−1)0̄ and r = dim g(−1)1̄.

2.1.3. When r is even, the refined W -superalgebra W ′
χ coincides with the finite

W -superalgebra U(g, e) by definition. Therefore, Theorems 2.2 and 2.3 can also

be considered as the PBW theorem of minimal finite W -superalgebra U(g, e) in

this case.

Now we assume that r is odd. In fact, taking Theorems 2.2, 2.3, 1.4 and

Proposition 1.10 into consideration, we have the following theorem.

Theorem 2.4. Let −θ be a minimal root, and e = eθ ∈ g a root vector for θ.

Suppose v ∈ ge(0), w ∈ ge(1). Let Θv, Θw, C be as defined in Theorem 2.2, and

Θl+q+1 as in Theorem 1.4(1). When r is odd, the minimal finite W -superalgebra

U(g, e) is generated by Θv, Θw, Θl+q+1, and the Casimir element C, subject to the

relations in Theorem 2.3(1)–(4), [Θl+q+1,Θv] = [Θl+q+1,Θw] = [Θl+q+1, C] = 0,

and also [Θl+q+1,Θl+q+1] = 1⊗ 1χ.

In order to highlight the key role that the odd element v r+1
2

plays, from now

on we will write Θv r+1
2

instead of Θl+q+1 in Theorems 1.4 and 2.4.

Remark 2.5. For the convenience of following discussion, we will make some

conventions. To be explicit, from the description of the system of roots Φ and of
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simple roots ∆ relative to h of g in [25, §2.5.4], and also the description of the

corresponding ge(0)-module g(1) (∼= g∗(−1)) given in [29, Tables 1–3] (note that

gf (0) = ge(0) is denoted by g♮, and g(1) is written as g 1
2
in their settings), taking

Conventions 2.1 into consideration, one can observe the following:

(1) Let g be a Lie algebra, or a Lie superalgebra of type A(m|n) (m ̸= n), A(n|n),
C(n), D(m|n), D(2, 1;α), F (4). Then θ is a simple root of g relative to Φ. Or

let g be a certain subclass of type B(m|n) or G(3) such that θ is a simple root

of g relative to Φ (see Table 2 for more details). Since − θ2 is not a root in Φ, we

have m′ = m with r being an even number. Then the corresponding minimal

refined W -superalgebra W ′
χ coincides with the minimal finite W -superalgebra

U(g, e), which will be called the minimal finite (refined) W -superalgebra of

type even.

g ge(0) g(1)

Simple Lie algebras See [29, Table 1] See [29, Table 1]

sl(2|m) (m ̸= 2) gl(m) Cm ⊕ Cm∗

sl(m|n) (m ̸= n,m > 2) gl(m− 2|n) Cm−2|n ⊕ Cm−2|n∗

psl(2|2) sl(2) C2 ⊕ C2

psl(m|m) (m > 2) sl(m− 2|m) Cm−2|m ⊕ Cm−2|m∗

spo(2|m) (m even) so(m) Cm

osp(4|2m) sl(2)⊕ sp(2m) C2 ⊗ C2m

spo(2n|m) (n ⩾ 2, m even) spo(2n− 2|m) C2n−2|m

osp(m|2n) (m ⩾ 5) osp(m− 4|2n)⊕ sl(2) Cm−4 ⊗ C2

D(2, 1;α) sl(2)⊕ sl(2) C2 ⊗ C2

F (4) so(7) spin(7)

F (4) D(2, 1; 2)
1◦←⊗→◦ (6|4)-dim

G(3) osp(3|2)
−3
⊗⇒1◦ (4|4)-dim

Table 2. The classification of g involving minimal finite (refined) W -superalgebras

of type even

(2) Let g be a certain subclass of type B(m|n) or G(3) such that θ
2 is a simple

root in Φ1̄ (see Table 3 for more details), and then m is a proper subalgebra

of m′ with r being odd. So W ′
χ is also a proper subalgebra of U(g, e). In this

case we will refer to them as the minimal refined W -superalgebra of type odd

and minimal finite W -superalgebra of type odd, respectively.
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g ge(0) g(1)

spo(2|m) (m odd) so(m) Cm

spo(2n|m) (n ⩾ 2, m odd) spo(2n− 2|m) C2n−2|m

G(3) G(2) 7-dim

Table 3. The classification of g involving minimal refined W -superalgebras of type

odd & minimal finite W -superalgebras of type odd

In the paper, when we refer to minimal finite (refined) W -superalgebras, we

will always keep the conventions in Remark 2.5.

§2.2.

By the classification of minimal W -superalgebras in Remark 2.5, the most compli-

cated, and also significantly different from the non-super situation, is the case in

Table 3. So we dedicate this subsection to introducing the Verma modules for min-

imal finiteW -superalgebras U(g, e) of type odd, and other cases will be considered

in Section 2.3.

2.2.1. We begin with the following observation.

Lemma 2.6. The following statements hold:

(1) When g is a simple Lie algebra not of type A, ge(0) is a semi-simple Lie

algebra.

(2) When g is not a Lie algebra, but ge(0) is and g(1) is purely odd, then ge(0) is

a semi-simple Lie algebra if

(i) g is of type psl(2|2), spo(2|m) with m being even such that ge(0) = so(m),

osp(4|2m) with ge(0) = sl(2) ⊕ sp(2m), D(2, 1;α), or F (4) with ge(0) =

so(7); in these cases r is always even;

(ii) g is of type spo(2|m) with m being odd such that ge(0) = so(m), or G(3)

with ge(0) = G(2); in these cases r is always odd.

(3) When g and ge(0) are not Lie algebras, all ge(0)-modules are completely redu-

cible if and only if

(i) g is of type osp(5|2m) with ge(0) = osp(1|2m) ⊕ sl(2); in this case r is

even;

(ii) g is of type spo(2m|1) with m ⩾ 2 such that ge(0) = spo(2m − 2|1); in
this case r is odd.
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(4) In other cases, not all finite-dimensional representations of ge(0) are com-

pletely reducible.

Proof. Recall that r is the dimension of g(−1)1̄, and by the non-degeneracy of the

bilinear form (·, ·) we know that r has the same parity as g(1)1̄. Then statements

(1) and (2) are immediate consequences of [29, Tables 1–2].

Recall that all finite-dimensional representations of a Lie (super)algebra L

are completely reducible if and only if L is isomorphic to the direct product of a

semi-simple Lie algebra with finitely many Lie superalgebras of the type osp(1|2m)

with m ⩾ 1 (see, e.g., [41, Chap. III, §3.1, Thm. 1]). Applying [29, Table 3] again,

we see that when g = spo(2m|1) with m ⩾ 2 such that ge(0) = spo(2m− 2|1), the
ge(0)-module g(1) is isomorphic to C2m−2|1, thus dim g(1)1̄ = 1. We also observe

that when g = osp(5|2m) with ge(0) = osp(1|2m)⊕ sl(2), the ge(0)-module g(1) is

isomorphic to C1|2m ⊗C2, thus dim g(1)1̄ is even. For other cases in [29, Table 3],

ge is not isomorphic to the direct product of a semi-simple Lie algebra with finitely

many osp(1|2m). Then statement (3) is proved. Statement (4) is just an immediate

consequence of statements (1)–(3) and [41, Chap. III, §3.1, Thm. 1].

2.2.2. Keep the notation in Section 0.6. For any α, β ∈ g∗ and x ∈ g, we will

write (α+ β)(x) := α(x) + β(x) and (α · β)(x) := α(x) · β(x) for simplicity. Put

(2.7)

δ =
1

2

( s
2∑
i=1

γ∗0̄i −

r−1
2∑
i=1

γ∗1̄i

)

=
1

2

( s
2∑
i=1

(−θ − γ0̄i) +

r−1
2∑
i=1

(θ + γ1̄i)

)

=
1

2

(
−

s
2∑
i=1

γ0̄i +

r−1
2∑
i=1

γ1̄i

)
− s− r + 1

4
θ,

ρ =
1

2

∑
α∈Φ+

(−1)|α|α,

ρe,0 = ρ− 2δ −
(s− r

4
+

1

2

)
θ =

1

2

∑
α∈Φ+

e,0

(−1)|α|α

=
1

2

( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j

)
,

where γ∗0̄i ∈ Φ+
0̄
, γ∗1̄j ∈ Φ+

1̄
, γ0̄i ∈ Φ−

0̄
, γ1̄j ∈ Φ−

1̄
for 1 ⩽ i ⩽ s

2 and 1 ⩽ j ⩽ r−1
2 are

defined in Section 1.2, β0̄i ∈ Φ+
0̄
, β1̄j ∈ Φ+

1̄
for 1 ⩽ i ⩽ w and 1 ⩽ j ⩽ ℓ are defined

in Section 2.1.1, and |α| denotes the parity of α. For a linear function λ on he and
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c ∈ C, we will call (λ, c) a matchable pair if they satisfy the following equation:

c = c0 +

k−1∑
i=1

λ(hi)
2 +

k−1∑
i=1

(
λ ·
( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j −
s
2∑
j=1

γ0̄j +

r−1
2∑
j=1

γ1̄j

)
(hi)

)

= c0 +

k−1∑
i=1

λ(hi)
2 + 2

k−1∑
i=1

(λ · (ρe,0 + δ))(hi),(2.8)

where c0 has the same meaning as in (2.6). Given a matchable pair (λ, c) ∈ (he)∗×
C, denote by Iλ,c the linear span in U(g, e) of all PBW monomials of the form

w∏
i=1

Θaixi
·
ℓ∏
i=1

Θciyi ·
s
2∏
i=1

Θmi

fi
·

r−1
2∏
i=1

Θpigi ·Θ
ι
v r+1

2

·
k−1∏
i=1

(Θhi
− λ(hi))ti

· (C − c)tk ·Θε[v r+1
2
,e] ·

s
2∏
i=1

Θni

f∗
i
·

r−1
2∏
i=1

Θqig∗i
·
w∏
i=1

Θbix∗
i
·
ℓ∏
i=1

Θdiy∗i
,

where a,b ∈ Zw+, c,d ∈ Λℓ, m,n ∈ Z
s
2
+, p,q ∈ Λ r−1

2
, ι, ε ∈ Λ1, t ∈ Zk+ with

k∑
i=1

ti + ε+

s
2∑
i=1

ni +

r−1
2∑
i=1

qi +

w∑
i=1

bi +

ℓ∑
i=1

di > 0.

In what follows, when we refer to the notation Iλ,c, we will always assume that

(λ, c) is a matchable pair.

By the same strategy as in [38, Lem. 7.1], we have the following lemma.

Lemma 2.7. The subspace Iλ,c is a left ideal of a minimal finite W -superalgebra

U(g, e) of type odd.

Since the proof of Lemma 2.7 is rather lengthy, we will postpone it till

Appendix B.

2.2.3. Put ZU(g,e)(λ, c) := U(g, e)/Iλ,c, and let v0 denote the image of 1 in

ZU(g,e)(λ, c). Clearly, ZU(g,e)(λ, c) is a cycle U(g, e)-module generated by v0. We

will call ZU(g,e)(λ, c) the Verma module of level c corresponding to λ. By Lemma

2.7, the vectors{∏w
i=1 Θ

ai
xi
·
∏ℓ
i=1 Θ

ci
yi ·
∏ s

2
i=1 Θ

mi

fi
·
∏ r−1

2
i=1 Θ

pi
gi ·Θ

ι
v r+1

2

(v0)
∣∣ (a, c,m,p, ι) ∈ Zw+ × Λℓ

× Z
s
2
+ × Λ r−1

2
× Λ1

}
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form a C-basis of the Verma module ZU(g,e)(λ, c) over C. Denote by Z+
U(g,e)(λ, c)

the C-span of all
∏w
i=1 Θ

ai
xi
·
∏ℓ
i=1 Θ

ci
yi ·
∏ s

2
i=1 Θ

mi

fi
·
∏ r−1

2
i=1 Θ

pi
gi ·Θ

ι
v r+1

2

(v0) with

w∑
i=1

ai +

ℓ∑
i=1

ci +

s
2∑
i=1

mi +

r−1
2∑
i=1

pi > 0.

Set Zmax
U(g,e)(λ, c) to be the sum of all U(g, e)-submodules of ZU(g,e)(λ, c) contained

in Z+
U(g,e)(λ, c), and let

LU(g,e)(λ, c) := ZU(g,e)(λ, c)/Z
max
U(g,e)(λ, c).

2.2.4. Proof of Theorem 0.1 Now we are in a position to prove Theorem 0.1.

Generally speaking, we can repeat the proof of [38, Prop. 7.1], with a lot of mod-

ifications. We will complete the proof by steps.

(1) Given a root α =
∑k
i=1 niαi ∈ Φ, set

htθ(α) :=
∑
αi ̸= θ

2

ni.

Since θ
2 is an odd simple root by Conventions 2.1, then htθ(α) = 0 if and only

if α = ± θ2 ,±θ. By [25, Prop. 5.1.2] we know that all derivations of g are inner.

Therefore, we can find a unique h0 ∈ h such that [h0, eα] = htθ(α)eα for any α ∈ Φ.

By definition we have [h0, e±θ] = 0 (recall that eθ = e and e−θ = f), thus h0 ∈ he.

It is obvious that Θh0
(v0) = λ(h0)v0 by definition, and we have the decomposition

ZU(g,e)(λ, c) = Cv0 ⊕ CΘv r+1
2

(v0) ⊕ Z+
U(g,e)(λ, c) as C-vector space. As all xi, yi,

fi, and gi are root vectors for h, corresponding to negative roots different from − θ2
and −θ, it follows from Theorem 2.4 that the subspace Z+

U(g,e)(λ, c) decomposes

into eigenspaces for Θh0 , and the eigenvalues of Θh0 on Z+
U(g,e)(λ, c) are of the

form λ(h0)− k with k being a positive integer.

Let V be a non-zero Z2-graded submodule of the U(g, e)-module ZU(g,e)(λ, c).

If V ⊈ Z+
U(g,e)(λ, c), it follows from the discussion above that v0,Θv r+1

2

(v0) ∈
V , which entails that V = ZU(g,e)(λ, c). Therefore, any proper submodule of

ZU(g,e)(λ, c) is contained in Z+
U(g,e)(λ, c), and Zmax

U(g,e)(λ, c) is a unique maximal

submodule of ZU(g,e)(λ, c). Obviously, LU(g,e)(λ, c) is a simple module of type Q,

for which the odd endomorphism is induced by the element Θv r+1
2

∈ U(g, e). Now

we complete the proof of statement (1).

(2) From the discussion in (1) we know that each U(g, e)-module LU(g,e)(λ, c)

decomposed into eigenspaces for Θh0 , and the eigenvalues of Θh0 are in the set

λ(h0) − Z+. Moreover, the eigenspace LU(g,e)(λ, c)λ(h0) of the U(g, e)-module
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LU(g,e)(λ, c) is spanned by the elements v0 and Θv r+1
2

(v0). If LU(g,e)(λ, c) ∼=
LU(g,e)(λ

′, c′) as U(g, e)-modules, it follows from the discussion above that λ(h0) ∈
λ′(h0) − Z+ and λ′(h0) ∈ λ(h0) − Z+. This implies that λ(h0) = λ′(h0) and

LU(g,e)(λ, c)λ(h0)
∼= LU(g,e)(λ

′, c′)λ′(h0) as modules over the commutative subalge-

bra Θhe ⊕CC of U(g, e). So we have λ = λ′ and c = c′, and the proof of statement

(2) is completed.

(3) Let M be a finite-dimensional simple U(g, e)-module. As the even element C

is in the center of U(g, e), Schur’s lemma entails that C acts on M as c id for some

c ∈ C. As Θhe is an abelian by Theorem 2.4 (more precisely, Theorem 2.3(1)),

by the knowledge of linear algebra we know that M contains at least one weight

subspace for Θhe . Applying Theorem 2.4 again we know that the vector space⊕
µ∈(he)∗ Mµ of all weight subspaces of M is a U(g, e)-submodule of M . From the

irreducibility of the U(g, e)-module M we know that M decomposes into weight

spaces relative to Θhe .

Since h = Ch⊕he as vector space, and [eθ, e−θ] = [e, f ] = h by definition, one

can easily conclude that any linear function vanishing on he is a scalar multiple

of θ. As r is odd, θ2 is a simple root by Conventions 2.1. Then any sum of roots

from Φ+
e \{ θ2 , θ} restricts to a non-zero function on he. Therefore, we can define a

partial ordering on (he)∗ by

(2.9) ψ ⩽ ϕ ⇔ ϕ = ψ +

( ∑
γ∈Φ+

e \{ θ
2 ,θ}

rγγ

)
|he

, rγ ∈ Z+ (∀ϕ, ψ ∈ (he)∗).

Recall that the set of Θhe -weights of M is finite. Then it contains at least one

maximal element with the ordering we just defined above, and we call it λ. For

a non-zero vector m in Mλ, we have Θx∗
i
· m = Θy∗i · m = Θf∗

i
· m = Θg∗i ·

m = 0 for all admissible i (since M is finite-dimensional, we can further assume

that Θ[v r+1
2
,e] · m = 0). So there must exist a U(g, e)-module homomorphism ξ

from either ZU(g,e)(λ, c) or
∏
ZU(g,e)(λ, c) (here,

∏
denotes the parity switching

functor) to M such that ξ(v0) = m. Moreover, the simplicity of M entails that ξ

is surjective, and statement (1) yields ker ξ = Zmax
U(g,e)(λ, c). Taking Theorem 2.4

(more precisely, Theorem 2.3(1)) into consideration, when we restrict M to the

sl(2)-triple (Θeα ,Θhα ,Θe−α) ⊂ U(g, e) with α ∈ (Φ+
e,0)0̄, one can easily conclude

that λ(hα) ∈ Z+ for any α ∈ (Φ+
e,0)0̄.

Finally, let g = spo(2|m) with m being odd such that ge(0) = so(m), or g =

spo(2m|1) with m ⩾ 2 such that ge(0) = spo(2m− 2|1), or g = G(3) with ge(0) =

G(2) in Table 3. Then all finite-dimensional representations of ge(0) are completely

reducible by Lemma 2.6. It follows from Theorem 2.4 (more precisely, Theorem

2.3(1)) that the linear map Θ: ge(0) → Θge(0), x 7→ Θx is a Lie superalgebra
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isomorphism. Let M be a finite-dimensional simple U(g, e)-module. Then M is

completely reducible as a Θge(0)-module. Let gQ be the Q-form in g spanned by

the Chevalley basis from Section 1.1, and write geQ(i) := gQ ∩ ge(i) with i = 0, 1.

Choose u, v ∈ geQ(1) with ([u, v], f) = 2, and also assume that zα, z
∗
α ∈ gQ(−1)

for all α ∈ S(−1). Then [u, zα]
♯, [z∗α, u]

♯, [v, zα]
♯, [z∗α, v]

♯ ∈ geQ. The highest weight

theory implies that there is a Q-form in M stable under the action of Θge
Q(0)

.

So we have trM (Θ[u,zα]♯Θ[z∗α,v]
♯), trM (Θ[v,zα]♯Θ[z∗α,u]

♯) ∈ Q for all α ∈ S(−1). As

trM [Θu,Θv] = 0, it follows from Theorem 2.4 (more precisely, Theorem 2.3(3))

that (c− c0) dimM ∈ Q. Since c0 ∈ Q by (2.6), we have c ∈ Q.

Remark 2.8. By the same discussion as in Lemma 2.7, one can conclude that

the linear span in U(g, e) of all PBW monomials as in (2.10) with

k∑
i=1

ti +

s
2∑
i=1

ni +

r−1
2∑
i=1

qi +

w∑
i=1

bi +

ℓ∑
i=1

di > 0

is also a left ideal of minimal finite W -superalgebra U(g, e) of type odd (note that

there is no restriction on the pair (λ, c) as in (2.8)), and write it as I ′λ,c. Then we

can introduce the U(g, e)-module Z ′
U(g,e)(λ, c) := U(g, e)/I ′λ,c as in Section 2.2.3

correspondingly. The reason we did not consider Z ′
U(g,e)(λ, c) lies in the fact that

for the vector [v r+1
2
, e] associated with the simple odd root θ2 , we may have Θ[v r+1

2
,e]·

m ̸= 0 for everym ∈ Z ′
U(g,e)(λ, c), and then Z ′

U(g,e)(λ, c) is not necessarily a highest

weight module for U(g, e).

§2.3.

In this subsection we will consider Verma modules for other cases as in Remark

2.5, which is parallel to those in Section 2.2. Recall that for the type even case,

U(g, e) coincides with W ′
χ. So we just need to consider W ′

χ for both types. Since

the proofs are similar, we will just sketch them.

2.3.1. Keep the notation in Section 0.6. For a linear function λ on he and c ∈ C,
we denote by Jλ,c the linear span in W ′

χ of all PBW monomials of the form

w∏
i=1

Θaixi
·
ℓ∏
i=1

Θciyi ·
s
2∏
i=1

Θmi

fi
·
⌈ r
2 ⌉∏
i=1

Θpigi ·
k−1∏
i=1

(Θhi
− λ(hi))ti

· (C − c)tk ·Θε[v r+1
2
,e] ·

s
2∏
i=1

Θni

f∗
i
·
⌈ r
2 ⌉∏
i=1

Θqig∗i
·
w∏
i=1

Θbix∗
i
·
ℓ∏
i=1

Θdiy∗i
,(2.10)
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where a,b ∈ Zw+, c,d ∈ Λℓ, m,n ∈ Z
s
2
+, p,q ∈ Λ⌈ r

2 ⌉, t ∈ Zk+, ε ∈ Λ1, with

k∑
i=1

ti + ε+

s
2∑
i=1

ni +

⌈ r
2 ⌉∑
i=1

qi +

w∑
i=1

bi +

ℓ∑
i=1

di > 0.

(The term Θ[v r+1
2
,e] occurs if and only if r is odd. In this subsection, when we

consider the type-even case, we always assume that ε = 0.)

Lemma 2.9. Under the above settings, we have the following results:

(1) The subspace Jλ,c is a left ideal of the minimal refined W -superalgebra W ′
χ of

type even.

(2) The subspace Jλ,c with the pair (λ, c) satisfying (2.8) is a left ideal of the

minimal refined W -superalgebra W ′
χ of type odd.

Proof. Since the proof is much the same as that for Lemma 2.7, we will just sketch

the differences. In fact, one can observe that all the considerations in Appendix

B are still valid for statement (1) except Appendix B.3, where the emergence of

Θ2
[v r+1

2
,e] in (B.28) makes it necessary to impose the restriction (2.8). Since the

element Θ[v r+1
2
,e] will never appear when W ′

χ is of type even, then λ ∈ (he)∗ and

c ∈ C in (1) can be chosen arbitrarily, which is much the same as the minimal

finite W -algebra case. On the other hand, repeating verbatim as in Appendix B

we can obtain statement (2).

Remark 2.10. Lemma 2.9 will play a key role for the exposition on W ′
χ below.

To ease notation, from now on when we consider the pair (λ, c) for Jλ,c, we always

assume that λ ∈ (he)∗ and c ∈ C are arbitrarily chosen for the minimal refined W -

superalgebras of type even, and λ, c should satisfy (2.8) (i.e., (λ, c) is a matchable

pair as defined in Section 2.2.2) for the minimal refined W -superalgebras of type

odd, unless otherwise specified.

2.3.2. Retain the conventions in Remark 2.10. Write ZW ′
χ
(λ, c) := W ′

χ/Jλ,c, and

denote by v0 the image of 1 in ZW ′
χ
(λ, c). By definition we know that ZW ′

χ
(λ, c) is

a cycle W ′
χ-module generated by v0. We will call ZW ′

χ
(λ, c) the Verma module of

level c corresponding to λ. Moreover, Lemma 2.9 entails that the vectors{∏w
i=1 Θ

ai
xi
·
∏ℓ
i=1 Θ

ci
yi ·
∏ s

2
i=1 Θ

mi

fi
·
∏⌈ r

2 ⌉
i=1 Θ

pi
gi (v0)

∣∣ (a, c,m,p) ∈ Zw+×Λℓ×Z
s
2
+×Λ⌈ r

2 ⌉
}

form a basis of the Verma module ZW ′
χ
(λ, c) over C. Denote by Z+

W ′
χ
(λ, c) the

C-span of all
w∏
i=1

Θaixi
·
ℓ∏
i=1

Θciyi ·
s
2∏
i=1

Θmi

fi
·
⌈ r
2 ⌉∏
i=1

Θpigi (v0)
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with
w∑
i=1

ai +

ℓ∑
i=1

ci +

s
2∑
i=1

mi +

⌈ r
2 ⌉∑
i=1

pi > 0.

Set Zmax
W ′

χ
(λ, c) to be the sum of all W ′

χ-submodules of ZW ′
χ
(λ, c) contained in

Z+
W ′

χ
(λ, c), and let

LW ′
χ
(λ, c) := ZW ′

χ
(λ, c)/Zmax

W ′
χ
(λ, c).

Under the settings above, we can introduce the main result of this subsection.

Theorem 2.11. Keep the conventions above. The following statements hold:

(1) Zmax
W ′

χ
(λ, c) is the unique maximal submodule of the Verma module ZW ′

χ
(λ, c),

and LW ′
χ
(λ, c) is a simple W ′

χ-module of type M .

(2) The simple W ′
χ-modules LW ′

χ
(λ, c) and LW ′

χ
(λ′, c′) are isomorphic if and only

if (λ, c) = (λ′, c′).

(3) Any finite-dimensional simple W ′
χ-module is isomorphic to one of the modules

LW ′
χ
(λ, c) for some λ ∈ (he)∗ satisfying λ(hα) ∈ Z+ for all α ∈ (Φ+

e,0)0̄. We

further have that c is a rational number in the case when g is a simple Lie

algebra except type A(m), or when g = psl(2|2), g = spo(2m|1) with m ⩾ 2

such that ge(0) = spo(2m − 2|1), or when g = spo(2|m) with ge(0) = so(m),

or when osp(4|2m) with ge(0) = sl(2)⊕ sp(2m), or when g = osp(5|2m) with

ge(0) = osp(1|2m) ⊕ sl(2), or when g = D(2, 1;α) with α ∈ Q, or when

g = F (4) with ge(0) = so(7), or when g = G(3) with ge(0) = G(2).

Proof. Take Lemmas 2.6 and 2.9 into consideration, and repeat verbatim the proof

of Theorem 0.1. Then the theorem can be proved.

§3. The associated Whittaker categories of g

In this section we will relate Verma modules ZU(g,e)(λ, c) for minimal finite W -

superalgebras U(g, e) of both types to g-modules obtained by parabolic induction

from Whittaker modules for osp(1|2) or sl(2) separately, depending on the par-

ity of r as discussed in Remark 2.5. Combining this with the related results on

Whittaker categories in [14, 15], we obtain a complete solution to the problem

of determining the composition multiplicities of Verma modules ZU(g,e)(λ, c) in

terms of composition factors of Verma modules for U(g) in the ordinary BGG

category O.
Although the tools we applied for both types are similar, the discussion for

minimal finite W -superalgebras of type odd is much more difficult. Therefore, we

will give a detailed exposition for the case of type odd, and then sketch the case

of type even.
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§3.1.

Recall that a g-module M is called a Whittaker module if a − χ(a) acts on M

locally nilpotently for each a ∈ m. A Whittaker vector in a Whittaker g-module

M is a vector v ∈ M which satisfies (a− χ(a))v = 0 for all a ∈ m. Let Cχ denote

the category of finitely generated Whittaker g-modules. Write

Wh(M) =
{
v ∈M

∣∣ (a− χ(a))v = 0, ∀ a ∈ m
}

for the subspace of all Whittaker vectors in M . For M ∈ Cχ, it is obvious that

Wh(M) = 0 if and only if M = 0.

For any y ∈ U(g), denote by Pr(y) ∈ U(g)/Iχ the coset associated to y.

Given a Whittaker g-module M with an action map ρ, since U(g, e) ∼= Qadm
χ as

C-algebras, Wh(M) is naturally a U(g, e)-module by letting Pr(y) · v = ρ(y)v for

v ∈ Wh(M) and Pr(y) ∈ U(g)/Iχ. For a U(g, e)-module M , Qχ ⊗U(g,e) M is a

Whittaker g-module by letting y · (q ⊗ v) = (y · q) ⊗ v for y ∈ U(g) and q ∈ Qχ,
v ∈M .

Let U(g, e)-mod be the category of finitely generated U(g, e)-modules (here

U(g, e) denotes a finite W -superalgebra in the general case, not just for minimal

ones). In [48, Thm. 2.17] we introduced Skryabin’s equivalence between the finitely

generated Whittaker g-modules and finitely generated U(g, e)-modules, i.e., we

have the following theorem.

Theorem 3.1. The functor Qχ ⊗U(g,e) − : U(g, e)-mod → Cχ is an equivalence

of categories, with Wh: Cχ → U(g, e)-mod as its quasi-inverse.

§3.2.

In this part we consider minimal finite W -superalgebras U(g, e) of type odd, with

g given in Table 3.

3.2.1. To describe the composition factors of the Verma modules ZU(g,e)(λ, c) with

their multiplicities, we are going to establish a link between these U(g, e)-modules

and the g-modules obtained by parabolic induction from Whittaker modules for

osp(1|2). The Skryabin equivalence in Theorem 3.1 will be relied on; the Kazhdan

filtration of U(g, e) will play an important role too.

There have been many results on the topic of Whittaker modules for Lie

superalgebras. Whittaker categories for Lie superalgebras were defined and a cat-

egory decomposition was presented by Bagci–Christodoulopoulou–Wiesner [5]. In

further work, Chen [14] classified simple Whittaker modules for classical Lie super-

algebras in terms of their parabolic decompositions, and established a type of

Miličić–Soergel equivalence of a category of Whittaker modules and a category of
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Harish-Chandra bimodules. Furthermore, for classical Lie superalgebras of type

I, the problem of composition factors of standard Whittaker modules (i.e., the

parabolic induced modules fromWhittaker modules) was reduced to that of Verma

modules in their BGG category O there. For any quasi-reductive Lie superalgebra

(including all the basic classical ones), Chen–Cheng [15, Thm. 1] recently gave a

complete solution to the problem of determining the composition factors of the

standard Whittaker modules in terms of composition factors of Verma modules

for U(g) in the ordinary BGG category O. In most cases (including all basic Lie

superalgebras of type A, B, C, D), the latter can be computed by related works

(e.g., [6, 7, 8, 9, 16, 17, 18, 19]).

3.2.2. Denote by sθ the subalgebra of g spanned by

(3.1) (e, h, f, E, F ) :=
(
eθ, hθ, e−θ, [

√
−2v r+1

2
, eθ],

√
−2v r+1

2

)
.

Taking Theorem 2.4, (B.14), and (B.22) into account, the following lemma is read-

ily checked.

Lemma 3.2. The subalgebra sθ of g is isomorphic to Lie superalgebra osp(1|2)
with even subalgebra generated by {e, h, f} and odd subalgebra generated by {E,F}.
The commutators of these basis elements are given by

[h, e] = 2e, [h, f ] = −2f, [e, f ] = h, [h,E] = E,

[h, F ] = −F, [e, E] = 0, [e, F ] = −E, [f,E] = −F,
[f, F ] = 0, [E,E] = 2e, [E,F ] = h, [F, F ] = −2f.

Put

(3.2) pθ := sθ + h+
∑
α∈Φ+

Ceα, nθ :=
∑

α∈Φ+\{ θ
2 ,θ}

Ceα, s̃θ := he ⊕ sθ.

It is obvious that pθ = s̃θ⊕nθ is a parabolic subalgebra of g with nilradical nθ and

s̃θ is a Levi subalgebra of pθ. Set

(3.3) Cθ := ef + fe+
1

2
h2 − 1

2
EF +

1

2
FE = 2ef +

1

2
h2 − 3

2
h+ FE

to be a Casimir element of U(sθ). Given λ ∈ (he)∗, write Iθ(λ) for the left ideal

of U(pθ) generated by f − 1, E − 3
4F + 1

2Fh (this requirement will be explained

in (3.17)), Cθ +
1
8 (this requirement will be explained in (3.19)), all t− λ(t) with

t ∈ he, and all eγ with γ ∈ Φ+\{ θ2 , θ}.
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Set Y (λ) := U(pθ)/Iθ(λ) to be a pθ-module with the trivial action of nθ, and

let 1λ denote the image of 1 in Y (λ). Since f · 1λ = 1λ by definition, then

e · 1λ =
1

2

(
Cθ −

1

2
h2 +

3

2
h− FE

)
· 1λ

=
(
−1

4
h2 +

3

4
h+

1

2

(
−3

4
F 2 +

1

2
F 2h

)
− 1

16

)
· 1λ

=
(
−1

4
h2 +

1

4
h− 5

16

)
· 1λ.

Combining this with the PBW theorem we see that the vectors {F khl ·1λ | k ∈ Λ1,

l ∈ Z+} form a C-basis of Y (λ) (the independence of these vectors follows from

the fact that Y (λ) is infinite-dimensional). Moreover, one can easily conclude that

Y (λ) is isomorphic to a Whittaker module for sθ ∼= osp(1|2).
It follows from the discussion above that the vectors

m(i, j, ι,k, l,m,n, t) := ui11 · · ·u
i s
2

s
2
· vj11 · · · v

j r−1
2

r−1
2

· vιr+1
2

· xk11 · · ·xkww · y
l1
1 · · · y

lℓ
ℓ

· fm1
1 · · · f

m s
2

s
2
· gn1

1 · · · g
n r−1

2
r−1
2

· ht(1λ)

with i,m ∈ Z
s
2
+, j,n ∈ Λ r−1

2
, ι ∈ Λ1, k ∈ Zw+, l ∈ Λℓ, and t ∈ Z+ form a C-basis of

the induced g-module

M(λ) := U(g)⊗U(pθ) Y (λ).

3.2.3. Keep the notation in (2.7). Denote

(3.4) ϵ := c0 +
1

8
+ 2

k−1∑
i=1

ρe,0(hi)δ(hi) + 3

k−1∑
i=1

δ(hi)
2.

Since the element C lies in the center of U(g, e), and the Verma module ZU(g,e)(λ, c)

is a cycle U(g, e)-module, then C acts on ZU(g,e)(λ, c) as the scalar c. We introduce

the twisted action of U(g, e) on ZU(g,e)(λ, c) as follows: for any v ∈ ZU(g,e)(λ, c),

set

(3.5) C · v = tw(C)(v) := (C − ϵ)(v) = (c− ϵ)(v),

while keeping the action of all the other generators of U(g, e) (as defined in The-

orem 2.4) on v as usual.

Since the restriction of (·, ·) to he is non-degenerate, for any η ∈ (he)∗ there

exists a unique tη in he with η = (tη, ·). Hence (·, ·) induces a non-degenerate

bilinear form on (he)∗ via (µ, ν) := (tµ, tν) for all µ, ν ∈ (he)∗. For a linear function

φ on h we denote by φ̄ the restriction of φ to he.
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Under the above settings, we can introduce the proof of Theorem 0.2. It is

remarkable that there exists a great distinction between the structure theory of

finite W -algebras in [37] and its super case in [48]. Therefore, as a super version of

[38, Thm. 7.1], one can observe significant differences not only in the exposition,

but also in the proofs.

Proof of Theorem 0.2. We split the proof into steps.

(1) Set M := M(λ), and let M0 and M1 denote the C-span of all m(i, j, ι,k, l,m,

n, t) inM with |i|+ |j|+t = 0 and |i|+ |j|+t > 0, respectively. ThenM =M0⊕M1

as vector space. Denote by pr: M =M0 ⊕M1 ↠M0 the first projection.

LetMk denote the C-span inM of all m(i, j, ι,k, l,m,n, t) of Kazhdan degree

⩽ k. Then {Mk | k ∈ Z+} is an increasing filtration in M and M0 = C1λ. Taking
U(g) with its Kazhdan filtration we thus regard M as a filtrated U(g)-module.

Set

z = λf +

s
2∑
i=1

µiu
∗
i +

r−1
2∑
i=1

νiv
∗
i ∈ m,

where λ, µi, νi ∈ C. Since u∗i , v∗j ∈ nθ for 1 ⩽ i ⩽ s
2 and 1 ⩽ j ⩽ r−1

2 , and f ·1λ = 1λ
by definition, we have z · 1λ = λ · 1λ = χ(z) · 1λ. As z acts locally nilpotently on

U(g), we can deduce that z − χ(z) acts locally nilpotently on M for all z ∈ m.

Therefore, M is an object of Cχ. It follows from the discussion in Section 3.1 that

Wh(M) ̸= 0, the algebra U(g, e) acts on Wh(M), and M ∼= Qχ⊗U(g,e) Wh(M) as

g-modules.

(2) For 1 ⩽ l ⩽ r−1
2 , since (v2l ) · 1λ = 1

2 [vl, vl] · 1λ = 0, now observe that

u∗k ·m(i, j, ι,k, l,m,n, t) ∈
t∑

j=0

ik · Cjt 2j ·m(i− ek, j, ι,k, l,m,n, t− j)

+ span
{
m(i′, j′, ι′,k′, l′,m′,n′, t′)

∣∣ |i′|+ |j′|⩾ |i|+ |j|},
v∗l ·m(i, j, ι,k, l,m,n, t) ∈

t∑
i=0

(−1)
∑l−1

r=1 jrjl · Cit2i ·m(i, j− el, ι,k, l,m,n, t− i)

+ span
{
m(i′, j′, ι′,k′, l′,m′,n′, t′)

∣∣ |i′|+ |j′| ⩾ |i|+ |j|}
for all 1 ⩽ k ⩽ s

2 , 1 ⩽ l ⩽ r−1
2 , and for t > 0 we have

(f − 1) ·m(i, j, ι,k, l,m,n, t) ∈ 2t ·m(i, j, ι,k, l,m,n, 0)

+ span
{
m(i′, j′, ι′,k′, l′,m′,n′, l′)

∣∣ l′ > 0
}
.

From all these it is immediate that the map pr: Wh(M)→M0 is injective.
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(3)(i) Note that 1λ ∈Wh(M), and for all t ∈ he we have

Θt(1λ) =

(
t− 1

2

∑
α∈S(−1)

zα[z
∗
α, t]

)
(1λ)

=

(
t− 1

2

s∑
i= s

2+1

ui[u
∗
i , t]−

1

2

r∑
i= r+1

2

vi[v
∗
i , t]

)
(1λ)

=

(
t+

1

2

s
2∑
i=1

[u∗i , [ui, t]]−
1

2

r−1
2∑
i=1

[v∗i , [vi, t]]−
1

2
v r+1

2
[v r+1

2
, t]

)
(1λ)

=

(
λ(t)− 1

2

s
2∑
i=1

γ0̄i(t)f +
1

2

r−1
2∑
i=1

γ1̄i(t)f −
1

8
θ(t)f

)
(1λ)

=
(
λ+ δ +

2s− 2r + 1

8
θ
)
(t) · (1λ)

= (λ+ δ)(t) · 1λ.(3.6)

Suppose v ∈ ge(0) is a root vector for h corresponding to root γ ∈ Φ+
e,0. As θ2 is

a simple root by Conventions 2.1, and 0 = [hθ, v] = γ(hθ)v, then v, [u
∗
i , [ui, v]] ∈ nθ

for all 1 ⩽ i ⩽ s
2 , and [v∗i , [vi, v]] ∈ nθ for all 1 ⩽ i ⩽ r−1

2 . As we also have

[v r+1
2
, v] ∈ nθ, then

Θv(1λ) =

(
v − 1

2

∑
α∈S(−1)

zα[z
∗
α, v]

)
(1λ)

=

(
v − 1

2

s∑
i= s

2+1

ui[u
∗
i , v]−

1

2

r∑
i= r+1

2

vi[v
∗
i , v]

)
(1λ)

=

(
v +

1

2

s
2∑
i=1

[u∗i , [ui, v]]−
1

2

r−1
2∑
i=1

[v∗i , [vi, v]]−
1

2
v r+1

2
[v r+1

2
, v]

)
(1λ)

= 0.

(3)(ii) Now let w ∈ ge(1) be a root vector for h corresponding to root γ′ ∈ Φ+
e,1.

Then

Θw(1λ) =

(
w −

∑
α∈S(−1)

zα[z
∗
α, w] +

1

3

( ∑
α,β∈S(−1)

zαzβ [z
∗
β , [z

∗
α, w]]− 2[w, f ]

))
(1λ)

=

(
w −

s∑
i= s

2+1

ui[u
∗
i , w]−

r∑
i= r+1

2

vi[v
∗
i , w]
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+
1

3

( s∑
i,j= s

2+1

uiuj [u
∗
j , [u

∗
i , w]] +

s∑
i= s

2+1

s
2∑
j=1

uiuj [u
∗
j , [u

∗
i , w]]

+

s
2∑
i=1

s∑
j= s

2+1

uiuj [u
∗
j , [u

∗
i , w]] + 2

s
2∑
i=1

r∑
j= r+1

2

uivj [v
∗
j , [u

∗
i , w]]

+ 2

s∑
i= s

2+1

r−1
2∑
j=1

uivj [v
∗
j , [u

∗
i , w]] + 2

s∑
i= s

2+1

r∑
j= r+1

2

uivj [v
∗
j , [u

∗
i , w]]

+

r−1
2∑
i=1

r∑
j= r+1

2

vivj [v
∗
j , [v

∗
i , w]] +

r∑
i= r+1

2

r−1
2∑
j=1

vivj [v
∗
j , [v

∗
i , w]]

+

r∑
i= r+1

2

r∑
j= r+1

2

vivj [v
∗
j , [v

∗
i , w]]− 2[w, f ]

))
(1λ)

=

(
w +

s
2∑
i=1

[u∗i , [ui, w]]−
( r−1

2∑
i=1

[v∗i , [vi, w]] + v r+1
2
[v r+1

2
, w]

)

+
1

3

( s
2∑

i,j=1

u∗i u
∗
j [uj , [ui, w]]−

s
2∑

i,j=1

u∗i uj [u
∗
j , [ui, w]]

−
s
2∑

i,j=1

uiu
∗
j [uj , [u

∗
i , w]] + 2

s
2∑
i=1

r−1
2∑
j=1

uiv
∗
j [vj , [u

∗
i , w]]

+ 2

s
2∑
i=1

uiv r+1
2
[v r+1

2
, [u∗i , w]]− 2

s
2∑
i=1

r−1
2∑
j=1

u∗i vj [v
∗
j , [ui, w]]

− 2

s
2∑
i=1

r−1
2∑
j=1

u∗i v
∗
j [vj , [ui, w]]− 2

s
2∑
i=1

u∗i v r+1
2
[v r+1

2
, [ui, w]]

+

r−1
2∑

i,j=1

viv
∗
j [vj , [v

∗
i , w]] +

r−1
2∑
i=1

viv r+1
2
[v r+1

2
, [v∗i , w]]

+

r−1
2∑

i,j=1

v∗i vj [v
∗
j , [vi, w]] +

r−1
2∑
i=1

v r+1
2
vi[v

∗
i , [v r+1

2
, w]]

+

r−1
2∑

i,j=1

v∗i v
∗
j [vj , [vi, w]] +

r−1
2∑
i=1

v r+1
2
v∗i [vi, [v r+1

2
, w]]

+

r−1
2∑
i=1

v∗i v r+1
2
[v r+1

2
, [vi, w]] + v2r+1

2

[v r+1
2
, [v r+1

2
, w]]− 2[w, f ]

))
(1λ)
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=

(
w +

s
2∑
i=1

[u∗i , [ui, w]]−
( r−1

2∑
i=1

[v∗i , [vi, w]] + v r+1
2
[v r+1

2
, w]

)

+
1

3

( s
2∑

i,j=1

[u∗i , [u
∗
j , [uj , [ui, w]]]]−

s
2∑
i=1

[u∗i , [ui, w]]f

−
s
2∑

i,j=1

uj [u
∗
i , [u

∗
j , [ui, w]]]−

s
2∑

i,j=1

ui[u
∗
j , [uj , [u

∗
i , w]]]

+ 2

s
2∑
i=1

r−1
2∑
j=1

ui[v
∗
j , [vj , [u

∗
i , w]]] + 2

s
2∑
i=1

uiv r+1
2
[v r+1

2
, [u∗i , w]]

− 2

s
2∑
i=1

r−1
2∑
j=1

vj [u
∗
i , [v

∗
j , [ui, w]]]− 2

s
2∑
i=1

r−1
2∑
j=1

[u∗i , [v
∗
j , [vj , [ui, w]]]]

− 2

s
2∑
i=1

v r+1
2
[u∗i , [ui, [v r+1

2
, w]]] +

r−1
2∑

i,j=1

vi[v
∗
j , [vj , [v

∗
i , w]]]

+ 2

r−1
2∑
i=1

viv r+1
2
[v r+1

2
, [v∗i , w]] +

r−1
2∑
i=1

[v∗i , [vi, w]]f

−

r−1
2∑

i,j=1

vj [v
∗
i , [v

∗
j , [vi, w]]] +

r−1
2∑

i,j=1

[v∗i , [v
∗
j , [vj , [vi, w]]]]

+ 2

r−1
2∑
i=1

v r+1
2
[v∗i , [vi, [v r+1

2
, w]]] +

1

2
[v r+1

2
, [v r+1

2
, w]]f

− 2[w, f ]

))
(1λ).(3.7)

Now we will discuss the terms in (3.7). To ease notation, we will call i admis-

sible for ui if 1 ⩽ i ⩽ s
2 , and also for vi if 1 ⩽ i ⩽ r−1

2 . For any admissible

i, j, by degree considerations we see that

[u∗i , [u
∗
j , [uj , [ui, w]]]] ∈ g(−3) = {0}.

The same discussion entails that [u∗i , [v
∗
j , [vj , [ui, w]]]] = [v∗i , [v

∗
j , [vj , [vi, w]]]] = 0

for all admissible i, j.

On the other hand, one can easily conclude that [u∗i , [u
∗
j , [ui, w]]] ∈ g(−2) for

all admissible i, j, thus [u∗i , [u
∗
j , [ui, w]]] = kf for some k ∈ C. As [u∗i , [u

∗
j , [ui, w]]] is

a root vector for h corresponding to root γ′ + γ∗0̄j − θ, it follows from f = e−θ that

k ̸= 0 if and only if γ′+γ∗0̄j−θ = −θ, which is impossible. Then [u∗i , [u
∗
j , [ui, w]]] = 0.
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By the same discussion we can conclude that

[u∗j , [uj , [u
∗
i , w]]] = [v∗j , [vj , [u

∗
i , w]]] = [u∗i , [v

∗
j , [ui, w]]]

= [v∗j , [vj , [v
∗
i , w]]] = [v∗i , [v

∗
j , [vi, w]]] = 0

for all admissible i, j. The same consideration also applies for [u∗i , [ui, [v r+1
2
, w]]]

and [v∗i , [vi, [v r+1
2
, w]]], which are non-zero if and only if γ′ = 1

2θ. Moreover, since
θ
2 is a simple root by Conventions 2.1, for all admissible i, j we have [v r+1

2
, [u∗i , w]],

[v r+1
2
, [v∗i , w]] ∈ nθ by weight considerations.

Note that w is a linear combination of f∗1 , . . . , f
∗
s
2
, g∗1 , . . . , g

∗
r−1
2

, [v r+1
2
, e], where

[v r+1
2
, e] is a root vector for h corresponding to simple root θ2 . For w

′ ∈ {f∗1 , . . . , f∗s
2
,

g∗1 , . . . , g
∗
r−1
2

} ⊂ nθ, by weight considerations we have [u∗i , [ui, w
′]], [v∗i , [vi, w

′]],

[v r+1
2
, w′], [v r+1

2
, [v r+1

2
, w′]], [w′, f ] ∈ nθ for all admissible i. Taking all the above

into consideration, we know that (3.7) equals zero in this situation, and then

Θw′(1λ) = 0.

It remains to consider the case with w = [v r+1
2
, e]. For any 1 ⩽ α ⩽ s

2 or

s+ 1 ⩽ α ⩽ s+ r−1
2 (i.e., for all admissible i of ui and vi), since

[[z∗α, [zα, e]], f ] = [z∗α, [zα, [e, f ]]] = [z∗α, [zα, h]] = f,

we have [z∗α, [zα, e]] +
1
2h ∈ he. Set

γ∗|α|,α :=

{
γ∗0̄α if 1 ⩽ α ⩽ s

2 ,

γ∗1̄α−s if s+ 1 ⩽ α ⩽ s+ r−1
2 ,

where γ∗0̄i for 1 ⩽ i ⩽ s
2 and γ∗1̄j for 1 ⩽ j ⩽ r−1

2 are defined as in Section 1.2. Let

x be arbitrary element in he. Then (x, h) = 0, and

(3.8)
(
x, [z∗α, [zα, e]] +

1

2
h
)
= ([x, z∗α], [zα, e]) = γ∗|α|,α(x)(z

∗
α, [zα, e]) = γ∗|α|,α(x),

that is,

(3.9) [z∗α, [zα, e]] = −
1

2
h+ tγ̄∗

|α|,α
.

Therefore, we have

[z∗α, [zα, [v r+1
2
, e]]] = −[[z∗α, [zα, e]], v r+1

2
] =

[1
2
h− tγ̄∗

|α|,α
, v r+1

2

]
=
(
−1

2
+

1

2
θ(tγ̄∗

|α|,α
)
)
v r+1

2
(3.10)
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For any t ∈ heθ , we have θ(t) = 0 by definition. Then it follows from θ(tγ̄∗
|α|,α

) = 0

and (3.10) that

(3.11) [z∗α, [zα, [v r+1
2
, e]]] = −1

2
v r+1

2
.

Since

(3.12) [v r+1
2
, [v r+1

2
, e]] = [[v r+1

2
, e], v r+1

2
] = −1

2
h

by (B.22), then

(3.13) [v r+1
2
, [v r+1

2
, [v r+1

2
, e]]] =

[
v r+1

2
,−1

2
h
]
= −1

2
v r+1

2
,

and for any 1 ⩽ α ⩽ s
2 or s+ 1 ⩽ α ⩽ s+ r−1

2 , we have

(3.14) [z∗α, [zα, [v r+1
2
, [v r+1

2
, e]]]] = −

[
z∗α,
[
zα,

1

2
h
]]

= −1

2
[z∗α, zα] = −

1

2
f.

Also note that

(3.15) [[v r+1
2
, e], f ] = [v r+1

2
, [e, f ]] = [v r+1

2
, h] = v r+1

2
.

Combining (3.7), (3.11)–(3.15) with our earlier discussion, one can conclude that

Θ[v r+1
2
,e](1λ) =

(
[v r+1

2
, e]− s

4
v r+1

2
−
(
− r−1

4
v r+1

2
− 1

2
v r+1

2
h
)

+
1

3

(s
4
v r+1

2
+
s

2
v r+1

2
− r−1

4
v r+1

2
− r−1

2
v r+1

2
− 1

4
v r+1

2
−2v r+1

2

))
(1λ)

=
(
[v r+1

2
, e]− 3

4
v r+1

2
+

1

2
v r+1

2
h
)
(1λ).(3.16)

Since

(3.17)
(
E − 3

4
F +

1

2
Fh
)
· 1λ = 0

by our assumption (see Section 3.2.2), i.e.,(
[v r+1

2
, e]− 3

4
v r+1

2
+

1

2
v r+1

2
h
)
(1λ) = 0,

then (3.16) entails that Θ[v r+1
2
,e](1λ) = 0. Thus we have Θw(1λ) = 0 for all positive

root vectors w ∈ ge(1). Moreover, it follows from[
E − 3

4
F +

1

2
Fh,E − 3

4
F +

1

2
Fh
]
⊗ 1χ

=
(
[E,E]− 3

4
[F,E] +

1

2
[Fh,E]− 3

4
[E,F ] +

9

16
[F, F ]− 3

8
[Fh, F ]

+
1

2
[E,Fh]− 3

8
[F, Fh] +

1

4
[Fh, Fh]

)
⊗ 1χ
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=
(
[E,E]− 3

2
[F,E] + [F,E]h+ F [h,E] +

9

16
[F, F ]− 3

4
[F, F ]h

− 3

4
F [h, F ] +

1

4
[F, F ]h2 +

1

4
F [h, F ]h− 1

4
F [F, h]h

)
⊗ 1χ

=
(
2e− 3

2
h+

1

2
h2 + FE +

1

8

)
⊗ 1χ

=
(
Cθ +

1

8

)
⊗ 1χ(3.18)

that

(3.19) Cθ · 1λ =
([
E − 3

4
F +

1

2
Fh,E − 3

4
F +

1

2
Fh
]
− 1

8

)
· 1λ = −1

8
· 1λ.

(3)(iii) Let C0 be the Casimir element of U(ge(0)) as defined in (2.4). In virtue of

Theorem 2.4, (3.19), and (B.22), we have

C(1λ) =

(
2e+

h2

2
−
(
1 +

s− r

2

)
h+ C0 + 2

∑
α∈S(−1)

(−1)|α|[e, z∗α]zα
)
(1λ)

=

(
2e+

h2

2
−
(
1 +

s− r

2

)
h+ C0 + 2

s
2∑
i=1

[[e, u∗i ], ui]− 2

r−1
2∑
i=1

[[e, v∗i ], vi]

− 2[e, v r+1
2
]v r+1

2

)
(1λ)

=

(
Cθ + C0 −

s− r + 1

2
h+ 2

s
2∑
i=1

[[e, u∗i ], ui]− 2

r−1
2∑
i=1

[[e, v∗i ], vi]

)
(1λ)

=

(
−1

8
+ C0 −

s− r + 1

2
h+ 2

s
2∑
i=1

[[e, u∗i ], ui]− 2

r−1
2∑
i=1

[[e, v∗i ], vi]

)
(1λ).(3.20)

For any 1 ⩽ α ⩽ s
2 or s+1 ⩽ α ⩽ s+ r−1

2 , since [[[e, z∗α], zα], f ] = [[[e, f ], z∗α], zα] =

[[h, z∗α], zα] = −f , one can conclude that [[e, z∗α], zα]− 1
2h ∈ he. Let x be an arbitrary

element in he. Then (x, h) = 0, θ(x) = 0, and(
x, [[e, z∗α], zα]−

1

2
h
)
= ([x, [e, z∗α]], zα) = γ∗|α|,α(x)([e, z

∗
α], zα) = γ∗|α|,α(x),

that is,

(3.21) [[e, z∗α], zα]−
1

2
h = tγ̄∗

|α|,α
.
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Then (
2

s
2∑
i=1

[[e, u∗i ], ui]− 2

r−1
2∑
i=1

[[e, v∗i ], vi]−
s− r + 1

2
h

)
(1λ)

=

(
2

s
2∑
i=1

tγ̄∗
0̄i
− 2

r−1
2∑
i=1

tγ̄∗
1̄i

)
(1λ)

= 2

( s
2∑
i=1

λ(tγ̄∗
0̄i
)−

r−1
2∑
i=1

λ(tγ̄∗
1̄i
)

)
· 1λ

= 2

(
λ,

s
2∑
i=1

γ̄∗0̄i −

r−1
2∑
i=1

γ̄∗1̄i

)
· 1λ

= 4(λ, δ̄) · 1λ.(3.22)

As C0 is a Casimir element in U(ge(0)), and all positive vectors in ge(0) annihilate

1λ, by the same discussion as in [33, Lem. 8.5.3] we see that

(3.23) C0(1λ) =

( k−1∑
i=1

λ(hi)
2 +

∑
α∈Φ+

e,0

(−1)|α|λ(hα)
)
(1λ) = (λ, λ+ 2ρ̄e,0) · 1λ,

where |α| denotes the parity of α.

We can conclude from (3.20), (3.22), and (3.23) that

(3.24) C(1λ) =
(
−1

8
+ (λ, λ+ 2ρ̄e,0) + 4(λ, δ̄)

)
· 1λ =

(
−1

8
+ (λ, λ+ 2ρ̄)

)
· 1λ.

(3)(iv) In virtue of (3.6) and (3.24), set

(3.25) λ′ := λ+ δ̄, c′ := −1

8
+ (λ, λ+ 2ρ̄) + ϵ.

Under the twisted action of U(g, e) on ZU(g,e)(λ
′, c′), we have

C · v = tw(C)(v) = (C − ϵ)(v) = (c′ − ϵ)(v) =
(
−1

8
+ (λ, λ+ 2ρ̄)

)
(v)

for any v ∈ ZU(g,e)(λ
′, c′). To show that (λ′, c′) ∈ (he)∗ × C is a matchable pair

as in (2.8), we need another description of c′ in (3.25). Since h1, . . . , hk−1 is an

orthogonal basis of he with respect to (·, ·), we can write tγ̄∗
ai

=
∑k−1
j=1 ljhj for

a ∈ {0̄, 1̄}, and then we have

γ∗ai(hm) = (tγ̄∗
ai
, hm) =

k−1∑
j=1

lj(hj , hm) = lm,
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thus

(3.26) tγ̄∗
ai

=

k−1∑
i=1

γ∗ai(hj)hj = −
k−1∑
i=1

γai(hj)hj .

So we have

(λ, δ̄) =
1

2
λ

( s
2∑
j=1

tγ̄∗
0̄j
−

r−1
2∑
j=1

tγ̄∗
1̄j

)
=

1

2

k−1∑
i=1

(
−

s
2∑
j=1

γ0̄j(hi) +

r−1
2∑
j=1

γ1̄j(hi)

)
λ(hi)

=

k−1∑
i=1

δ(hi)λ(hi).(3.27)

Thanks to the definition of C0 in (2.4), and also (B.17), (B.19), we obtain

C0(1λ) =

( k−1∑
i=1

h2i +

w∑
i=1

xix
∗
i +

w∑
i=1

x∗i xi +

ℓ∑
i=1

yiy
∗
i −

ℓ∑
i=1

y∗i yi

)
(1λ)

=

( k−1∑
i=1

h2i +

w∑
i=1

[x∗i , xi]−
ℓ∑
i=1

[y∗i , yi]

)
(1λ)

=

( k−1∑
i=1

h2i +

k−1∑
i=1

w∑
j=1

β0̄j(hi)hi −
k−1∑
i=1

ℓ∑
j=1

β1̄j(hi)hi

)
(1λ)

=

( k−1∑
i=1

λ(hi)
2 + 2

k−1∑
i=1

ρe,0(hi)λ(hi)

)
(1λ).(3.28)

From (3.20), (3.22), (3.27), and (3.28), we get

(3.29) C(1λ) =

(
−1

8
+

k−1∑
i=1

λ(hi)
2 + 2

k−1∑
i=1

ρe,0(hi)λ(hi) + 4

k−1∑
i=1

δ(hi)λ(hi)

)
(1λ).

Taking (3.24) and (3.29) into consideration, we have

c′ = −1

8
+ (λ, λ+ 2ρ̄) + ϵ

= −1

8
+

k−1∑
i=1

λ(hi)
2 + 2

k−1∑
i=1

ρe,0(hi)λ(hi) + 4

k−1∑
i=1

δ(hi)λ(hi) + c0 +
1

8

+ 2

k−1∑
i=1

ρe,0(hi)δ(hi) + 3

k−1∑
i=1

δ(hi)
2
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= c0 +

k−1∑
i=1

((λ+ δ)(hi))
2 + 2

k−1∑
i=1

((λ+ δ)(ρe,0 + δ))(hi)

= c0 +

k−1∑
i=1

λ′(hi)
2 + 2

k−1∑
i=1

(λ′ · (ρe,0 + δ))(hi),(3.30)

which verifies equation (2.8).

Denote by V0 the U(g, e)-submodule of M generated by 1λ, and let Iλ′,c′ be

the left ideal of U(g, e) as defined in Section 2.2.2. From all the discussion above we

know that the left ideal Iλ′,c′ of U(g, e) annihilates 1λ. Then V0 is a homomorphic

image of the Verma module ZU(g,e)(λ
′, c′).

(3)(v) Now we claim that the restriction pr : Wh(M) ↠ M0 to V0 is surjective.

Recall that M0 is spanned by all m(0,0, ι,k, l,m,n, 0) in M with ι ∈ Λ1, k ∈
Zw+, l ∈ Λℓ, m ∈ Z

s
2
+, and n ∈ Λ r−1

2
. It is obvious that m(0,0, 0,0,0,0,0, 0) =

1λ ∈ pr(V0). Assume that all the vectors m(0,0, ι,k, l,m,n, 0) of Kazhdan degree

ι+ 2(|k|+ |l|) + 3(|m|+ |n|) < p are in pr(V0). Set m(0,0, ι,a,b, c,d, 0) ∈M0 to

be such that ι + 2(|a| + |b|) + 3(|c| + |d|) = p and ι + |a| + |b| + |c| + |d| = q,

and denote by Mp,q the span of all m(i, j, ι,k, l,m,n, t) of Kazhdan degree p with

|i|+|j|+ι+|k|+|l|+|m|+|n|+t > q. Assume that all vectorsm(0,0, ι,k, l,m,n, 0)

of Kazhdan degree p with ι+ |k|+ |l|+ |m|+ |n| > q are in pr(V0). Since M is a

filtrated U(g)-module, and also

v2r+1
2

(1λ) =
1

2
· 1λ, y2i (1λ) =

1

2
[yi, yi](1λ), g2j (1λ) =

1

2
[gj , gj ](1λ)

for 1 ⩽ i ⩽ ℓ and 1 ⩽ j ⩽ r−1
2 , then it follows from Theorem 2.4 that

Θιv r+1
2

·
w∏
i=1

Θaixi
·
ℓ∏
i=1

Θbiyi ·
s
2∏
i=1

Θcifi ·

r−1
2∏
i=1

Θdigi (1λ)

∈ m(0,0, ι,a,b, c,d, 0) +Mp,q +Mp−1.(3.31)

By our assumptions on p and q we can obtain m(0,0, ι,a,b, c,d, 0) ∈ pr(V0 +

Mp,q +Mp−1) = pr(V0). Then our claim follows by double induction on p and q.

Recall that in (2) we established that pr : Wh(M) → M0 is injective; this yields

Wh(M) = V0.

(4) Applying (3.31) it is easy to observe that

Θιv r+1
2

·
w∏
i=1

Θaixi
·
ℓ∏
i=1

Θbiyi ·
s
2∏
i=1

Θcifi ·

r−1
2∏
i=1

Θdigi (1λ)
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with ι ∈ Λ1, a ∈ Zw+, b ∈ Λℓ, c ∈ Z
s
2
+, and d ∈ Λ r−1

2
are linearly indepen-

dent over C. Hence it follows from Lemma 2.7, (1.13), and the discussion at the

beginning of Section 2.2.3 that V0 ∼= ZU(g,e)(λ+ δ̄,− 1
8 +(λ+2ρ̄, λ)+ ϵ) as U(g, e)-

modules.

Remark 3.3. We guess that the shift ϵ ̸= 0 for all basic Lie superalgebras.

For example, let g = osp(1|2) be as in Lemma 3.2. Then g(−1)1̄ = CF , s =

dim g(−1)0̄ = 0, r = dim g(−1)1̄ = 1, F ∗ = − 1
2F , and ([E,E], f) = 2(e, f) = 2.

It follows from (2.6) that

c0 =
1

([E,E], f)

( 1

12

([
[[E,F ], F ],

[
−1

2
F,
[
−1

2
F,E

]]])
⊗ 1χ −

1

12
([E,E], f)

)
=

1

24

(1
4
[[h, F ], [F, h]]⊗ 1χ − 2(e, f)

)
=

1

24

(
−1

4
[F, F ]⊗ 1χ − 2

)
=

1

24

(1
2
− 2
)
= − 1

16
.

As he = 0, we get ϵ = c0 +
1
8 = − 1

16 + 1
8 = 1

16 ̸= 0. However, the complication for

the calculation of c0 in (2.6) makes it difficult to verify ϵ ̸= 0 in general.

§3.3.

This subsection is devoted to minimal finiteW -superalgebras U(g, e) of type even.

All g corresponding to this type are listed in Table 2. In this type, both U(g, e)

and W ′
χ are identical.

To determine the composition factors of the Verma modules ZU(g,e)(λ, c) with

their multiplicities, we will express these U(g, e)-modules in terms of the g-modules

obtained by parabolic induction from Whittaker modules for sl(2). As mentioned

in Section 3.2.1, the latter modules have been studied in much detail in [14, 15], and

Chen–Cheng [15, Thm. 1] gave a complete solution to the problem of determining

the composition factors of the standard Whittaker modules in terms of composition

factors of Verma modules in the category O. As a special case, if g is a basic Lie

superalgebra of type I (in other words, if g is a simple Lie algebra, or sl(m|n)
with m ̸= n, m ⩾ 2, or psl(m|m) with m ⩾ 2, or spo(2m|2); see Tables 1 and 2),

then the corresponding minimal finite W -superalgebra U(g, e) is of type even. It

follows from [14, Thm. C] that the composition of standard Whittaker modules

can be computed by some already known results (e.g., [6, 7, 8, 17, 18, 19]) on the

irreducible characters of the BGG category O.
Denote by sθ the subalgebra of g spanned by (e, h, f) = (eθ, hθ, e−θ), and put

pθ := sθ + h+
∑
α∈Φ+

Ceα, nθ :=
∑

α∈Φ+\{θ}

Ceα, s̃θ := he ⊕ sθ.
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It is obvious that pθ = s̃θ ⊕ nθ is a parabolic subalgebra of g with nilradical nθ
and s̃θ is a Levi subalgebra of pθ. Set Cθ := ef + fe + 1

2h
2 = 2ef + 1

2h
2 − h to

be a Casimir element of U(sθ). For λ ∈ (he)∗ and c ∈ C, write Iθ(λ, c) for the left

ideal of U(pθ) generated by f − 1, Cθ − c, all t− λ(t) with t ∈ he, and all eγ with

γ ∈ Φ+\{θ}.
Set Y (λ, c) := U(pθ)/Iθ(λ, c) to be a pθ-module with the trivial action of nθ,

and let 1λ,c denote the image of 1 in Y (λ, c). Since f · 1λ,c = 1λ,c by definition,

then

e · 1λ,c =
1

2

(
Cθ −

1

2
h2 + h

)
· 1λ,c =

(
−1

4
h2 +

1

2
h+

1

2
c
)
· 1λ,c.

Combining this with the PBW theorem, we see that the vectors {hk · 1λ,c | k ∈
Z+} form a C-basis of Y (λ, c). Moreover, one can easily conclude that Y (λ, c) is

isomorphic to a Whittaker module for sθ ∼= sl(2).

It follows from the discussion above that the vectors

m(i, j,k, l,m,n, t) := ui11 · · ·u
i s
2

s
2
· vj11 · · · v

j r
2

r
2
· xk11 · · ·xkww · y

l1
1 · · · y

lℓ
ℓ

· fm1
1 · · · f

m s
2

s
2
· gn1

1 · · · g
n r

2
r
2
· ht(1λ,c)

with i,m ∈ Z
s
2
+, j,n ∈ Λ r

2
, k ∈ Zw+, l ∈ Λℓ, and t ∈ Z+ form a C-basis of the

induced g-module

M(λ, c) := U(g)⊗U(pθ) Y (λ, c).

Put

(3.32)

δ =
1

2

( s
2∑
i=1

γ∗0̄i −
r
2∑
i=1

γ∗1̄i

)
=

1

2

( s
2∑
i=1

(−θ − γ0̄i) +
r
2∑
i=1

(θ + γ1̄i)

)

=
1

2

(
−

s
2∑
i=1

γ0̄i +

r
2∑
i=1

γ1̄i

)
− s− r

4
θ,

ρ =
1

2

∑
α∈Φ+

(−1)|α|α,

ρe,0 = ρ− 2δ −
(s− r

4
+

1

2

)
θ =

1

2

∑
α∈Φ+

e,0

(−1)|α|α

=
1

2

( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j

)
,

where γ∗0̄i ∈ Φ+
0̄
, γ∗1̄j ∈ Φ+

1̄
, γ0̄i ∈ Φ−

0̄
, γ1̄j ∈ Φ−

1̄
for 1 ⩽ i ⩽ s

2 and 1 ⩽ j ⩽ r
2 are

defined in Section 1.2, β0̄i ∈ Φ+
0̄
, β1̄j ∈ Φ+

1̄
for 1 ⩽ i ⩽ w and 1 ⩽ j ⩽ ℓ are defined

in Section 2.1.1, and |α| denotes the parity of α. For any η ∈ (he)∗, there exist a
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unique tη in he with η = (tη, ·), and also a non-degenerate bilinear form on (he)∗

via (µ, ν) := (tµ, tν) for all µ, ν ∈ (he)∗. Given a linear function φ on h we denote

by φ̄ the restriction of φ to he.

Now we have the following theorem, which is a parallel result to Theorem 0.2.

Theorem 3.4. Assume that r is even. Every g-module M(λ, c) is an object of

the category Cχ. Furthermore, Wh(M(λ, c)) ∼= ZU(g,e)(λ + δ̄, c + (λ + 2ρ̄, λ)) as

U(g, e)-modules.

Proof. The proof of the theorem is the same as that of Theorem 0.2, while the lack

of the element v r+1
2
∈ g(−1)1̄ here makes the discussion much easier. In particular,

from Theorem 2.11 there is no restriction on λ ∈ (he)∗ and c ∈ C. Then the action

of U(g, e) on Verma modules need not be twisted, so the shift −ϵ on C as in (3.5)

is redundant. The proof will be omitted.

Remark 3.5. Here we omit the arguments on the minimal refined W -super-

algebra W ′
χ of type odd because there is a lack of Skryabin’s equivalence for this

case.

§4. On the category O for minimal finite W -superalgebras of type odd

All the discussion in previous sections is concentrated on the minimal finite

(refined) W -superalgebras, for which the generators and their relationship are

given explicitly, and their Verma modules are introduced, which is much like the

highest weight theory for U(g). However, the theory cannot be applied directly in

the general settings. We will manage to develop the BGG category O for mini-

mal finite W -superalgebras U(g, e), by exploiting the arguments in [12] on highest

weight theory of finite W -algebras to the super case. During the expositions, we

mainly follow the strategy in [12, §4], with a lot of modifications. It should be

expected this is an effective attempt for the general situation.

In this section we will only consider minimal finite W -superalgebras of type

odd. Then θ
2 is an odd root of g.

§4.1.

Keep the notation used in previous sections. Recall that (e, h, f) is an sl(2)-triple

in g0̄, and ge is the centralizer of e in g. Write gh for the centralizer of h in g, which

is equal to g(0) by definition. Then gh ∩ ge = ge(0) = g(0)♯ is a Levi factor of ge,

and he = h ∩ ge is a Cartan subalgebra of this Levi factor. As in Section 2.1.1,

{h1, . . . , hk−1} is a basis of he, and ge(0) has a basis as in (2.3).



98 Y. Zeng and B. Shu

For α ∈ (he)∗, let gα =
⊕

i∈Z gα(i) denote the α-weight space of g with respect

to he. So

(4.1) g = g0 ⊕
⊕
α∈Φ′

e

gα,

where g0 is the centralizer of he in g, and Φ′
e ⊂ (he)∗ is the set of non-zero weights

of he on g. Since the eigenspace decomposition of adh gives rise to a short Z-
grading of g as in (2.1), and only θ(h) = 2 by definition, it is immediate that for

all α ∈ Φ\{±θ} we have α(h) ∈ {−1, 0, 1}. Keep in mind that h = he⊕Ch; then g0
is equal to s̃θ as defined in (3.2). Since θ

2 = αk is a simple root in ∆ = {α1, . . . , αk}
of Φ by Conventions 2.1, then Φk := Φ∩Zαk = {±αk,±2αk} is a closed subsystem

of Φ with base ∆k = {αk}, which entails the following lemma.

Lemma 4.1. Φ′
e = (Φ\{± θ2 ,±θ})|(he)∗ = (Φ\Φk)|(he)∗ .

Therefore, Φ′
e is a restricted root system in the same sense of the non-super

case [10, §2], namely, the set of non-zero restrictions of roots α ∈ Φ to he. It is not

a root system in the usual sense; for example, since θ(he) = 0, for α ∈ Φ′
e there

may be θ±α that belong to Φ′
e. Then for α ∈ Φ′

e, we can write gα =
⊕I(α)

i=1 Ceα,i,
where eα,i with i ∈ I(α) are the linear independent restricted root vectors which

span gα. Denote by (Φ′
e)0̄ and (Φ′

e)1̄ the set of all restricted even roots and odd

roots, respectively. Similarly, each of the spaces g(−1), g(0), and g(1) decomposes

into he-weight spaces. There is an induced restricted root decomposition

(4.2) ge = ge0 ⊕
⊕
α∈Φ′

e

geα

of the centralizer ge, where ge0 is the centralizer of e in g0, and geα is the centralizer of

e in gα. Writing s̃eθ for the centralizer of e in s̃θ, the next lemma follows from (3.2).

Lemma 4.2. ge0 = s̃eθ = he ⊕ Ce⊕ CE.

Moreover, by sl(2)-representation theory we have ge ∈
⊕

i⩾0 g(i), thus the

second summands in (4.2) can also be considered as chosen in Φe\{ θ2} as defined
in Section 2.1.1 By the same discussion as in [10, Lem. 13], Φe\{ θ2} is also the

set of non-zero weights of he on ge, so all the subspaces geα =
⊕

i⩾0 g
e
α(i) in this

decomposition are non-zero.

Recall that the restricted root system Φ′
e is the set of non-zero weights of

he on g = g0 ⊕
⊕

α∈Φ′
e
gα, and the zero weight space g0 is the centralizer of the

toral subalgebra he in g, so it is a Levi factor of a parabolic subalgebra of g. By

Bala–Carter theory [13, Props 5.9.3–5.9.4], e is a distinguished nilpotent element

of (g0)0̄, i.e., the only semi-simple elements of (g0)0̄ that centralize e belong to
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the center of (g0)0̄, and h, f also lie in (g0)0̄. Moreover, by [13, Prop. 5.7.6] the

grading of (g0)0̄ under the action of adh is even, i.e., (g0(−1))0̄ = (g0(1))0̄ = 0. In

our case, we have g0 = s̃θ is a Levi factor of the parabolic subalgebra pθ (defined

in (3.2)) of g, and (g0)0̄ = he ⊕ Ce⊕ Ch⊕ Cf .

§4.2.

For the Lie superalgebra g0 = s̃θ = he ⊕ sθ as in Section 3.2.2, one can observe

that it is also a direct sum decomposition of ideals of g0 with he being abelian,

and sθ ∼= osp(1|2) by Lemma 3.2. Let m0 := Cf be the χ-admissible subalgebra

of g0, and define the corresponding extended χ-admissible subalgebra by m′
0 :=

CF ⊕ Cf . Define the generalized Gelfand–Graev g0-module associated with χ by

(Q0)χ := U(g0)⊗U(m0) Cχ, where Cχ = C1χ is a one-dimensional m0-module such

that x · 1χ = χ(x)1χ for all x ∈ m0. Let (I0)χ denote the Z2-graded left ideal in

U(g0) generated by all x−χ(x) with x ∈ m0, and write Pr0 : U(g0) ↠ U(g0)/(I0)χ
for the canonical homomorphism. Now we can define the finite W -superalgebra

U(g0, e) associated to e ∈ g0 by

U(g0, e) := (Endg0
(Q0)χ)

op ∼= (Q0)
adm0
χ .

Recall that −θ is a minimal root. As eθ ∈ g0 is a root vector for θ, U(g0, e) is also a

minimal finiteW -superalgebra, which plays a role similar to a “Cartan subalgebra”

in the classical BGG category. This will be important in the formulation of our

BGG category O for U(g, e).

4.2.1. Let us first look at the structure of U(g0, e). We have the following propo-

sition.

Proposition 4.3. The minimal finite W -superalgebra U(g0, e) is generated by

(1) Θ′
hi

= hi ⊗ 1χ for 1 ⩽ i ⩽ k − 1;

(2) Θ′
E = (E + 1

2Fh−
3
4F )⊗ 1χ;

(3) C ′
θ = (2e+ 1

2h
2 − 3

2h+ FE)⊗ 1χ;

(4) Θ′
F = F ⊗ 1χ;

subject to the following relations:

(i) [Θ′
E ,Θ

′
E ] = C ′

θ +
1
8 ⊗ 1χ;

(ii) [Θ′
F ,Θ

′
F ] = −2⊗ 1χ;

and the commutators between the other generators are all zero.

Proof. The proposition comes as a special case of Theorem 2.4. For the generators

of U(g0, e), we can obtain (1), (2), and (4) by direct computation. The element Cθ
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in (3.3) is the Casimir element of sθ, then C
′
θ = Pr0(Cθ) is in the center of U(g0, e).

Since ge0 = he ⊕ Ce ⊕ CE by Lemma 4.2, then the first part of the proposition

follows.

For the second part of the proposition, the commutators of these generators

can be calculated directly. In particular, [Θ′
E ,Θ

′
E ] has been calculated in (3.18).

4.2.2. We can describe the structure of the center of U(g0, e) as follows.

Proposition 4.4. The center Z(U(g0, e)) of the minimal finite W -superalgebra

U(g0, e) is generated by Θ′
hi

for 1 ⩽ i ⩽ k − 1 and C ′
θ.

Proof. One can easily conclude from Proposition 4.3 that C ′
θ and Θ′

t with t ∈ he

lie in the center of U(g0, e). On the other hand, assume that

(4.3) C ′ :=
∑
a

λa(Θ
′
F )
a1(Θ′

t)
a2(C ′

θ)
a3(Θ′

E)
a4 ∈ Z(U(g0, e))

for λa ∈ C with a = (a1,a2, a3, a4) ∈ Λ1 × Zk−1
+ × Z+ × Λ1 such that (Θ′

t)
a2 :=

(Θ′
h1
)a21 · · · (Θ′

hk−1
)a2k−1 is the linear span of the PBW basis of U(g0, e). In virtue

of Proposition 4.3, we get

0 =

[∑
a

λa(Θ
′
F )
a1(Θ′

t)
a2(C ′

θ)
a3(Θ′

E)
a4 ,Θ′

F

]
=

[ ∑
a2,a3

λ(0,a2,a3,0)(Θ
′
t)

a2(C ′
θ)
a3 ,Θ′

F

]

+

[ ∑
a2,a3

λ(1,a2,a3,0)Θ
′
F (Θ

′
t)

a2(C ′
θ)
a3 ,Θ′

F

]

+

[ ∑
a2,a3

λ(0,a2,a3,1)(Θ
′
t)

a2(C ′
θ)
a3Θ′

E ,Θ
′
F

]

+

[ ∑
a2,a3

λ(1,a2,a3,1)Θ
′
F (Θ

′
t)

a2(C ′
θ)
a3Θ′

E ,Θ
′
F

]
=
∑
a2,a3

λ(1,a2,a3,0)[Θ
′
F ,Θ

′
F ](Θ

′
t)

a2(C ′
θ)
a3

−
∑
a2,a3

λ(1,a2,a3,1)[Θ
′
F ,Θ

′
F ](Θ

′
t)
a2(C ′

θ)
a3Θ′

E

= −2
∑
a2,a3

λ(1,a2,a3,0)(Θ
′
t)

a2(C ′
θ)
a3 + 2

∑
a2,a3

λ(1,a2,a3,1)(Θ
′
t)

a2(C ′
θ)
a3Θ′

E .(4.4)



W -Superalgebras and Whittaker Categories 101

So all the coefficients λa with a1 = 1 in (4.3) equal zero. Taking this into consid-

eration, by the same discussion as in (4.4) we have

0 =

[∑
a

λa(Θ
′
F )
a1(Θ′

t)
a2(C ′

θ)
a3(Θ′

E)
a4 ,Θ′

E

]
=
∑
a2,a3

λ(0,a2,a3,1)(Θ
′
t)

a2(C ′
θ)
a3+1 +

1

8

∑
a2,a3

λ(0,a2,a3,1)(Θ
′
t)

a2(C ′
θ)
a3 .(4.5)

If there exists some λ(0,a2,a3,1) ̸= 0 in (4.3), set a′3 ∈ Z+ to be the largest number

with this property. Then we have
∑

a2
λ(0,a2,a′3,1)

(Θ′
t)

a2(C ′
θ)
a′3+1 = 0 by (4.5),

which means that λ(0,a2,a′3,1)
= 0, a contraction. Combining this with our earlier

discussion, we see that the coefficients λa with a1 ̸= 0 or a4 ̸= 0 in (4.3) are

all zeros. Then any element in Z(U(g0, e)) can be written as a linear span of

(Θ′
h1
)a21 · · · (Θ′

hk−1
)a2k−1(C ′

θ)
a3 , completing the proof.

Let Z(U(g0)) denote the center of U(g0). The canonical homomorphism

Pr0 : U(g0) ↠ U(g0)/(I0)χ we introduced earlier induces an algebra homomor-

phism from Z(U(g0)) to Z(U(g0, e)). In fact, we further have the following propo-

sition.

Proposition 4.5. The map Pr0 sends Z(U(g0)) isomorphically onto the center

of U(g0, e).

Proof. Recall that g0 = he ⊕ sθ is a direct sum decomposition of ideals, with

he being abelian. It is well known that the center of U(osp(1|2)) is generated by

its Casimir element, and sθ ∼= osp(1|2) by our earlier remark. Then Z(U(sθ))

is also generated by the Casimir element Cθ defined in (3.3). Now we conclude

that Z(U(g0)) is generated by the algebraically independent elements h1, . . . , hk−1

and Cθ.

By the definition of the map Pr0, it is readily checked that

Pr0(hi) = hi ⊗ 1χ = Θ′
hi

for 1 ⩽ i ⩽ k − 1,

Pr0(Cθ) =
(
2ef +

1

2
h2 − 3

2
h+ FE

)
⊗ 1χ =

(
2e+

1

2
h2 − 3

2
h+ FE

)
⊗ 1χ = C ′

θ.

Since Θ′
hi

for 1 ⩽ i ⩽ k − 1 and C ′
θ are also algebraically independent, then the

proposition follows from Proposition 4.4.

4.2.3. We will describe the finite-dimensional irreducible modules for U(g0, e),

which will be used in a later discussion. Let Vλ := Cvλ⊕CΘ′
F (vλ) with λ ∈ (he)∗ be

a vector space spanned by vλ ∈ (Vλ)0̄ and Θ′
F (vλ) ∈ (Vλ)1̄ satisfying Θ′

E(vλ) = 0,

and Θ′
E · Θ′

F (vλ) = 0, Θ′
F · Θ′

F (vλ) = −vλ, C ′
θ(vλ) = − 1

8vλ, C
′
θ · Θ′

F (vλ) =
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− 1
8Θ

′
F (vλ) (the above four equations are derived from Proposition 4.3(i)–(ii)),

Θ′
t(vλ) = λ(t)vλ, Θ

′
t · Θ′

F (vλ) = λ(t)Θ′
F (vλ) for all t ∈ he. In fact, we have the

following theorem.

Theorem 4.6. The set {Vλ | λ ∈ (he)∗} forms a complete set of pairwise inequiv-

alent finite-dimensional irreducible U(g0, e)-modules (up to parity switch), all of

which are of type Q.

Proof. Due to Proposition 4.3 and the fact that (Θ′
F )

2 = 1
2 [Θ

′
F ,Θ

′
F ] = −1 ⊗ 1χ,

it is readily checked that Vλ is an irreducible U(g0, e)-module. Obviously, Vλ is

a simple module of type Q, for which the odd endomorphism is induced by the

element Θ′
F .

If the simple U(g0, e)-modules Vλ and Vλ′ are isomorphic, then by parity

considerations Cvλ ∼= Cvλ′ as modules over the commutative subalgebra Θ′
he of

U(g0, e). So we have λ = λ′.

LetM be a finite-dimensional simple U(g0, e)-module. By the same discussion

as the first two paragraphs in step (3) of the proof of Theorem 0.1, M decomposes

into weight spaces relative to Θhe , and it contains at least one maximal weight

element, which we call µ. For a non-zero vector m in Mµ, we have Θ
′
t(m) = µ(t)m

for t ∈ he. Since M is finite-dimensional, we can further assume that Θ′
E(m) =

0. Then there must exist a U(g0, e)-module homomorphism ξ from either Vµ or∏
Vµ (here

∏
denotes the parity switching functor) to M such that ξ(vµ) =

m. Moreover, we have Θ′
E .Θ

′
F (m) = 0 by Proposition 4.3. Then the simplicity

of M entails that ξ is surjective, thus also injective by the knowledge of linear

algebras.

Remark 4.7. In [36, Lem. 3.4], Poletaeva–Serganova gave another description

of the PBW theorem and the irreducible representations of U(osp(1|2), e) with e

being regular nilpotent (in this case we can also write e = eθ with −θ being a

minimal root). Since g0 ∼= he ⊕ osp(1|2) as a direct sum decomposition of ideals,

one can compare their results with Proposition 4.3 and Theorem 4.6.

The finite W -superalgebra U(g0, e) is going to play the role of a Cartan sub-

algebra in the highest theory. However, just like the non-super case, it does not

embed obviously as a subalgebra of the minimal finite W -superalgebra U(g, e);

instead we will realize it in another way, which is also different from the one

applied in the non-super case. We will put it in the next subsection.

§4.3.

Let us turn back to the minimal finite W -superalgebra U(g, e). Let (Φ′
e)

+ :=

Φ+\{ θ2 , θ} be a system of positive roots in the restricted root system Φ′
e. Setting
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(Φ′
e)

− := −(Φ′
e)

+, we define g± :=
⊕

α∈(Φ′
e)

± gα, so that

g = g− ⊕ g0 ⊕ g+, q = g0 ⊕ g+.

The choice (Φ′
e)

+ of positive roots induces a dominance ordering ⩽ on (he)∗: µ ⩽ λ

if λ−µ ∈ Z⩾0(Φ
′
e)

+, which is exactly the one we defined in (2.9). Furthermore, since

θ(he) = 0, and θ
2 is a simple root in Φ by Conventions 2.1, we can always assume

that µ = λ on (he)∗ when λ = µ+kθ for some k ∈ C. Denote (Φ′
e)

+
0̄
:= (Φ′

e)
+∩(Φ′

e)0̄
and (Φ′

e)
+
1̄
:= (Φ′

e)
+ ∩ (Φ′

e)1̄, respectively.

In this paragraph, we write a for g or ge. Recall from Section 4.1 that the

adjoint actions of he on a and its universal enveloping algebra U(a) induce decom-

positions a = a0⊕
⊕

α∈Φ′
e
aα and U(a) =

⊕
α∈ZΦ′

e
U(a)α. In particular, U(a)0, the

zero weight space of U(a) with respect to the adjoint action, is a subalgebra of

U(a). Let U(a)♯ (resp. U(a)♭) denote the left (resp. right) ideal of U(a) generated

by the root spaces aα for α ∈ (Φ′
e)

+ (resp. α ∈ (Φ′
e)

−). Let

U(a)0,♯ := U(a)0 ∩ U(a)♯, U(a)♭,0 := U(a)♭ ∩ U(a)0,

which are left and right ideals of U(a)0, respectively. By the PBW theorem for Lie

superalgebras, we actually have that U(a)0,♯ = U(a)♭,0, hence U(a)0,♯ is a two-sided

ideal of U(a)0. Moreover, a0 is a subalgebra of a, and by the PBW theorem again

we have that U(a)0 = U(a0) ⊕ U(a)0,♯. The projection along this decomposition

defines a surjective algebra homomorphism

(4.6) π : U(a)0 ↠ U(a0)

with kerπ = U(a)0,♯. Hence U(a)0/U(a)0,♯ ∼= U(a0).

Recall that in Sections 1.2 and 2.1.1 we chose a basis consisting of he-weight

vectors

(4.7)
x1, . . . , xw, y1, . . . , yℓ, f1, . . . , f s

2
, g1, . . . , g r−1

2
, h1, . . . , hk−1,

e, [v r+1
2
, e], f∗1 , . . . , f

∗
s
2
, g∗1 , . . . , g

∗
r−1
2

, x∗1, . . . , x
∗
w, y

∗
1 , . . . , y

∗
ℓ

of ge so that the weights of xi, yj , fk, gl are respectively −β0̄i, −β1̄j , θ + γ0̄k,

θ+ γ1̄l ∈ (Φ′
e)

−, and the weights of f∗k , g
∗
l , x

∗
i , y

∗
j are respectively θ+ γ∗0̄k, θ+ γ∗1̄l,

β0̄i, β1̄j ∈ (Φ′
e)

+, while hi, e, [v r+1
2
, e] ∈ ge0. Moreover, we have the following PBW

basis for U(g, e):

w∏
i=1

Θaixi
·
ℓ∏
i=1

Θciyi ·
s
2∏
i=1

Θmi

fi
·

r−1
2∏
i=1

Θpigi ·Θ
ι
v r+1

2

·
k−1∏
i=1

Θtihi

· Ctk ·Θε[v r+1
2
,e] ·

s
2∏
i=1

Θni

f∗
i
·

r−1
2∏
i=1

Θqig∗i
·
w∏
i=1

Θbix∗
i
·
ℓ∏
i=1

Θdiy∗i
,(4.8)
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where a,b ∈ Zw+, c,d ∈ Λℓ, m,n ∈ Z
s
2
+, p,q ∈ Λ r−1

2
, ι, ε ∈ Λ1, t ∈ Zk+. Let v be

any element in (4.7) excluding e, or let v = v r+1
2
. Since θ(he) = 0 by definition,

from the explicit description of Θv in Theorem 2.2, we see that v and Θv have

the same he-weight. Also note that the he-weight of C is zero. Then the subspace

U(g, e)α in the restricted root space decomposition has a basis given by all the

PBW monomials as in (4.8) such that
∑
i(−ai+bi)β0̄i+

∑
i(−ci+di)β1̄i+

∑
i(mi−

ni)γ0̄i +
∑
i(pi − qi)γ1̄i = α.

Set U(g, e)♯ (resp. U(g, e)♭) to be the left (resp. right) ideal of U(g, e) generated

by
Θf∗

1
, . . . ,Θf∗

s
2

,Θg∗1 , . . . ,Θg∗r−1
2

,Θx∗
1
, . . . ,Θx∗

w
,Θy∗1 , . . . ,Θy∗ℓ

(resp. Θx1
, . . . ,Θxw

,Θy1 , . . . ,Θyℓ ,Θf1 , . . . ,Θf s
2
,Θg1 , . . . ,Θg r−1

2

).

Note that U(g, e)♯ (resp. U(g, e)♭) is equivalently the left (resp. right) ideal of

U(g, e) generated by all U(g, e)α for α ∈ (Φ′
e)

+ (resp. α ∈ (Φ′
e)

−), and it does not

depend on the explicit choice of the basis. Set

U(g, e)0,♯ := U(g, e)0 ∩ U(g, e)♯, U(g, e)♭,0 := U(g, e)♭ ∩ U(g, e)0,

which are obviously left and right ideals of the zero weight space U(g, e)0, respec-

tively. The PBW basis of U(g, e)♯ (resp. U(g, e)♭) is the monomials as in (4.8)

with (n,q,b,d) ̸= 0 (resp. (a, c,m,p) ̸= 0), and the PBW basis of U(g, e)0 is the

monomials as in (4.8) with
∑
i(−ai+ bi)β0̄i+

∑
i(−ci+di)β1̄i+

∑
i(mi−ni)γ0̄i+∑

i(pi − qi)γ1̄i = 0. We also have U(g, e)0,♯ = U(g, e)♭,0 by the PBW theorem,

hence it is a two-sided ideal of U(g, e)0. However, the cosets of the PBW mono-

mials of the form Θιv r+1
2

·
∏k−1
i=1 Θtihi

· Ctk ·Θε[v r+1
2
,e] need not span a subalgebra of

U(g, e), unlike the situation for the algebras U(a) discussed earlier.

The goal now is to prove the quotient algebra U(g, e)0/U(g, e)0,♯ is canonically

isomorphic to U(g0, e). As in Section 3.2.3, for a linear function φ on h we still

denote by φ̄ the restriction of φ to he. Recall that in (2.7) and (3.4) we denote

δ̄ =
1

2

( s
2∑
i=1

γ∗0̄i −

r−1
2∑
i=1

γ∗1̄i

)∣∣∣
he

=
1

2

(
−

s
2∑
i=1

γ0̄i +

r−1
2∑
i=1

γ1̄i

)∣∣∣
he
,

ρ̄e,0 =
1

2

( w∑
i=1

β0̄i −
ℓ∑
i=1

β1̄i

)∣∣∣
he
,

ϵ = c0 +
1

8
+

k−1∑
i=1

(2ρe,0δ + 3δ2)(hi),

where γ∗0̄i ∈ Φ+
0̄
, γ∗1̄j ∈ Φ+

1̄
, γ0̄i ∈ Φ−

0̄
, γ1̄j ∈ Φ−

1̄
for 1 ⩽ i ⩽ s

2 and 1 ⩽ j ⩽ r−1
2

are defined in Section 1.2, β0̄i ∈ Φ+
0̄
, β1̄j ∈ Φ+

1̄
for 1 ⩽ i ⩽ w and 1 ⩽ j ⩽ ℓ are
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defined in Section 2.1.1, and |α| denotes the parity of α. Now we introduce a shift

Sϵ on U(g0, e) by keeping the other generators as in Proposition 4.3 invariant and

sending C ′
θ to C ′

θ + ϵ.

Keeping the notation above, we have the following proposition.

Proposition 4.8. The projection π : U(g)0 ↠ U(g0) as in (4.6) induces a surjec-

tive homomorphism

π : U(g, e)0 ↠ U(g0, e)

with kerπ = U(g, e)0,♯. Moreover, there exists an algebra isomorphism

πϵ := Sϵ ◦ π : U(g, e)0/U(g, e)0,♯ ∼= U(g0, e).

Proof. (1) Under the linear projection π, we first discuss the images of U(g, e)0
with respect to the PBW basis of minimal finite W -superalgebras U(g, e).

We consider the generators of U(g, e) as in Theorem 2.4. It is obvious that

π(Θv r+1
2

) = π(v r+1
2
) = v r+1

2
⊗ 1χ. For 1 ⩽ j ⩽ k − 1, note that

π(ui[u
∗
i , hj ]) = π(vt[v

∗
t , hj ]) = 0 for 1 ⩽ i ⩽

s

2
, 1 ⩽ t ⩽

r + 1

2
,

and

π([u∗i , hj ]ui) = π([v∗t , hj ]vt) = 0 for
s

2
+ 1 ⩽ i ⩽ s,

r + 3

2
⩽ t ⩽ r,

and also π(hj) = hj , π(e) = e, π(h) = h, π(f) = f by definition. Then we have

π(Θhj
) = π(hj)−

1

2

( s∑
i= s

2+1

π([ui, [u
∗
i , hj ]]) +

r∑
i= r+3

2

π([vi, [v
∗
i , hj ]])

)

= π(hj) +
1

2

s
2∑
i=1

π([u∗i , [ui, hj ]])−
1

2

r−1
2∑
i=1

π([v∗i , [vi, hj ]])

=
(
hj +

1

2
(−γ0̄1 − · · · − γ0̄ s

2
+ γ1̄1 + · · ·+ γ1̄ r−1

2
)(hj)

)
⊗ 1χ

= (hj + δ(hj))⊗ 1χ.(4.9)

By a similar calculation to (3.7), we obtain

π(Θ[v r+1
2
,e]) = π([v r+1

2
, e]) +

2

3

s
2∑
i=1

π([u∗i , [ui, [v r+1
2
, e]]])

−
(
2

3

r−1
2∑
i=1

π([v∗i , [vi, [v r+1
2
, e]]]) + v r+1

2
[v r+1

2
, π([v r+1

2
, e])]

)
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+
1

3

(
−2

s
2∑
i=1

v r+1
2
π([u∗i , [ui, [v r+1

2
, [v r+1

2
, e]]]])

+ 2

r−1
2∑
i=1

v r+1
2
π([v∗i , [vi, [v r+1

2
, [v r+1

2
, e]]]])

+
1

2
[v r+1

2
, [v r+1

2
, π([v r+1

2
, e])]]− 2[π([v r+1

2
, e]), f ]

)
.(4.10)

Taking (3.11)–(3.15) into consideration, by (4.10) we have

(4.11) π(Θ[v r+1
2
,e]) =

(
[v r+1

2
, e]− 3

4
v r+1

2
+

1

2
v r+1

2
h
)
⊗ 1χ,

For the Casimir element C of U(g) corresponding to the invariant form (·, ·),
by a similar discussion to (3.20), it follows from (3.12), (2.4), (B.17), (B.19), (3.21),

and (3.26) that

π(C) =

(
2e+

h2

2
−
(
1 +

s− r

2

)
h+ C0 + 2

∑
α∈S(−1)

(−1)|α|[e, z∗α]zα
)
⊗ 1χ

=

(
2e+

h2

2
−
(
2 +

s− r

2

)
h− 2v r+1

2
[v r+1

2
, e]

+

k−1∑
i=1

h2i +

w∑
i=1

π([x∗i , xi])−
ℓ∑
i=1

π([y∗i , yi])

+ 2

s
2∑
i=1

π([[e, u∗i ], ui])− 2

r−1
2∑
i=1

π([[e, v∗i ], vi])

)
⊗ 1χ

=

(
2e+

h2

2
− 3

2
h− 2v r+1

2
[v r+1

2
, e]

+

k−1∑
i=1

h2i +

k−1∑
i=1

w∑
j=1

β0̄j(hi)hi −
k−1∑
i=1

ℓ∑
j=1

β1̄j(hi)hi

+ 2

s
2∑
i=1

tγ̄∗
0̄i
− 2

r−1
2∑
i=1

tγ̄∗
1̄i

)
⊗ 1χ

=

(
2e+

h2

2
− 3

2
h+
√
−2v r+1

2
[
√
−2v r+1

2
, e] +

k−1∑
i=1

h2i

+

k−1∑
i=1

( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j − 2

s
2∑
j=1

γ0̄j + 2

r−1
2∑
j=1

γ1̄j

)
(hi)hi

)
⊗ 1χ.(4.12)
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Recall that in Proposition 4.3 we introduced the PBW theorem of U(g0, e).

Keeping the notation in (3.1), it follows from (4.9)–(4.12) that

(4.13)

π(Θhi
) = Θ′

hi
+ δ(hi) for 1 ⩽ i ⩽ k − 1,

π(
√
−2Θ[v r+1

2
,e]) =

(
[
√
−2v r+1

2
, e]− 3

4

√
−2v r+1

2
+

1

2

√
−2v r+1

2
h
)
⊗ 1χ

= Θ′
E ,

π(C) = C ′
θ +

k−1∑
i=1

(Θ′
hi
)2

+

k−1∑
i=1

( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j − 2

s
2∑
j=1

γ0̄j +2

r−1
2∑
j=1

γ1̄j

)
(hi)Θ

′
hi
,

π(
√
−2Θv r+1

2

) =
√
−2v r+1

2
⊗ 1χ = Θ′

F .

(2) Recall that any Θ ∈ U(g, e)0 can be written as a linear combination of the

monomials as in (4.8) with∑
i

(−ai + bi)β0̄i +
∑
i

(−ci + di)β1̄i +
∑
i

(mi − ni)γ0̄i +
∑
i

(pi − qi)γ1̄i = 0.

Now it follows from the definition of π in (4.6), (4.13), and Proposition 4.3 that

the restriction π defines a surjective homomorphism π : U(g, e)0 → U(g0, e), and

U(g, e)0,♯ ⊂ kerπ by definition. Then the quotient U(g, e)0/U(g, e)0,♯ has a basis

given by the coset of the PBW monomials

Θιv r+1
2

(

k−1∏
i=1

Θtihi
)CtkΘε[v r+1

2
,e]

with ι, ε ∈ Λ1, t ∈ Zk+. Moreover, (4.13) and Proposition 4.3 entail that the mono-

mials

π(Θv r+1
2

)ι
( k−1∏
i=1

π(Θhi
)ti
)
π(C)tkπ(Θ[v r+1

2
,e])

ε

with ι, ε ∈ Λ1, t ∈ Zk+ actually form a basis for U(g0, e), then the kernel of π is no

bigger than U(g, e)0,♯.

(3) Since Sϵ is a shift on U(g0, e), by the discussion in Step (2) it remains to show

that πϵ = Sϵ ◦ π : U(g, e)0/U(g, e)0,♯ → U(g0, e) is an algebra homomorphism.
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Keeping the notation in (2.7), it follows from (B.27), (4.13) and Theorems 2.4, 4.3

that

πϵ([Θ[v r+1
2
,e],Θ[v r+1

2
,e]])

= πϵ

(
−1

2
C +

1

2
c0 +

1

2

k−1∑
i=1

Θ2
hi

+

w∑
i=1

Θxi
Θx∗

i
+

1

2

k−1∑
i=1

w∑
j=1

β0̄j(hi)Θhi

− 1

2

k−1∑
i=1

ℓ∑
j=1

β1̄j(hi)Θhi
+

ℓ∑
i=1

ΘyiΘy∗i

− 2

s
2∑
i=1

Θ[[v r+1
2
,e],ui]♯Θ[u∗

i ,[v r+1
2
,e]]♯ −

1

2

k−1∑
i=1

s
2∑
j=1

γ0̄j(hi)Θhi

− 2

r−1
2∑
i=1

Θ[[v r+1
2
,e],vi]♯Θ[v∗i ,[v r+1

2
,e]]♯ +

1

2

k−1∑
i=1

r−1
2∑
j=1

γ1̄j(hi)Θhi

)

= −1

2
C ′
θ −

1

2

k−1∑
i=1

(Θ′
hi
)2

− 1

2

k−1∑
i=1

( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j − 2

s
2∑
j=1

γ0̄j + 2

r−1
2∑
j=1

γ1̄j

)
(hi)Θ

′
hi
− 1

2
ϵ

+
1

2
c0 +

1

2

k−1∑
i=1

(Θ′
hi

+ δ(hi))
2

+
1

2

k−1∑
i=1

( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j −
s
2∑
j=1

γ0̄j +

r−1
2∑
j=1

γ1̄j

)
(Θ′

hi
+ δ(hi))

= −1

2
C ′
θ −

1

2
ϵ+

1

2
c0 +

k−1∑
i=1

(
ρe,0δ +

3

2
δ2
)
(hi)

= −1

2
C ′
θ +

1

2

(
−ϵ+ c0 +

k−1∑
i=1

(2ρe,0δ + 3δ2)(hi)

)
= −1

2
C ′
θ −

1

16
= −1

2
[Θ′
E ,Θ

′
E ] = [πϵ(Θ[v r+1

2
,e]), πϵ(Θ[v r+1

2
,e])],(4.14)

and

πϵ([Θv r+1
2

,Θv r+1
2

]) = 1⊗ 1χ = −1

2
[Θ′
F ,Θ

′
F ] = [πϵ(Θv r+1

2

), πϵ(Θv r+1
2

)],

with the other commutators being trivial.
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Remark 4.9. In the procedure of constructing the isomorphism in Proposition

4.8, we involve a shift Sϵ which has an important distinction from the one in

[12, Thm. 4.3] for the finite W -algebra case. Recall that in [13, Prop. 5.7.6] the

grading of g0 under the action of adh is even for any semi-simple Lie algebra g,

which means that g0(i) = {0} for all odd i ∈ Z. Then γ ∈ (he)∗ defined in [12, §4.1]

extends uniquely to a character of the parabolic subalgebra p0 :=
⊕

i⩾0 g0(i) of g0
by [12, Lem. 4.1]. In the meanwhile, the finiteW -algebra U(g0, e) can be realized as

a subalgebra of U(p0). Under the above settings, the proof for [12, Thm. 4.3] goes

through. However, for the basic Lie superalgebra g0 and a minimal root −θ, under
the action of adhθ we have g0(−1)1̄ = Cv r+1

2
̸= {0} and g0(1)1̄ = C[v r+1

2
, e] ̸= {0}

under our settings. So the grading of g0 under the action of adh is not even.

Moreover, the proper subspace p̃0 :=
⊕

i⩾−1 g0(i) ⊃ p0 of g0 is not a good choice.

Therefore, the technique in [12] is not available here. Fortunately, in the case when

minimal roots are concerned, we have already obtained the precise generators and

their relations for U(g, e). This enables us to construct the desired isomorphism.

However, there should be a requirement to develop a general technique for dealing

with finiteW -superalgebras U(g, e) associated with an arbitrary nilpotent element

e ∈ g0̄.

§4.4.

For a U(g, e)-module M and α ∈ (he)∗, we define the α-weight space

(4.15) Mα :=
{
m ∈M

∣∣ (Θt − δ(t))(m) = α(t)m for all t ∈ he
}
.

By Theorem 2.4 we have that U(g, e)βMα ⊂Mβ+α. So eachMα is invariant under

the action of the subalgebra U(g, e)0. We call Mα a maximal weight space of V if

U(g, e)♯Vα = {0}.
Set Mα to be a maximal weight space in a U(g, e)-module M . By Proposition

4.8, the action of U(g, e)0 on Mα factors through the map πϵ to make Mα into

a U(g0, e)-module such that u · m = πϵ(u)m for u ∈ U(g, e)0 and m ∈ Mα. It

follows from Proposition 4.3 that Θ′
he lies in the center of U(g0, e), then he can be

considered as a Lie subalgebra of U(g0, e). So by Proposition 4.3(1), (4.13), and

(4.15) we get the action of he on Mα via

t(m) = Θ′
t(m) = α(t)m

for all t ∈ he, which explains why the additional shift by −δ in the definition of

the α-weight space of a U(g, e)-module is necessary.

A U(g, e)-module M is called a highest weight module if it is generated by

a maximal weight space Mλ such that Mλ is finite-dimensional and irreducible
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as a U(g0, e)-module. In that case, as we will see shortly, λ is the unique max-

imal weight of M in the dominance ordering. Recall that pairwise inequivalent

finite-dimensional irreducible U(g0, e)-modules Vλ with λ ∈ (he)∗ are given in

Theorem 4.6.

By definition we see that U(g, e)♯ is invariant under left multiplication by

U(g, e) and right multiplication by U(g, e)0. Then U(g, e)/U(g, e)♯ is a (U(g, e),

U(g, e)0)-bimodule. And then the right action of U(g, e)0 factors through the

map πϵ from Proposition 4.8 to make U(g, e)/U(g, e)♯ into a (U(g, e), U(g0, e))-

bimodule. We introduce the highest weight U(g, e)-module with highest weight λ

as

(4.16) Me(λ) := (U(g, e)/U(g, e)♯)⊗U(g0,e) Vλ.

We will show thatMe(λ) is universal, meaning that ifM is another highest weight

module generated by a maximal weight space Mµ and f : Vλ
∼−→ Mµ is an even

U(g0, e)-module isomorphism, then there is a unique U(g, e)-module homomor-

phism f̃ : Me(λ) ↠M extending f . First observe the following lemma.

Lemma 4.10. As a right U(g0, e)-module, U(g, e)/U(g, e)♯ is free with basis{∏w
i=1 Θ

ai
xi
·
∏ℓ
i=1 Θ

bi
yi ·
∏ s

2
i=1 Θ

ci
fi
·
∏ r−1

2
i=1 Θ

di
gi

∣∣ a ∈ Zw+, b ∈ Λℓ, c ∈ Z
s
2
+, d ∈ Λ r−1

2

}
.

Proof. This follows because the cosets of the PBW monomials of the form

w∏
i=1

Θaixi
·
ℓ∏
i=1

Θciyi ·
s
2∏
i=1

Θmi

fi
·

r−1
2∏
i=1

Θpigi ·Θ
ι
v r+1

2

·
k−1∏
i=1

Θtihi
· Ctk ·Θε[v r+1

2
,e]

with a ∈ Zw+, c ∈ Λℓ, m ∈ Z
s
2
+, p ∈ Λ r−1

2
, ι, ε ∈ Λ1, t ∈ Zk+, form a basis for the

quotient U(g, e)/U(g, e)♯, and the cosets of the monomials of the form

Θιv r+1
2

·
k−1∏
i=1

Θtihi
· Ctk ·Θε[v r+1

2
,e]

with ι, ε ∈ Λ1, t ∈ Zk+, form a basis for U(g, e)0/U(g, e)0,♯ ∼= U(g0, e) by step (2)

in the proof of Proposition 4.8.

Now we will introduce the main result of this subsection. We mainly follow

the strategy for the non-super case as in [12, Thm. 4.5], with a lot of modifications.

Theorem 4.11. For λ ∈ (he)∗, let vλ and Θ′
F (vλ) =

√
−2Θv r+1

2

(vλ) be a basis

for U(g0, e)-modules Vλ with he-weight λ as in Section 4.2.3.
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(1) The vectors {
∏w
i=1 Θ

ai
xi
·
∏ℓ
i=1 Θ

bi
yi ·
∏ s

2
i=1 Θ

ci
fi
·
∏ r−1

2
i=1 Θ

di
gi ·Θ

ι
v r+1

2

(vλ) | a ∈ Zw+, b ∈

Λℓ, c ∈ Z
s
2
+, d ∈ Λ r−1

2
, ι ∈ Λ1} form a basis of Me(λ).

(2) The weight λ is the unique maximal weight of Me(λ) in the dominance order-

ing, Me(λ) is generated by the maximal weight space Me(λ)λ, and Me(λ)λ ∼=
Vλ as U(g0, e)-modules.

(3) The module Me(λ) is a universal highest weight module with highest weight λ.

(4) There is a unique maximal proper submodule Mmax
e (λ) in Me(λ),

(4.17) Le(λ) :=Me(λ)/M
max
e (λ)

is an irreducible module type Q, and {Le(λ) | λ ∈ (he)∗} is a complete set

of pairwise inequivalent irreducible highest weight modules over U(g, e) (up to

parity switch). Moreover, any finite-dimensional simple U(g, e)-module (up to

parity switch) is isomorphic to one of the modules Le(λ) for λ ∈ Λ+
0 := {λ ∈

(he)∗ | λ(hα) ∈ Z+ for α ∈ (Φ+
e,0)0̄}.

Proof. (1) This is clear from Lemma 4.10.

(2) Since θ(he) = 0 by definition, then

w∏
i=1

Θaixi
·
ℓ∏
i=1

Θbiyi ·
s
2∏
i=1

Θcifi ·

r−1
2∏
i=1

Θdigi ·Θ
ι
v r+1

2

(vλ)

is of he-weight

λ−
∑
i

aiβ0̄i −
∑
i

biβ1̄i +
∑
i

ciγ0̄i +
∑
i

diγ1̄i

(keep in mind that γ0̄i, γ1̄j ∈ (Φ′
e)

−). Hence the λ-weight space of Me(λ) is 1⊗ Vλ
and all other weights of Me(λ) are strictly smaller in the dominance ordering.

(3) It follows from (1) and (2) that Me(λ) is a highest weight module with highest

weight λ. LetM be another highest weight module generated by a maximal weight

spaceMµ and f : Vλ →Mµ be an even U(g0, e)-module isomorphism. By Theorem

4.6 we obtain µ = λ. By the adjointness of tensor and hom, f extends uniquely to

a U(g, e)-module homomorphism f̃ : Me(λ)→M such that f̃(1⊗ vλ) = f(vλ). As

f̃(1⊗ Vλ) = f(Vλ) generates M , then f̃ is surjective.

(4) Let M be a submodule of Me(λ). Then M is the direct sum of its he-weight

spaces. If Mλ ̸= 0 then Mλ generates all of 1 ⊗ Vλ as a U(g0, e)-module, hence

it generates all of Me(λ) as a U(g, e)-module. This shows that if M is a proper

submodule then it is contained in Me(λ)− :=
⊕

µ<λMe(λ)µ. Hence the sum of all
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proper submodules of Me(λ) is still a proper submodule, so Me(λ) has a unique

maximal submodule Mmax
e (λ) as claimed. By (3) any irreducible highest weight

module N of type λ is a quotient of Me(λ), hence N ∼= Le(λ) or
∏
Le(λ) (here

∏
denotes the parity switching functor). Moreover, λ is the unique maximal weight

of Le(λ) by (2) and Le(λ)λ is isomorphic to Nλ or
∏
Nλ as U(g0, e)-modules. Thus

λ is uniquely determined by N . Since Nλ is an irreducible U(g0, e)-module of type

Q by Theorem 4.6, then Le(λ) is also of type Q.

By Theorem 2.4 (more precisely, Theorem 2.3(1)), when we restrict Le(λ) to

the sl(2)-triple (Θeα ,Θhα
,Θe−α

) ⊂ U(g, e) with α ∈ (Φ+
e,0)0̄, we get that λ(hα) ∈

Z+ for any α ∈ (Φ+
e,0)0̄.

§4.5.

Let Z(U(g)) denote the center of U(g), and write Z(U(g, e)) for the center of

U(g, e). It is immediate from the definition of U(g, e) that the restriction of

the linear map Pr: U(g) ↠ U(g)/Iχ defines a natural algebra homomorphism

Pr: Z(U(g))→ Z(U(g, e)). Denote the representation of U(g) in End(Qχ) by ρχ.

Thanks to [33, Cor. 13.2.2], the Harish-Chandra homomorphism Z(U(g))→ U(h)

is injective, so is the restriction of ρχ : U(g)→ End(Qχ) to Z(U(g)), i.e., the map

Pr: Z(U(g)) → Z(U(g, e)) is injective (the discussion here comes by the same

strategy as in its non-super case [37, §6.2], and one can also refer to the proof of

[43, Lem. 3.2] for more details). Moreover, when g is a complex semi-simple Lie

algebra, as explained in the footnote to [38, Que. 5.1] (see also [35, Rem. 2.1]), the

map Pr is actually an algebra isomorphism. But it seems more complicated in the

super case. We try to raise the following conjecture.

Conjecture 4.12. The center of a finite W -superalgebra U(g, e) coincides with

the image of Z(U(g)) in U(g, e) under the projection Pr: Z(U(g))→ Z(U(g, e)).

We can give a positive answer to Conjecture 4.12 in some special cases. First,

as an immediate consequence of Proposition 4.5, the conjecture is true for g =

osp(1|2) with e being regular nilpotent (which can also be considered as a root

vector eθ with −θ being a minimal root). Second, if g = gl(m|n) with e being

regular nilpotent, [11, Thm. 3.21] ensures the conjecture. Third, the conjecture for

the Lie superalgebra q(n) with e being regular nilpotent is confirmed in [36, Cor.

5.10]. However, whether this conclusion holds for the general situation is still an

open problem.

Let us turn back to the minimal case. For further discussion, we will com-

pute the action of the Casimir element C ∈ Z(U(g, e)) on the highest weight

module Me(λ).



W -Superalgebras and Whittaker Categories 113

Lemma 4.13. Retain the notation in Sections 2.2.2 and 3.2.3. For all λ ∈ (he)∗,

C acts on the highest weight module Me(λ) as the scalar

c0 + (λ, λ+ 2ρ̄) +

k−1∑
i=1

(2ρe,0δ + 3δ2)(hi).

Proof. Since all positive root vectors annihilate vλ, and C
′
θ(vλ) = − 1

8vλ by Propo-

sition 4.3(i), a similar discussion to (3.20)–(3.24) entails that

C · vλ = πϵ(C)(vλ) = (C + ϵ)(vλ)

=

(
C ′
θ + (λ, λ+ 2ρ̄) + c0 +

1

8
+

k−1∑
i=1

(2ρe,0δ + 3δ2)(hi)

)
(vλ)

=

(
c0 + (λ, λ+ 2ρ̄) +

k−1∑
i=1

(2ρe,0δ + 3δ2)(hi)

)
(vλ).

Since Me(λ) is a cyclic module generated by vλ, the conclusion follows.

Similarly to (3.29), we also have another description of Lemma 4.13. Taking

Proposition 4.3 into consideration, by a similar discussion to (4.12) we obtain

C · vλ = πϵ(C)(vλ) = (C + ϵ)(vλ)

=

(
C ′
θ +

k−1∑
i=1

h2i +

k−1∑
i=1

( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j − 2

s
2∑
j=1

γ0̄j + 2

r−1
2∑
j=1

γ1̄j

)
(hi)hi

+ c0 +
1

8
+

k−1∑
i=1

(2ρe,0δ + 3δ2)(hi)

)
(vλ)

=

(
c0 +

k−1∑
i=1

(
λ(hi)

2 + (2ρe,0 + 4δ)(hi)λ(hi) + (2ρe,0δ + 3δ2)(hi)

))
(vλ).(4.18)

This conclusion will be used in the formulation of Theorem 4.14.

A U(g, e)-module V is of central character ψ : Z(U(g, e))→ C if z(v) = ψ(z)v

for all z ∈ Z(U(g, e)) and v ∈ V . For the highest weight U(g, e)-module Me(λ)

with highest weight λ ∈ (he)∗, let ψλ : Z(U(g, e))→ C be the corresponding central

character. Under the above settings, we have the following theorem.

Theorem 4.14. The number of isomorphism classes of irreducible highest weight

modules for U(g, e) with prescribed central character ψ : Z(U(g, e)) → C is finite,

i.e., the set {λ ∈ (he)∗ | ψλ = ψ} is finite.

Proof. Given any irreducible highest weight U(g, e)-module Le(λ) with prescribed

central character ψ : Z(U(g, e))→ C, we can write ψ = ψλ. Let µ ∈ (he)∗ be such
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that ψµ = ψλ. Then the action of C ∈ Z(U(g, e)) on vµ of Le(µ) = U(g, e)vµ
coincides with that on vλ of Le(λ) = U(g, e)vλ, i.e., ψ

µ(C) = ψλ(C). Thanks to

(4.18), we have

0 = ψµ(C)− ψλ(C)

=

k−1∑
i=1

(µ(hi)
2 + (2ρe,0 + 4δ)(hi)µ(hi))

−
k−1∑
i=1

(λ(hi)
2 + (2ρe,0 + 4δ)(hi)λ(hi))

=

k−1∑
i=1

(h2i + (2ρe,0 + 4δ)(hi)hi)(µ)−
k−1∑
i=1

(λ(hi)
2 + (2ρe,0 + 4δ)(hi)λ(hi)),(4.19)

where the last equation of (4.19) is considered as a polynomial in indeterminates

h1, . . . , hk−1 at µ. From linear algebra we know that the solution to (4.19) is finite,

i.e., the set {λ ∈ (he)∗ | ψλ = ψ} is finite.

For the simple root system ∆ = {α1, . . . , αk} for Φ, write βi := αi|(he)∗ for

1 ⩽ i ⩽ k−1. Then {β1, . . . , βk−1} is a system of restricted simple roots for (Φ′
e)

+

by our earlier discussion. Denote (Qe)+ :=
∑k−1
i=1 Z+βi. The following is a corollary

of Theorem 4.14.

Corollary 4.15. For λ ∈ (he)∗, the highest weight module Me(λ) has composition

series.

Proof. The corollary can be proved by imitating the standard argument in the

classical case from [21, §7.6.1]. Let us put it explicitly.

Let N and N ′ be sub-U(g, e)-modules of Me(λ) such that N ′ ⊆ N and N/N ′

is simple. SinceMe(λ) =
⊕

µ′∈(he)∗ Me(λ)µ′ , we have N/N ′ =
⊕

µ′∈(he)∗(N/N
′)µ′ ,

and every µ′ belongs to λ− (Qe)+. So there exists a weight µ of N/N ′ such that,

for all α ∈ (Φ′
e)

+, µ + α is not a weight of N/N ′. If v is a non-zero element of

(N/N ′)µ, we have U(g, e)♯(v) = 0, and hence N/N ′ is isomorphic to Le(µ) (up to

parity switch) by Theorem 4.11. The central characters of N/N ′ and Me(λ) are

equal, whence µ is in the finite set {λ ∈ (he)∗ | ψλ = ψ} by Theorem 4.14.

Recall that U(g, e) is Noetherian by Proposition 1.12. Since Me(λ) is a cycle

U(g, e)-module, then Me(λ) is a Noetherian U(g, e)-module. Every non-zero sub-

U(g, e)-module N of Me(λ) hence contains a sub-U(g, e)-module N ′ such that

N/N ′ is simple. If Me(λ) had no composition series, there would exist an infinite

decreasing sequence N0 ⊃ N1 ⊃ · · · of sub-U(g, e)-modules of Me(λ) such that

every Ni/Ni+1 was simple. From the previous paragraph, infinitely many of these
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quotients would be isomorphic to each other. Then one of the he-weights of Me(λ)

would have infinite multiplicity, contrary to Theorem 4.11(1).

§4.6.

Now we introduce an analogue of the BGG (short for Bernstein–Gelfand–Gelfand)

category O. Let O(e) = O(e; h, q) denote the category of all finitely generated

U(g, e)-modules V , that are semi-simple over he with finite-dimensional he-weight

spaces, such that the set {λ ∈ (he)∗ | Vλ ̸= {0}} is contained in a finite union of

sets of the form {ν ∈ (he)∗ | ν ⩽ µ} for µ ∈ (he)∗.

In virtue of the results we obtained in this section, we introduce the proof

of Theorem 0.3, which can be checked routinely as a counterpart for the ordinary

BGG category O (see, e.g., [24, 33]). Let us put it explicitly.

Proof of Theorem 0.3. First note that U(g, e) is Noetherian by Proposition 1.12.

Then O(e) is closed under the operations of taking submodules, quotients, and

finite direct sums.

(1) Let L be a simple object in O(e); we will show that L ∼= Le(λ) for some

λ ∈ (he)∗.

Since L is Z2-graded, there exists µ ∈ (he)∗ such that Lµ contains a non-

zero homogeneous element v. Since N = U(g, e)♯(v) is finite-dimensional by the

definition of O(e), there exists λ ∈ (he)∗ such that Nλ ̸= 0, but Nλ+α = 0 for

all restricted positive roots α ∈ (he)∗. Since Nλ is finite-dimensional, we can fur-

ther assume that Θ[v r+1
2
,e] · Nλ = 0. Now Nλ is a finite-dimensional Z2-graded

U(g, e)0/U(g, e)0,♯ ∼= U(g0, e)-module, so Nλ contains a U(g0, e)-submodule iso-

morphic to Vλ by Theorem 4.6. Since U(g, e)Vλ is a U(g, e)-submodule of L, it

equals L by simplicity. Then L ∼= Le(λ) follows from Theorem 4.11(3)–(4).

(2) LetM be any non-zero module in O(e). We claim thatM has a finite filtration

0 ⊂M1 ⊂M2 ⊂ · · · ⊂Mn =M with non-zero quotients each of which is a highest

weight module. Then statement (2) follows from Corollary 4.15.

In fact, since M can be generated by finitely many weight vectors, and for

each m ∈ M , the subspace U(g, e)♯(m) is finite-dimensional by definition, then

the U(g, e)♯-submodule V generated by such a generating family of weight vectors

is finite-dimensional. If dimV = 1, it is clear that M itself is a highest weight

module. Otherwise proceed by induction on dimV .

Start with a non-zero weight vector v ∈ V of weight λ ∈ (he)∗ which is maxi-

mal among all weights of V and is therefore a maximal vector in M . It generates

a submodule M1, while the quotient M :=M/M1 again lies in O(e) and is gener-

ated by the image V of V . Since dimV < dimV , the induction hypothesis can be
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applied to M , yielding a chain of highest weight submodules whose pre-images in

M are the desired M2, . . . ,Mn.

(3) Define a subspace of M for each fixed ψλ by

Mψλ

:=
{
m ∈M

∣∣ (z − ψλ(z))n(m) = 0 for some n > 0

depending on z ∈ Z(U(g, e))
}
.

It is clear that Mψλ

is a U(g, e)-submodule of M , while the subspaces Mψλ

are

independent.

Now Z(U(g, e)) stabilizes each weight space Mµ, as Z(U(g, e)) and U(he)

commute. Then a standard result from linear algebra on families of commuting

operators implies that Mµ =
⊕

µ(Mµ ∩Mψλ

). Because M is generated by finitely

many weight vectors, it must therefore be the direct sum of finitely many non-zero

submodules Mψλ

. Thanks to statement (1), each central character ψ occurring in

this way must be of the form ψλ for some λ ∈ (he)∗.

Denote by Oψλ(e) the (full) subcategory of O(e) whose objects are the mod-

ules M for which M =Mψλ

. Then statement (3) follows.

At the extreme, if g = g0 ∼= he ⊕ osp(1|2), then e is a distinguished nilpotent

element of g, i.e., the only semi-simple elements of g that centralize e belong to

the center of g. In this case, O(e) is the category of all finite-dimensional U(g, e)-

modules that are semi-simple over the Lie algebra center of g.

Remark 4.16. Let U(g, e) be the finite W -algebra associated with a complex

semi-simple Lie algebra g and its nilpotent element e. In [30], by the method

of quantized symplectic actions, Losev established an equivalence of the BGG

categoryO for U(g, e) in [12] with a certain category of g-modules. In the case when

e is of principal Levi type, the category of g-modules of interest is the category of

generalized Whittaker modules. Recall that in Section 3 we achieved this goal for

Verma modules of minimal finite W -superalgebras. It will be an interesting topic

to generalize all these to finite W -superalgebras associated with arbitrary even

nilpotent elements.

Remark 4.17. For the minimal finite W -superalgebra U(g, e) of type odd, it can

be checked that both the Verma module ZU(g,e)(λ, c) introduced in Section 2.2

and the highest weight module Me(λ) constructed in this section, are essentially

identical. Actually, the action of Θv r+1
2

, Θhi for 1 ⩽ i ⩽ k− 1, C, and Θ[v r+1
2
,e] on

ZU(g,e)(λ, c) is translated into the action of U(g0, e) on Me(λ). And the restriction

(2.8) for ZU(g,e)(λ, c) is converted into the one in Lemma 4.13 (or (4.18)) forMe(λ).
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However, each of the two definitions has its own advantages. On one hand, the

U(g, e)-module ZU(g,e)(λ, c) is easy to construct, and it is much like the highest

weight theory for U(g). Moreover, it is more convenient to establish a link between

ZU(g,e)(λ, c) and the g-modules obtained by parabolic induction from Whittaker

modules for osp(1|2) (i.e., the standard Whittaker modules) as in Section 3.2. On

the other hand, one can observe that the related theory for U(g, e)-module Me(λ)

is more fruitful, not only allowing us to define the corresponding BGG category

O, but also providing a method that may be generalized to finiteW -superalgebras

associated with other nilpotent elements.

The above discussion also apply for the minimal refined W -superalgebra W ′
χ

of both types. See Appendix A for more details.

Appendix A. On the category O for minimal refined W -superalgebras

As a counterpart of Section 4, we will consider the abstract universal highest

weight modules for minimal refined W -superalgebras W ′
χ of both types, and then

consider the corresponding BGG categoryO in this appendix. Since the discussions

for them are similar to Section 4, we will just sketch them, omitting the proofs.

Appendix A.1.

We first consider the minimal refined W -superalgebra W ′
χ of type odd.

Keep the notation in Sections 3.2 and 4. Recall that for the restricted root

decomposition g = g0 ⊕
⊕

α∈Φ′
e
gα with respect to he, we have g0 ∼= he ⊕ osp(1|2)

as in Section 3.2.2. Moreover, (Φ′
e)

+ = (Φ+\{ θ2 , θ})|(he)∗ is a system of positive

roots in the restricted root system Φ′
e, and (Φ′

e)
− = −(Φ′

e)
+. Define the minimal

refined W -superalgebra (W0)
′
χ associated to e ∈ g0 by (W0)

′
χ := (Q0)

adm′
0

χ , where

m′
0 is the extended χ-admissible subalgebra introduced in Section 4.2. By the same

discussion as in Section 4.2, we have the following proposition.

Proposition A.1. The following statements hold:

(1) The minimal refined W -superalgebra (W0)
′
χ is generated by

(i) Θ′
hi

= hi ⊗ 1χ for 1 ⩽ i ⩽ k − 1;

(ii) Θ′
E = (E + 1

2Fh−
3
4F )⊗ 1χ;

(iii) C ′
θ = (2e+ 1

2h
2 − 3

2h+ FE)⊗ 1χ;

subject to the relation [Θ′
E ,Θ

′
E ] = C ′

θ +
1
8 ⊗ 1χ, and the commutators between

other generators are all zero.

(2) The center Z((W0)
′
χ) of (W0)

′
χ is generated by Θ′

hi
for 1 ⩽ i ⩽ k − 1 and C ′

θ.



118 Y. Zeng and B. Shu

(3) The map Pr0 : U(g0) ↠ U(g0)/(I0)χ sends Z(U(g0)) isomorphically onto the

center of (W0)
′
χ.

(4) For λ ∈ (he)∗, let Vλ := Cvλ be a vector space spanned by vλ ∈ (Vλ)0̄ satisfying

Θ′
E(vλ) = 0, C ′

θ(vλ) = − 1
8vλ, and Θ′

t(vλ) = λ(t)vλ for all t ∈ he. Then the

set {Vλ | λ ∈ (he)∗} forms a complete set of pairwise inequivalent finite-

dimensional irreducible (W0)
′
χ-modules, all of which are of type M .

We have the following PBW basis for W ′
χ:

w∏
i=1

Θaixi
·
ℓ∏
i=1

Θciyi ·
s
2∏
i=1

Θmi

fi
·

r−1
2∏
i=1

Θpigi ·
k−1∏
i=1

Θtihi
· Ctk

·Θε[v r+1
2
,e] ·

s
2∏
i=1

Θni

f∗
i
·

r−1
2∏
i=1

Θqig∗i
·
w∏
i=1

Θbix∗
i
·
ℓ∏
i=1

Θdiy∗i
,(A.1)

where a,b ∈ Zw+, c,d ∈ Λℓ, m,n ∈ Z
s
2
+, p,q ∈ Λ r−1

2
, ε ∈ Λ1, t ∈ Zk+. Let v be

any element in (4.7) excluding e. Since θ(he) = 0 by definition, from the explicit

description of Θv in Theorem 2.2, we see that v and Θv have the same he-weight.

Also note that the he-weight of C is zero. As he-root spaces,W ′
χ can be decomposed

into W ′
χ =

⊕
α∈ZΦ′

e
(W ′

χ)α. The restricted root space (W ′
χ)α has a basis given by

all the PBW monomials as in (A.1) such that∑
i

(−ai + bi)β0̄i +
∑
i

(−ci + di)β1̄i +
∑
i

(mi − ni)γ0̄i +
∑
i

(pi − qi)γ1̄i = α.

In particular, (W ′
χ)0 is the zero weight space of W ′

χ. Set (W ′
χ)♯ (resp. (W

′
χ)♭) to

be the left (resp. right) ideal of W ′
χ generated by all (W ′

χ)α for α ∈ (Φ′
e)

+ (resp.

α ∈ (Φ′
e)

−), and denote (W ′
χ)0,♯ := (W ′

χ)0 ∩ (W ′
χ)♯, (W

′
χ)♭,0 := (W ′

χ)♭ ∩ (W ′
χ)0.

By the PBW theorem we have (W ′
χ)0,♯ = (W ′

χ)♭,0, hence it is a two-sided ideal

of (W ′
χ)0.

Let Sϵ be a shift on W ′
χ by keeping all other generators as in Proposition

A.1(1) invariant and sending C ′
θ to C ′

θ + ϵ with ϵ having the same meaning as

in (3.4). By a similar discussion to the proof of Proposition 4.8, we obtain the

following proposition.

Proposition A.2. The projection π : U(g)0 ↠ U(g0) as in (4.6) induces a sur-

jective homomorphism π : (W ′
χ)0 ↠ (W0)

′
χ with kerπ = (W ′

χ)0,♯, and there exists

an algebra isomorphism

πϵ := Sϵ ◦ π : (W ′
χ)0/(W

′
χ)0,♯

∼= (W0)
′
χ.
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For a W ′
χ-module M and α ∈ (he)∗, we define the α-weight space

Mα :=
{
m ∈M

∣∣ (Θt − δ(t))(m) = α(t)m for all t ∈ he
}
.

Since the right action of (W ′
χ)0 factors through the map πϵ from Proposition

A.2 to make W ′
χ/(W

′
χ)♯ into a (W ′

χ, (W0)
′
χ)-bimodule, then the highest weight

W ′
χ-module with highest weight λ can be defined as

Me(λ) := (W ′
χ/(W

′
χ)♯)⊗(W0)′χ

Vλ,

where the (W0)
′
χ-module Vλ is one-dimensional, defined as in Proposition A.1(4).

Moreover, we have the following theorem.

Theorem A.3. For λ ∈ (he)∗, let vλ be a basis for the (W0)
′
χ-module Vλ with

he-weight λ as in Proposition A.1(4).

(1) The vectors {
∏w
i=1 Θ

ai
xi
·
∏ℓ
i=1 Θ

bi
yi ·

∏ s
2
i=1 Θ

ci
fi
·
∏ r−1

2
i=1 Θ

di
gi (vλ) | a ∈ Zw+, b ∈

Λℓ, c ∈ Z
s
2
+, d ∈ Λ r−1

2
} form a basis of Me(λ).

(2) The weight λ is the unique maximal weight of Me(λ) in the dominance order-

ing, Me(λ) is generated by the maximal weight space Me(λ)λ, and Me(λ)λ ∼=
Vλ as (W0)

′
χ-modules.

(3) The module Me(λ) is a universal highest weight module with highest weight

λ, i.e., if M is another highest weight module generated by a maximal weight

space Mµ and f : Vλ
∼−→ Mµ is a (W0)

′
χ-module isomorphism, then there is a

unique W ′
χ-module homomorphism f̃ : Me(λ) ↠M extending f .

(4) There is a unique maximal proper submodule Mmax
e (λ) in Me(λ),

(A.2) Le(λ) :=Me(λ)/M
max
e (λ)

is an irreducible module type M , and {Le(λ) | λ ∈ (he)∗} is a complete set of

pairwise inequivalent irreducible highest weight modules over W ′
χ. Moreover,

any finite-dimensional simple W ′
χ-module is isomorphic to one of the modules

Le(λ) for λ ∈ Λ+
0 = {λ ∈ (he)∗ | λ(hα) ∈ Z+ for α ∈ (Φ+

e,0)0̄}.

We say that a W ′
χ-module V is of central character ψ : Z(W ′

χ)→ C if z(v) =

ψ(z)v for all z ∈ Z(W ′
χ) and v ∈ V . For the highest weight W ′

χ-module Me(λ)

with highest weight λ ∈ (he)∗, let ψλ : Z(W ′
χ) → C be the corresponding central

character. Repeating verbatim the proofs of Theorem 4.14 and Corollary 4.15, we

obtain the following theorem.

Theorem A.4. The number of isomorphism classes of irreducible highest weight

modules for W ′
χ with prescribed central character ψ : Z(W ′

χ)→ C is finite, i.e., the

set {λ ∈ (he)∗ | ψλ = ψ} is finite.
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Corollary A.5. For each λ ∈ (he)∗, the highest weight module Me(λ) has com-

position series.

Now an analogue of the BGG category O can also be introduced. Denote

q = g0⊕
⊕

α∈(Φ′
e)

+ gα, and let O(e) = O(e; h, q) denote the category of all finitely

generated W ′
χ-modules V that are semi-simple over he with finite-dimensional he-

weight spaces, such that the set {λ ∈ (he)∗ | Vλ ̸= {0}} is contained in a finite

union of sets of the form {ν ∈ (he)∗ | ν ⩽ µ} for µ ∈ (he)∗. Then we have the

following theorem.

Theorem A.6. For the category O(e), the following statements hold:

(1) There is a complete set of isomorphism classes of simple objects which is

{Le(λ) | λ ∈ (he)∗} as in (A.2).

(2) The category O(e) is Artinian. In particular, every object has finite length of

composition series.

(3) The category O(e) has a block decomposition as O(e) =
⊕

ψλ Oψλ(e), where

the direct sum is over all central characters ψλ : Z(U(g, e))→ C, and Oψλ(e)

denotes the Serre subcategory of O(e) generated by the irreducible modules

{Le(µ) | µ ∈ (he)∗ such that ψµ = ψλ}.

Appendix A.2.

It remains to deal with the minimal refined (equivalently, finite) W -superalgebra

W ′
χ of type even. In this case, it is much like the situation of finite W -algebras as

in [12, §4], and we still just give a brief description.

Keep the notation in Sections 3.3 and 4.1. The adjoint action of he on g

induces the restricted root decompositions g = g0 ⊕
⊕

α∈Φ′
e
gα, and we have g0 =

he ⊕ sθ ∼= he ⊕ sl(2) as defined in Section 3.3. Let (Φ′
e)

+ be a system of positive

roots in the restricted root system Φ′
e, and (Φ′

e)
− = −(Φ′

e)
+. Let m0 := Cf be

the χ-admissible subalgebra of g0, p0 := he⊕Ch⊕Ce a parabolic subalgebra of g0
with nilradical Ce and Levi subalgebra h. Define (Q0)χ := U(g0)⊗U(m0)Cχ, where
Cχ = C1χ is a one-dimensional m0-module such that x·1χ = χ(x)1χ for all x ∈ m0.

Let (I0)χ denote the Z2-graded left ideal in U(g0) generated by all x− χ(x) with
x ∈ m0, and write Pr0 : U(g0) ↠ U(g0)/(I0)χ for the canonical homomorphism.

Recall that the minimal refined W -superalgebra (W0)
′
χ associated to e is defined

by

(W0)
′
χ := (Endg0

(Q0)χ)
op ∼= (Q0)

adm0
χ .

So (W0)
′
χ
∼= {u ∈ U(p0) | Pr0([x, u]) = 0 for all x ∈ m0}, which is a subalgebra of

U(p0). By a similar discussion to Section 4.2, we have the following proposition.



W -Superalgebras and Whittaker Categories 121

Proposition A.7. The following statements hold:

(1) The minimal refined W -superalgebra (W0)
′
χ is generated by

(i) Θ′
hi

= hi ⊗ 1χ for 1 ⩽ i ⩽ k − 1;

(ii) C ′
θ = (2e+ 1

2h
2 − h)⊗ 1χ,

and the commutators between the generators are all zero.

(2) The algebra (W0)
′
χ is commutative.

(3) The map Pr0 sends Z(U(g0)) isomorphically onto (W0)
′
χ.

(4) For λ ∈ (he)∗ and c ∈ C, let Vλ,c := Cvλ,c be a vector space spanned by

vλ,c ∈ (Vλ,c)0̄ satisfying C ′
θ(vλ,c) = cvλ,c, and Θ′

t(vλ,c) = λ(t)vλ,c for all

t ∈ he. Then the set {Vλ,c | λ ∈ (he)∗, c ∈ C} forms a complete set of pairwise

inequivalent finite-dimensional irreducible (W0)
′
χ-modules, all of which are of

type M .

The adjoint action of he on the universal enveloping algebra U(g) induces

decomposition U(g) =
⊕

α∈ZΦ′
e
U(g)α. Then U(g)0, the zero weight space of U(g)

with respect to the adjoint action, is a subalgebra of U(g). Let U(g)♯ (resp. U(g)♭)

denote the left (resp. right) ideal of U(g) generated by the root spaces gα for

α ∈ (Φ′
e)

+ (resp. α ∈ (Φ′
e)

−). Let

U(g)0,♯ := U(g)0 ∩ U(g)♯, U(g)♭,0 := U(g)♭ ∩ U(g)0,

which are left and right ideals of U(g)0, respectively. By the PBW theorem, U(g)0,♯
is a two-sided ideal of U(g)0, and U(g)0 = U(g0)⊕ U(g)0,♯. The projection along

this decomposition defines a surjective algebra homomorphism

(A.3) π : U(g)0 ↠ U(g0)

with kerπ = U(g)0,♯. Hence U(g)0/U(g)0,♯ ∼= U(g0) as C-algebras.
Recall that in Sections 1.2 and 2.1.1 we have a basis consisting of he-weight

vectors

(A.4)
x1, . . . , xw, y1, . . . , yℓ, f1, . . . , f s

2
, g1, . . . , g r

2
, h1, . . . , hk−1,

e, f∗1 , . . . , f
∗
s
2
, g∗1 , . . . , g

∗
r
2
, x∗1, . . . , x

∗
w, y

∗
1 , . . . , y

∗
ℓ

of ge so that the weights of xi, yj , fk, gl are respectively −β0̄i, −β1̄j , θ + γ0̄k,

θ+ γ1̄l ∈ (Φ′
e)

−, and the weights of f∗k , g
∗
l , x

∗
i , y

∗
j are respectively θ+ γ∗0̄k, θ+ γ∗1̄l,

β0̄i, β1̄j ∈ (Φ′
e)

+, while hi, e ∈ ge0. Moreover, we have the following PBW basis
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for W ′
χ:

w∏
i=1

Θaixi
·
ℓ∏
i=1

Θciyi ·
s
2∏
i=1

Θmi

fi
·

r
2∏
i=1

Θpigi ·
k−1∏
i=1

Θtihi

· Ctk ·
s
2∏
i=1

Θni

f∗
i
·

r
2∏
i=1

Θqig∗i
·
w∏
i=1

Θbix∗
i
·
ℓ∏
i=1

Θdiy∗i
,(A.5)

where a,b ∈ Zw+, c,d ∈ Λℓ, m,n ∈ Z
s
2
+, p,q ∈ Λ r

2
, t ∈ Zk+. Let v be one of

the elements in (A.4) excluding e. Since θ(he) = 0 by definition, from the explicit

description of Θv in Theorem 2.2, we see that v and Θv have the same he-weight.

Also note that the he-weight of C is zero. As he-root spaces,W ′
χ can be decomposed

as W ′
χ =

⊕
α∈ZΦ′

e
(W ′

χ)α. The restricted root space (W ′
χ)α has a basis given by all

the PBW monomials as in (A.5) such that∑
i

(−ai + bi)β0̄i +
∑
i

(−ci + di)β1̄i +
∑
i

(mi − ni)γ0̄i +
∑
i

(pi − qi)γ1̄i = α,

and (W ′
χ)0 is the zero weight space of W ′

χ. Set (W ′
χ)♯ (resp. (W ′

χ)♭) to be the

left (resp. right) ideal of W ′
χ generated by all (W ′

χ)α for α ∈ (Φ′
e)

+ (resp. α ∈
(Φ′

e)
−), and denote (W ′

χ)0,♯ := (W ′
χ)0∩ (W ′

χ)♯, (W
′
χ)♭,0 := (W ′

χ)♭∩ (W ′
χ)0. We have

(W ′
χ)0,♯ = (W ′

χ)♭,0; then it is a two-sided ideal of (W ′
χ)0.

Retain the notation δ in (3.32). By a similar discussion to the proof of Propo-

sition 4.8, we have the following proposition.

Proposition A.8. The projection π : U(g)0 ↠ U(g0) as in (A.3) induces a sur-

jective homomorphism π : (W ′
χ)0 ↠ (W0)

′
χ with kerπ = (W ′

χ)0,♯. Hence there exists

an algebra isomorphism

π : (W ′
χ)0/(W

′
χ)0,♯

∼= (W0)
′
χ.

Remark A.9. Comparing Proposition A.8 with Proposition 4.8, one can observe

a significant difference in the absence of the shift Sϵ. This is because the element

Θ[v r+1
2
,e] does not exist for the present case. So we need not consider (4.14), which

directly leads to the emergence of Sϵ in Proposition 4.8.

For a W ′
χ-module M and α ∈ (he)∗, we define the α-weight space

Mα :=
{
m ∈M

∣∣ (Θt − δ(t))(m) = α(t)m for all t ∈ he
}
.

By the same consideration as in Section 4.4, we get the action of he on Mα via

t(m) = Θ′
t(m) = α(t)m
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for all t ∈ he, which explains why the additional shift by −δ in the definition of

the α-weight space of a W ′
χ-module is necessary.

Associated with the (W0)
′
χ-module Vλ,c as in Proposition A.7(4), we can define

the highest weight W ′
χ-module of type (λ, c) as

Me(λ, c) := (W ′
χ/(W

′
χ)♯)⊗(W0)′χ

Vλ,c.

Theorem A.10. For λ ∈ (he)∗ and c ∈ C, let vλ,c be a basis for a (W0)
′
χ-module

Vλ,c of level c with he-weight λ as in Proposition A.7(4).

(1) The vectors {
∏w
i=1 Θ

ai
xi
·
∏ℓ
i=1 Θ

bi
yi ·

∏ s
2
i=1 Θ

ci
fi
·
∏ r

2
i=1 Θ

di
gi (vλ) | a ∈ Zw+, b ∈

Λℓ, c ∈ Z
s
2
+, d ∈ Λ r

2
} form a basis of Me(λ, c).

(2) The weight λ is the unique maximal weight of Me(λ, c) in the dominance

ordering, Me(λ, c) is generated by the maximal weight space Me(λ, c)λ, and

Me(λ, c)λ ∼= Vλ,c as (W0)
′
χ-modules.

(3) The module Me(λ, c) is a universal highest weight module of type (λ, c), i.e.,

if M is another highest weight module generated by a maximal weight space

Mµ,c and f : Vλ,c
∼−→ Mµ,c is a (W0)

′
χ-module isomorphism, then there is a

unique W ′
χ-module homomorphism f̃ : Me(λ, c) ↠M extending f .

(4) There is a unique maximal proper submodule Mmax
e (λ, c) in Me(λ, c),

(A.6) Le(λ, c) :=Me(λ, c)/M
max
e (λ, c)

is an irreducible module type M , and {Le(λ, c) | λ ∈ (he)∗, c ∈ C} is a

complete set of pairwise inequivalent irreducible highest weight modules over

W ′
χ. Moreover, any finite-dimensional simple W ′

χ-module is isomorphic to one

of the modules Le(λ, c) for λ ∈ Λ+
0 = {λ ∈ (he)∗ | λ(hα) ∈ Z+ for α ∈ (Φ+

e,0)0̄}
and c ∈ C. We further have that c is a rational number in the case when g

is a simple Lie algebra except type A(m), or when g = psl(2|2), or when

spo(2|m) with m being even such that ge(0) = so(m), or when osp(4|2m) with

ge(0) = sl(2)⊕sp(2m), or when g = osp(5|2m) with ge(0) = osp(1|2m)⊕sl(2),
or when g = D(2, 1;α) with α ∈ Q, or when g = F (4) with ge(0) = so(7).

We say that a W ′
χ-module V is of central character ψ : Z(W ′

χ)→ C if z(v) =

ψ(z)v for all z ∈ Z(W ′
χ) and v ∈ V . For the highest weight W ′

χ-module Me(λ, c)

of type (λ, c) ∈ (he)∗ × C, let ψλ,c : Z(W ′
χ) → C be the corresponding central

character. By a similar discussion to Theorem 4.14 and Corollary 4.15, we obtain

the following theorem.

Theorem A.11. The number of isomorphism classes of irreducible highest weight

modules for W ′
χ with prescribed central character ψ : Z(W ′

χ)→ C is finite, i.e., the

set {(λ, c) ∈ (he)∗ × C | ψλ,c = ψ}, is finite.
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Corollary A.12. For each (λ, c) ∈ (he)∗×C, the highest weight module Me(λ, c)

has composition series.

Now an analogue of the BGG category O can also be introduced. Denote

q = g0⊕
⊕

α∈(Φ′
e)

+ gα, and let O(e) = O(e; h, q) denote the category of all finitely

generated W ′
χ-modules V , that are semi-simple over he with finite-dimensional he-

weight spaces, such that the set {λ ∈ (he)∗ | Vλ ̸= {0}} is contained in a finite

union of sets of the form {ν ∈ (he)∗ | ν ⩽ µ} for µ ∈ (he)∗. Then we have the

following theorem.

Theorem A.13. For the category O(e), the following statements hold:

(1) There is a complete set of isomorphism classes of simple objects which is

{Le(λ, c) | λ ∈ (he)∗, c ∈ C} as in (A.6).

(2) The category O(e) is Artinian. In particular, every object has finite length of

composition series.

(3) The category O(e) has a block decomposition as O(e) =
⊕

ψλ,c Oψλ,c(e), where

the direct sum is over all central characters ψλ,c : Z(W ′
χ) → C, and Oψλ,c(e)

denotes the Serre subcategory of O(e) generated by the irreducible modules

{Le(µ, c) | µ ∈ (he)∗ such that ψµ,c = ψλ,c}.

Remark A.14. It is worth mentioning that there are also some other methods to

interpret the representation theory of finite W -superalgebras, which are only suit-

able for some basic Lie superalgebras but associated with arbitrary even nilpotents.

To be explicit, given a basic Lie superalgebra g = g0̄ ⊕ g1̄ of type I and arbitrary

nilpotent element e ∈ g0̄, denote by W the corresponding finite W -superalgebras.

Xiao [47] introduced an extended W -superalgebra W̃ which contains W as a

subalgebra, and then established a bijection between the isomorphism classes of

finite-dimensional irreducible W-modules and W̃-modules. With aid of this bijec-

tion, the Verma modules (which are much like the Kac modules formulated for

basic Lie superalgebras) for W̃ were also defined there, and the finite-dimensional

simpleW-modules with integral central character were classified. Furthermore, an

algorithm for computing their characters was given. If e = eθ with −θ being a

minimal root, it corresponds to the cases when g is a simple Lie algebra, or when

sl(m|n) with m ̸= n, m ⩾ 2, psl(m|m) with m ⩾ 2, or when spo(2m|2). All these

correspond to a subclass of the minimal refined W -superalgebra W ′
χ of type even

in Table 2, which we have already studied directly; see the beginning of Section 3.3

for more details.
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Appendix B. Proof of Lemma 2.7

This appendix is devoted to the proof of Lemma 2.7. We mainly follow Premet’s

strategy on finite W -algebras as in [38, Lem. 7.1], with a few modifications. Com-

pared with the non-super situation, one can observe significant differences for the

emergence of the restriction (2.8).

Appendix B.1.

For a,b ∈ Zw+, c,d ∈ Λℓ, m,n ∈ Z
s
2
+, p,q ∈ Λ r−1

2
, t ∈ Zk+, ι, ε ∈ Λ1, set

Θ(a,b, c,d,m,n,p,q, t, ι, ε)

:=

w∏
i=1

Θaixi
·
ℓ∏
i=1

Θciyi ·
s
2∏
i=1

Θmi

fi
·

r−1
2∏
i=1

Θpigi ·Θ
ι
v r+1

2

·
k−1∏
i=1

Θtihi

· Ctk ·Θε[v r+1
2
,e]

s
2∏
i=1

Θni

f∗
i
·

r−1
2∏
i=1

Θqig∗i
·
w∏
i=1

Θbix∗
i
·
ℓ∏
i=1

Θdiy∗i
.

By Theorem 1.4, the PBWmonomials Θ(a,b, c,d,m,n,p,q, t, ι, ε) form a C-basis
of U(g, e). Note that

dege(Θ(a,b, c,d,m,n,p,q, t, ι, ε))

= 4tk + 3(|m|+ |n|+ |p|+ |q|+ ε)

+ 2(|a|+ |b|+ |c|+ |d|) + 2

k−1∑
i=1

ti + ι.

Recall that [v r+1
2
, e] is a root vector corresponding to an odd simple root θ

2 ∈ Φ+
e,1,

and [Θv r+1
2

,Θv] = [Θv r+1
2

,Θw] = [Θv r+1
2

, C] = 0 for all v ∈ ge(0) and w ∈ ge(1) by

Theorem 2.4.

Appendix B.2.

As C − c is in the center of finite W -superalgebra U(g, e), we have

Θ(a,b, c,d,m,n,p,q, t, ι, ε)(C − c) ∈ Iλ,c.

On the other hand, it follows from Theorem 2.4 (more precisely, Theorem 2.3(1)–

(2)) that Θ(a,b, c,d,m,n,p,q, t, ι, ε) · (Θhi
− λ(hi)) ∈ Iλ,c for 1 ⩽ i ⩽ k − 1.

Moreover, since Θn+(0) is a Lie subalgebra of Θge(0), Theorem 2.4 entails that

Θ(a,b, c,d,m,n,p,q, t, ι, ε) ·Θeα ∈ Iλ,c for all α ∈ Φ+
e,0.
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Appendix B.3.

It remains to show that Θ(a,b, c,d,m,n,p,q, t, ι, ε)·ΘH ∈ Iλ,c withH ∈ {f∗1 , . . . ,
f∗s

2
, g∗1 , . . . , g

∗
r−1
2

, [v r+1
2
, e]}. To prove this, we will use induction on dege(Θ(a,b, c,d,

m,n,p,q, t, ι, ε)). Obviously it is true for the case with dege(Θ(a,b, c,d,m,n,p,

q, t, ι, ε)) = 0. From now on we assume that dege(Θ(a,b, c,d,m,n,p,q, t, ι, ε)) =

N and FkU(g, e) ·ΘH ∈ Iλ,c for all k < N .

B.3.1. Note that the span of f∗1 , . . . , f
∗
s
2
, g∗1 , . . . , g

∗
r−1
2

, [v r+1
2
, e] equals n+(1), hence

is stable under the adjoint action of n+(0). As we have already established that

U(g, e) · Θeα ∈ Iλ,c for all α ∈ Φ+
e,0, it follows from Theorem 2.4 (more precisely,

Theorem 2.3(2)) that

Θ(a,b, c,d,m,n,p,q, t, ι, ε) ·ΘH
∈ Θ(a,0, c,0,m,n,p,q, t, ι, ε) ·Θn+(1) + Iλ,c.(B.1)

Thus we can assume that b = d = 0.

B.3.2. (i) If qj = 0 for all j ⩾ i, it is immediate that

Θ(a,0, c,0,m,n,p,q, t, ι, ε) ·Θg∗i
= Θ(a,0, c,0,m,n,p,q+ ei, t, ι, ε) ∈ Iλ,c.(B.2)

So we just need to consider the case q = (q1, . . . , qk, 0, . . . , 0) for some qk = 1 and

k ⩾ i. In virtue of [49, Thm. 3.7(3)] and our induction assumption we have

Θ(a,0, c,0,m,n,p,q, t, ι, ε) ·Θg∗i
∈ Θ(a,0, c,0,m,n,p,q− ek, t, ι, ε)[Θg∗k ,Θg∗i ]

+ (−1)qi+1+···+qkΘ(a,0, c,0,m,n,p,q+ ei, t, ι, ε)

+ FN−2U(g, e) ·Θg∗k
⊂ Θ(a,0, c,0,m,n,p,q− ek, t, ι, ε)[Θg∗k ,Θg∗i ]

+ (−1)qi+1+···+qkΘ(a,0, c,0,m,n,p,q+ ei, t, ι, ε)

+ Iλ,c.(B.3)

Now we consider the first term in the last equation of (B.3). Since θ
2 is an

odd simple root by Conventions 2.1, then for 1 ⩽ i, k ⩽ r−1
2 , we have

[z∗α, g
∗
i ]
♯, [[g∗i , z

∗
α]
♯, [zα, g

∗
k]
♯] ∈

⋃
β∈Φ+

e,0

Ceβ
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for 1 ⩽ α ⩽ s
2 and s+ 1 ⩽ α ⩽ s+ r+1

2 . As

([g∗k, g
∗
i ], f) = ([[e, v∗k], [e, v

∗
i ]], f) = ([e, v∗k], [[e, v

∗
i ], f ])

= ([e, v∗k], [e, [v
∗
i , f ]]) + ([e, v∗k], [[e, f ], v

∗
i ])

= −([e, v∗k], v∗i ) = −(e, [v∗k, v∗i ]) = 0,

one can conclude from Theorem 2.4 and the discussion in Appendix B.2 that

[Θg∗k ,Θg∗i ] = −
1

2

∑
α∈S(−1)

(Θ[g∗k,zα]♯Θ[z∗α,g
∗
i ]

♯ +Θ[g∗i ,zα]♯Θ[z∗α,g
∗
k]

♯)

∈
∑

α∈Φ+
e,0

U(g, e) ·Θeα ∈ Iλ,c.(B.4)

In particular, if i = k, the right-hand side of (B.3) equals 1
2Θ(a,0, c,0,m,n,p,

q− ei, t, ι, ε) · [Θg∗i ,Θg∗i ] + Iλ,c by definition, which is contained in Iλ,c.

Let us consider the second term in the last equation of (B.3). For 1 ⩽ i ⩽ r−1
2 ,

if qi + ei = 1, then

(B.5) Θ(a,0, c,0,m,n,p,q+ ei, t, ι, ε) ∈ Iλ,c

by definition. If qi + ei = 2, we have

Θ2
g∗i

=
1

2
[Θg∗i ,Θg∗i ] = −

1

2

∑
α∈S(−1)

Θ[g∗i ,zα]♯Θ[z∗α,g
∗
i ]

♯ .

For 1 ⩽ i < k ⩽ r−1
2 , since

[z∗α, g
∗
i ]
♯, [[z∗α, g

∗
i ]
♯, g∗k], [[g∗i , z

∗
α]
♯, [zα, g

∗
i ]
♯], [[[g∗i , z

∗
α]
♯, [zα, g

∗
i ]
♯], g∗k] ∈

⋃
β∈Φ+

e,1

Ceβ

for 1 ⩽ α ⩽ s
2 and s+ 1 ⩽ α ⩽ s+ r+1

2 , then it follows from (B.4), Theorem 2.4,

the discussion in Appendix B.2, and our induction assumption that

Θ(a,0, c,0,m,n,p,q+ ei, t, ι, ε)

∈
∑

α∈Φ+
e,0

U(g, e) ·Θeα + FN−4U(g, e) ·Θg∗k

+
∑

1⩽α⩽ s
2 ,

s+1⩽α⩽s+ r+1
2

FN−4U(g, e) ·Θ[[z∗α,g
∗
i ]

♯,g∗k]

+
∑

1⩽α⩽ s
2 ,

s+1⩽α⩽s+ r−1
2

FN−6U(g, e) ·Θ[[[g∗i ,z
∗
α]♯,[zα,g∗i ]

♯],g∗k]
∈ Iλ,c.(B.6)
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Therefore, (B.2)–(B.6) show that

(B.7) Θ(a,0, c,0,m,n,p,q, t, ι, ε) ·Θg∗i ∈ Iλ,c

for all 1 ⩽ i ⩽ r−1
2 .

(ii) By parity considerations we know that ([g∗k, f
∗
i ], f) = 0 for all 1 ⩽ k ⩽ r−1

2 and

1 ⩽ i ⩽ s
2 , and it is obvious that

[z∗α, f
∗
i ]
♯, [z∗α, g

∗
k]
♯, [[g∗k, z

∗
α]
♯, [zα, f

∗
i ]
♯], [[f∗i , z

∗
α]
♯, [zα, g

∗
k]
♯] ∈

⋃
β∈Φ+

e,0

Ceβ

for 1 ⩽ α ⩽ s
2 and s+ 1 ⩽ α ⩽ s+ r+1

2 . Then Theorem 2.4 yields

[Θg∗k ,Θf∗
i
] = −1

2

∑
α∈S(−1)

(Θ[g∗k,zα]♯Θ[z∗α,f
∗
i ]

♯ −Θ[f∗
i ,zα]♯Θ[z∗α,g

∗
k]

♯)

∈
∑

α∈Φ+
e,0

U(g, e) ·Θeα .(B.8)

As U(g, e) ·Θeα ∈ Iλ,c for all α ∈ Φ+
e,0, if there exists ql ̸= 0 for 1 ⩽ l ⩽ r−1

2 , then

(B.7) and (B.8) entail that

(B.9) Θ(a,0, c,0,m,n,p,q, t, ι, ε) ·Θf∗
i
∈ Iλ,c.

(iii) By weight considerations we know that ([g∗i , [v r+1
2
, e]], f) = 0 for 1 ⩽ i ⩽ r−1

2 .

Since

[z∗α, g
∗
i ]
♯, [z∗α, [v r+1

2
, e]]♯, [[g∗i , z

∗
α]
♯, [zα, [v r+1

2
, e]]♯], [[[v r+1

2
, e], z∗α]

♯, [zα, g
∗
i ]
♯]

∈
⋃

β∈Φ+
e,0

Ceβ

for 1 ⩽ α ⩽ s
2 and s+ 1 ⩽ α ⩽ s+ r+1

2 , applying Theorem 2.4 again we have

[Θg∗i ,Θ[v r+1
2
,e]] = −

1

2

∑
α∈S(−1)

(Θ[g∗i ,zα]♯Θ[z∗α,[v r+1
2
,e]]♯ +Θ[[v r+1

2
,e],zα]♯Θ[z∗α,g

∗
i ]

♯)

∈
∑

α∈Φ+
e,0

U(g, e) ·Θeα ∈ Iλ,c.(B.10)

If there exists ql ̸= 0 for 1 ⩽ l ⩽ r−1
2 , then (B.7) and (B.10) yield

(B.11) Θ(a,0, c,0,m,n,p,q, t, ι, ε) ·Θ[v r+1
2
,e] ∈ Iλ,c.

In virtue of (B.1), (B.7), (B.9) and (B.11), we may further assume that b =

d = q = 0.
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B.3.3. Repeating verbatim the discussions in Appendix B.3 but substituting Θg∗i ,

Θg∗j with Θf∗
i
, Θf∗

j
, Theorem 2.4 shows that

(B.12) Θ(a,0, c,0,m,n,p,0, t, ι, ε) ·ΘH ∈ Iλ,c

for H ∈ {f∗1 , . . . , f∗s
2
, [v r+1

2
, e]}. Then by (B.12) we may assume that b = d = n =

q = 0.

B.3.4. Thanks to (B.12), it remains to show that

(B.13) Θ(a,0, c,0,m,0,p,0, t, ι, ε) ·Θ[v r+1
2
,e] ∈ Iλ,c.

(i) First note that

[[v r+1
2
, e], [v r+1

2
, e]] = [[[v r+1

2
, e], v r+1

2
], e]− [v r+1

2
, [[v r+1

2
, e], e]]

= [[[v r+1
2
, e], v r+1

2
], e]

= [[[v r+1
2
, v r+1

2
], e], e] + [[v r+1

2
, [e, v r+1

2
]], e]

= [[f, e], e] + [[[e, v r+1
2
], v r+1

2
], e]

= −2e− [[[v r+1
2
, e], v r+1

2
], e].

As a result,

(B.14) [[v r+1
2
, e], [v r+1

2
, e]] = [[[v r+1

2
, e], v r+1

2
], e] = −e.

In virtue of Theorem 2.4 (more precisely, Theorem 2.3(3)) and (B.14), we have

Θ2
[v r+1

2
,e] =

1

2
[Θ[v r+1

2
,e],Θ[v r+1

2
,e]]

=
1

4
([[v r+1

2
, e], [v r+1

2
, e]], f)(C −ΘCas − c0)

− 1

2

∑
α∈S(−1)

(Θ[[v r+1
2
,e],zα]♯Θ[z∗α,[v r+1

2
,e]]♯)

= −1

4
(C − c0) +

1

4
ΘCas −

1

2

∑
α∈S(−1)

(Θ[[v r+1
2
,e],zα]♯Θ[z∗α,[v r+1

2
,e]]♯).(B.15)

Second, by the definition of ΘCas in (2.5), Theorem 2.4 (more precisely, The-

orem 2.3(1)) implies that

ΘCas =

k−1∑
i=1

Θ2
hi

+

w∑
i=1

ΘxiΘx∗
i
+

w∑
i=1

Θx∗
i
Θxi +

ℓ∑
i=1

ΘyiΘy∗i −
ℓ∑
i=1

Θy∗i Θyi
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=

k−1∑
i=1

Θ2
hi

+2

w∑
i=1

Θxi
Θx∗

i
+

w∑
i=1

[Θx∗
i
,Θxi

] + 2

ℓ∑
i=1

ΘyiΘy∗i −
ℓ∑
i=1

[Θy∗i ,Θyi ]

=

k−1∑
i=1

Θ2
hi

+ 2

w∑
i=1

ΘxiΘx∗
i
+

w∑
i=1

Θ[x∗
i ,xi] + 2

ℓ∑
i=1

ΘyiΘy∗i −
ℓ∑
i=1

Θ[y∗i ,yi]
.(B.16)

Note that x∗i , xi, y
∗
j , yj are in the Lie algebra ge(0) for all i, j. Then both [x∗i , xi] and

[y∗j , yj ] are linear combinations of h1, . . . , hk−1 by weight considerations. Moreover,

if we write [x∗i , xi] =
∑k−1
j=1 ljhj , then for any 1 ⩽ r ⩽ k − 1 we have

lr =

k−1∑
j=1

lj(hr, hj) = (hr, [x
∗
i , xi]) = ([hr, x

∗
i ], xi) = β0̄i(hr)(x

∗
i , xi) = β0̄i(hr),

which shows that

(B.17) [x∗i , xi] =

k−1∑
j=1

β0̄i(hj)hj .

As a result,

(B.18) Θ[x∗
i ,xi] =

k−1∑
j=1

β0̄i(hj)Θhj
.

By the same discussion as above, we can also obtain

(B.19) [y∗i , yi] =

k−1∑
j=1

β1̄i(hj)hj

and

(B.20) Θ[y∗i ,yi]
=

k−1∑
j=1

β1̄i(hj)Θhj
.

Taking (B.18) and (B.20) into consideration, (B.16) shows that

ΘCas =

k−1∑
i=1

Θ2
hi

+ 2

w∑
i=1

Θxi
Θx∗

i
+

k−1∑
i=1

w∑
j=1

β0̄j(hi)Θhi

−
k−1∑
i=1

ℓ∑
j=1

β1̄j(hi)Θhi
+ 2

ℓ∑
i=1

ΘyiΘy∗i .(B.21)

For the last term in the final equation of (B.15), as

[[v r+1
2
, e], v r+1

2
] = [v r+1

2
, [e, v r+1

2
]] + [[v r+1

2
, v r+1

2
], e] = −[[v r+1

2
, e], v r+1

2
]− h,
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we have

(B.22) [[v r+1
2
, e], v r+1

2
] = −h

2
,

and then

(B.23) Θ[[v r+1
2
,e],v r+1

2
]♯Θ[v∗r+1

2

,[v r+1
2
,e]]♯ = Θ(−h

2 )
♯Θ(−h

2 )
♯ = 0.

Since [[v r+1
2
, e], u∗i ]

♯, [ui, [v r+1
2
, e]]♯ ∈ ge(0) for all 1 ⩽ i ⩽ s

2 , then [[[v r+1
2
, e], u∗i ]

♯,

[ui, [v r+1
2
, e]]♯] is a linear combination of h1, . . . , hk−1 by weight considerations. For

any t ∈ he, by definition we have θ(t) = 0. Taking (B.22) into consideration, if we

write

[[[v r+1
2
, e], u∗i ]

♯, [ui, [v r+1
2
, e]]♯] =

k−1∑
j=1

ljhj ,

then for any 1 ⩽ r ⩽ k − 1 and 1 ⩽ i ⩽ s
2 , we have

lr =

k−1∑
j=1

lj(hr, hj) = (hr, [[[v r+1
2
, e], u∗i ]

♯, [ui, [v r+1
2
, e]]♯])

= (hr, [[[v r+1
2
, e], u∗i ], [ui, [v r+1

2
, e]]])

= ([hr, [[v r+1
2
, e], u∗i ]], [ui, [v r+1

2
, e]])

=
(θ
2
+ γ∗0̄i

)
(hr)([[v r+1

2
, e], u∗i ], [ui, [v r+1

2
, e]])

= −γ0̄i(hr)([[[[v r+1
2
, e], u∗i ], ui], v r+1

2
], e)

= −γ0̄i(hr)([[[[v r+1
2
, e], v r+1

2
], u∗i ], ui], e)

= γ0̄i(hr)([[
h

2
, u∗i ], ui], e)

= −γ0̄i
2
(hr)([u

∗
i , ui], e) = −

γ0̄i
2
(hr).(B.24)

For s2+1 ⩽ i ⩽ s, it follows from (B.24) and Theorem 2.4 (more precisely, Theorem

2.3(1)) that

Θ[[v r+1
2
,e],ui]♯Θ[u∗

i ,[v r+1
2
,e]]♯

= −Θ[[v r+1
2
,e],u∗

s+1−i]
♯Θ[us+1−i,[v r+1

2
,e]]♯

= Θ[us+1−i,[v r+1
2
,e]]♯Θ[[v r+1

2
,e],u∗

s+1−i]
♯

−Θ[[[v r+1
2
,e],u∗

s+1−i]
♯,[us+1−i,[v r+1

2
,e]]♯]
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= Θ[us+1−i,[v r+1
2
,e]]♯Θ[[v r+1

2
,e],u∗

s+1−i]
♯ +

1

2

k−1∑
j=1

γ0̄s+1−i(hj)Θhj

= Θ[[v r+1
2
,e],us+1−i]♯Θ[u∗

s+1−i,[v r+1
2
,e]]♯ +

1

2

k−1∑
j=1

γ0̄s+1−i(hj)Θhj .(B.25)

By the same discussion as in (B.25), we have

Θ[[v r+1
2
,e],vi]♯Θ[v∗i ,[v r+1

2
,e]]♯ = Θ[[v r+1

2
,e],vr+1−i]♯Θ[v∗r+1−i,[v r+1

2
,e]]♯

− 1

2

k−1∑
j=1

γ1̄r+1−i(hj)Θhj
(B.26)

for r+3
2 + 1 ⩽ i ⩽ r.

Now combining (B.15), (B.21), (B.23), (B.25) with (B.26), we obtain

Θ2
[v r+1

2
,e] = −

1

4
C +

1

4
c0 +

1

4

k−1∑
i=1

Θ2
hi

+
1

2

w∑
i=1

ΘxiΘx∗
i
+

1

4

k−1∑
i=1

w∑
j=1

β0̄j(hi)Θhi

− 1

4

k−1∑
i=1

ℓ∑
j=1

β1̄j(hi)Θhi
+

1

2

ℓ∑
i=1

ΘyiΘy∗i

−
s
2∑
i=1

Θ[[v r+1
2
,e],ui]♯Θ[u∗

i ,[v r+1
2
,e]]♯ −

1

4

k−1∑
i=1

s
2∑
j=1

γ0̄j(hi)Θhi

−

r−1
2∑
i=1

Θ[[v r+1
2
,e],vi]♯Θ[v∗i ,[v r+1

2
,e]]♯ +

1

4

k−1∑
i=1

r−1
2∑
j=1

γ1̄j(hi)Θhi
.(B.27)

(ii) Now we introduce the proof of (B.13). If ε = 0, then (B.13) follows by def-

inition. Now we will consider the case with ε = 1. Since C − c is in the center

of U(g, e), and [v∗r+1
2

, [v r+1
2
, e]]♯ = [v r+1

2
, [v r+1

2
, e]]♯ = (−h2 )

♯ = 0 by (B.22), then by

(B.27) we have

Θ(a,0, c,0,m,0,p,0, t, ι, 1) ·Θ[v r+1
2
,e]

= Θ(a,0, c,0,m,0,p,0, t, ι, 0) ·Θ2
[v r+1

2
,e]

= −1

4
Θ(a,0, c,0,m,0,p,0, t, ι, 0)(C − c)

− 1

4
(c− c0)Θ(a,0, c,0,m,0,p,0, t, ι, 0)



W -Superalgebras and Whittaker Categories 133

+
1

4

( k−1∑
i=1

Θ(a,0, c,0,m,0,p,0, t, ι, 0) · (Θhi
− λ(hi))2

+ 2

k−1∑
i=1

λ(hi)Θ(a,0, c,0,m,0,p,0, t, ι, 0) · (Θhi
− λ(hi))

+

k−1∑
i=1

(λ(hi))
2Θ(a,0, c,0,m,0,p,0, t, ι, 0)

+ 2

w∑
i=1

Θ(a,0, c,0,m,0,p,0, t, ι, 0) ·Θxi
Θx∗

i

+

k−1∑
i=1

w∑
j=1

β0̄j(hi)Θ(a,0, c,0,m,0,p,0, t, ι, 0) · (Θhi
− λ(hi))

+

k−1∑
i=1

w∑
j=1

λ(hi)β0̄j(hi)Θ(a,0, c,0,m,0,p,0, t, ι, 0)

+ 2

ℓ∑
i=1

Θ(a,0, c,0,m,0,p,0, t, ι, 0) ·ΘyiΘy∗i

−
k−1∑
i=1

ℓ∑
j=1

β1̄j(hi)Θ(a,0, c,0,m,0,p,0, t, ι, 0) · (Θhi
− λ(hi))

−
k−1∑
i=1

ℓ∑
j=1

λ(hi)β1̄j(hi)Θ(a,0, c,0,m,0,p,0, t, ι, 0)

)
+Θ(a,0, c,0,m,0,p,0, t, ι, 0)

·
(
−

s
2∑
i=1

Θ[[v r+1
2
,e],ui]♯Θ[u∗

i ,[v r+1
2
,e]]♯ −

1

4

k−1∑
i=1

s
2∑
j=1

γ0̄j(hi)(Θhi−λ(hi))

− 1

4

k−1∑
i=1

s
2∑
j=1

γ0̄j(hi)λ(hi)−

r−1
2∑
i=1

Θ[[v r+1
2
,e],vi]♯Θ[v∗i ,[v r+1

2
,e]]♯

+
1

4

k−1∑
i=1

r−1
2∑
j=1

γ1̄j(hi)(Θhi − λ(hi)) +
1

4

k−1∑
i=1

r−1
2∑
j=1

γ1̄j(hi)λ(hi)

)
(B.28)

= −1

4
Θ(a,0, c,0,m,0,p,0, t+ ek, ι, 0)

+
1

4

(
k−1∑
i=1

Θ(a,0, c,0,m,0,p,0, t+ 2ei, ι, 0)
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+ 2

w∑
i=1

Θ(a,0, c,0,m,0,p,0, t, ι, 0) ·Θxi
Θx∗

i

+ 2

ℓ∑
i=1

Θ(a,0, c,0,m,0,p,0, t, ι, 0) ·ΘyiΘy∗i

+

( k−1∑
i=1

(
2λ+

w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j −
s
2∑
j=1

γ0̄j +

r−1
2∑
j=1

γ1̄j

)
(hi)

)
·Θ(a,0, c,0,m,0,p,0, t+ ei, ι, 0)

+

( k−1∑
i=1

(
λ2 + λ

( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j −
s
2∑
j=1

γ0̄j +

r−1
2∑
j=1

γ1̄j

))
(hi)

− c+ c0

))
·Θ(a,0, c,0,m,0,p,0, t, ι, 0)

−Θ(a,0, c,0,m,0,p,0, t, ι, 0)

·
( s

2∑
i=1

Θ[[v r+1
2
,e],ui]♯Θ[u∗

i ,[v r+1
2
,e]]♯ +

r−1
2∑
i=1

Θ[[v r+1
2
,e],vi]♯Θ[v∗i ,[v r+1

2
,e]]♯

)
(B.29)

Now we discuss the terms in (B.29). By definition we have

Θ(a,0, c,0,m,0,p,0, t+ ek, ι, 0) ∈ Iλ,c,

and also

Θ(a,0, c,0,m,0,p,0, t+ ei, ι, 0), Θ(a,0, c,0,m,0,p,0, t+ 2ei, ι, 0) ∈ Iλ,c

for 1 ⩽ i ⩽ k − 1. For all i, j, by definition we have x∗i ∈ n+
0̄
(0) and y∗j ∈ n+

1̄
(0)

respectively, thus x∗i , y
∗
j are all in the span of eα with α ∈ Φ+

e,0. Therefore,

Θ(a,0, c,0,m,0,p,0, t, ι, 0) ·Θxi
Θx∗

i
and Θ(a,0, c,0,m,0,p,0, t, ι, 0) ·ΘyiΘy∗i

are in
∑
α∈Φ+

e,0
U(g, e) · Θeα of Iλ,c. Moreover, for 1 ⩽ i ⩽ s

2 and 1 ⩽ j ⩽ r−1
2 ,

since [u∗i , [v r+1
2
, e]]♯, [v∗j , [v r+1

2
, e]]♯ ∈

⋃
β∈Φ+

e,0
Ceβ , then both

Θ(a,0, c,0,m,0,p,0, t, ι, 0) ·Θ[[v r+1
2
,e],ui]♯Θ[u∗

i ,[v r+1
2
,e]]♯

and

Θ(a,0, c,0,m,0,p,0, t, ι, 0) ·Θ[[v r+1
2
,e],vj ]♯Θ[v∗j ,[v r+1

2
,e]]♯
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are also in
∑
α∈Φ+

e,0
U(g, e) ·Θeα of Iλ,c. Apart from all the terms mentioned above,

what remains in (B.29) are

1

4

(
k−1∑
i=1

(
λ2 + λ ·

( w∑
j=1

β0̄j −
ℓ∑
j=1

β1̄j −
s
2∑
j=1

γ0̄j +

r−1
2∑
j=1

γ1̄j

))
(hi)− c+ c0

)
·Θ(a,0, c,0,m,0,p,0, t, 0).(B.30)

Thanks to our assumption in (2.8), (B.30) must be zero.

Taking all the above into consideration, we finally obtain (B.13).
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