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Higher order Schauder estimates for degenerate
or singular parabolic equations

Alessandro Audrito, Gabriele Fioravanti and Stefano Vita

Abstract. In this paper, we complete the analysis initiated in [Calc. Var. Partial
Differential Equations 63 (2024), article no. 204] establishing some higher order
C kC2;˛ Schauder estimates (k 2N) for a class of parabolic equations with weights
that are degenerate/singular on a characteristic hyperplane. The C 2;˛-estimates are
obtained through a blow-up argument and a Liouville theorem, while the higher order
estimates are obtained by a fine iteration procedure. As a byproduct, we present two
applications. First, we prove similar Schauder estimates when the degeneracy/singu-
larity of the weight occurs on a regular hypersurface of cylindrical type. Second, we
provide an alternative proof of the higher order boundary Harnack principles estab-
lished in [J. Differential Equations 260 (2016), 1801–1829] and [Discrete Contin.
Dyn. Syst. 42 (2022), 2667–2698].

1. Introduction

In this paper we complete the study started in [4], establishing some higher order Schauder
regularity estimates for solutions to a special class of parabolic equations having weights
which degenerate or explode on a characteristic hyperplane† as dist. � ;†/a, where a>�1
is a fixed parameter. More precisely, for every k 2N, we prove local regularity estimates
in C kC2;˛p (parabolic Hölder) spaces “up to” † for weak solutions to

(1.1)

´
ya@tu � div.yaAru/ D yaf C div.yaF / in QC1 ;
limy!0C ya.AruC F / � eNC1 D 0 on @0QC1 :

Here N � 1, .z; t/ D .x; y; t/ 2 RN � R � R, † D ¹y D 0º and dist.P; †/a D ya.
Further, QC1 WD BC1 � I1 is the unit upper-half cylinder and @0QC1 D Q1 \ ¹y D 0º,
where BC1 WD B1 \ ¹y > 0º (B1 � RNC1 is the unit ball centered at 0) and I1 WD .�1; 1/,
while the symbols r and div denote the gradient and the divergence with respect to the
spatial variable z, respectively.

The function AWQC1 ! RNC1;NC1 is assumed to be symmetric and to satisfy the
following ellipticity condition: There exist 0 < � � ƒ < C1 such that

(1.2) �j�j2 � A.z; t/� � � � ƒj�j2;
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for all � 2 RNC1 and a.e. .z; t/ 2QC1 , while f WQC1 ! R and F WQC1 ! RNC1 are given
functions belonging to some suitable functional spaces. The notion of weak solution is
given in Definition 2.2.

Our theory fits into the context of the regularity theory for linear non-uniformly para-
bolic equations; in particular, second order linear parabolic equations where the lack of
uniform parabolicity is entailed by a weight term. Among all the papers on this topic, we
quote the pioneering works [15,25], where Harnack estimates and local Hölder continuity
of solutions have been established when the weight ! either comes from quasiconformal
mappings or belongs to the A2-Muckenhoupt class, that is,

sup
B

� 1

jBj

Z
B

!
�� 1

jBj

Z
B

!�1
�
� C;

where the supremum is taken over every ball B � RNC1.
The weight term jyja we are considering here is A2-Muckenhoupt in the range a 2

.�1; 1/. However, the peculiar geometry of the degeneracy/singularity set of our weight
– the characteristic hyperplane † – allows us to get more information compared to the
general theory quoted above and to deal with the full range a > �1.

In the spirit of the elliptic framework, see [46, 47, 49], one can build a complete
Schauder theory in C k;˛p spaces for weak solutions to (1.1): this is the main issue of
the present paper, together with its first part [4]. Let us remark here that the regularity we
obtain strongly relies on the natural conormal boundary condition

lim
y!0C

ya.AruC F / � eNC1 D 0

we impose on the characteristic hyperplane †. The reader should keep in mind that the
function y1�a is a solution to the homogeneous equation div.yar.y1�a//D 0when a < 1
with homogeneous Dirichlet boundary condition on† but, if a 2 .0; 1/, it is no more than
.1 � a/-Hölder continuous up to †.

We also mention [20, 29], where Schauder estimates are obtained when data are of
Dini type (elliptic framework), and [23,24], where the authors established some regularity
estimates of Sobolev type for a wide class of parabolic equations including (1.1) (see
also [36–39]).

Moreover, the study of weighted problems like (1.1) is strongly related to the the-
ory of edge operators [34, 35] and nonlocal operators. The latter relies in the connection
between a class of fractional heat operators like .@t � �/.1�a/=2 – possibly with vari-
able coefficients – and their extension theories [8, 40, 48], which represent the parabolic
counterpart of [13]. Within this context, Schauder estimates for solutions to fractional
parabolic equations involving .@t � divx.A.x/rx//.1�a/=2 have been established in [10].
With respect to our notation, this corresponds to regularity estimates in the .x; t/-variables
on † and a 2 .�1; 1/ (see also [11,14,22,42]). Let us also mention that space analyticity
(in the full z variable) and smoothness in .z; t/ of solutions to equation (1.1) were already
available by [9] when a 2 .�1; 1/ and coefficients are analytic and satisfy suitable extra
assumptions.

It is worth mentioning that the study of such operators is central in numerous papers of
recent years; we quote [3,12] (reaction-diffusion equations), [2,6,16] (obstacle problems),
[5,45] (nodal set analysis), [28] (nonlocal harmonic maps flow) and the references therein.
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According to [49] (elliptic setting), the Schauder estimates for equations with degen-
erate weights have a remarkable application in the context of the boundary Harnack
principles. Such boundary Harnack principles allow to “compare the regularity” of two
solutions u; v of the same equation (u > 0) which vanish on the same portion of a fixed
boundary. In particular, in rough domains such as Lipschitz, NTA or Hölder domains, the
ratio w D v=u is bounded up to the boundary where u and v vanish (in the first two cases
w is even Hölder continuous). The literature on the topic is extensive; we refer to [18, 19]
for a unified approach (equations in divergence and non-divergence form) and an inter-
esting review of the topic. Then, when the boundary is C k;˛ , the higher order boundary
Harnack principle improves the regularity of the quotient w up to C k;˛ , see [17] for the
elliptic case and [7,30] for its parabolic counterpart. We will see that our Schauder estim-
ates for weighted equations provides an alternative proof of some of the results contained
in the last two references.

Notably, the weighted elliptic Schauder theory developed in [46, 49] was used in the
recent papers [1] and [41] to derive higher regularity of free interfaces for some semilinear
free boundary problems (Alt–Phillips type). We wonder if the parabolic Schauder theory
we develop here, together with [4], may help to address similar results for semilinear free
boundary problems of parabolic type as well.

Main results

This paper is devoted to the higher order Schauder estimates for weak solutions to (1.1).
The statement of our main result follows.

Theorem 1.1. LetN � 1, a > �1, r 2 .0; 1/, ˛2 .0; 1/ and k 2N. Let A 2 C kC1;˛p .QC1 /

satisfy (1.2), let f 2 C k;˛p .QC1 / and F 2 C kC1;˛p .QC1 /, and let u be a weak solution
to (1.1). Then there exists C > 0, depending only on N , a, �, ƒ, r , ˛ and kAkC kC1;˛p .QC1 /

,
such that

(1.3) kuk
C
kC2;˛
p .QCr /

� C.kukL2.QC1 ;ya/
C kf k

C
k;˛
p .Q1/

C kF k
C
kC1;˛
p .Q1/

/:

In our previous work [4], we establishedC 0;˛p andC 1;˛p estimates for solutions to (1.1),
under suitable assumptions on coefficients and data, see Theorem 1.1 in [4]. These are
obtained through a regularization of the weight and approximation, that is, by proving
uniform-in-" regularity estimates for solutions u" of the equation with the regularized
weight ."2 C y2/a=2 and then passing to the limit as "! 0C. The strategy to prove C 2;˛p

(or higher order) estimates cannot rely on such "-regularization scheme, since the "-stabil-
ity of the C 2;˛p estimate is false in general, even in the elliptic framework, see Remark 5.4
in [46].

Before sketching the main steps of the proof of Theorem 1.1, it is important to high-
light the following facts, which substantially differ our strategy from the existing literat-
ure:
• In the weighted elliptic framework (see [46, 49]), as soon as the C 1;˛ regularity is

available, one can iterate it on derivatives. This is obtained in two steps: first, one
notices that, since the weighted elliptic operator commutes with all but one derivatives,
@xiu is also a solution for any i D 1; : : : ; N (and so @xiu gains regularity); then, the
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operator itself gives the regularity of the last derivative @yu. Formally, this is because,
in the special case A D I , one can re-write the equation as

�@yyu � @yF � eNC1 �
a

y
.@yuC F � eNC1/ D f C divx F C�xu;

and thus if �xu is smooth, then @yu is smooth by ODE methods (of course, provided
that the data are smooth as well).

• In the non-weighted parabolic framework (see [32]), the idea is roughly the same.
If �xu is smooth, then the equation

@tu D f C divF C�xu

yields smoothness of @tu.
• In the present degenerate parabolic setting, the “degenerate” variables are two, y

and t , and the above strategies do not apply. In particular, the induction argument
requires, as starting point, the C 2;˛p regularity of weak solutions (see Proposition 4.2).
Given the above remarks, our approach relies on a priori estimates and a regularization

procedure by convolution with standard mollifiers. More precisely, for theC 2;˛p regularity:
(i) We establish some a priori C 2;˛p estimates in Proposition 4.2 using a blow-up argu-

ment combined with a Liouville theorem (see Theorem 1.2 below), in the spirit
of [44] (see also [46] in the weighted elliptic setting).

(ii) We proveC 2;˛p regularity of weak solutions when the data areC1 (see Lemma 4.3).
In this step, the C 1;˛p regularity of weak solutions (see Theorem 2.4) is crucial.

(iii) We use an approximation scheme to regularize (1.1) by convolution of the data with
a family of standard mollifiers. Along the approximating sequence, the C 2;˛p regu-
larity estimate extends to weak solutions with f 2C 0;˛p and A; F 2C 1;˛p . In other
words, we prove the a posteriori regularity estimate in Theorem 1.1 when k D 0.

For the C kC2;˛ regularity, for every k � 1:
(iv) When the forcing term is zero, i.e., when f D 0, we iterate the regularity estimates

previously obtained – i.e., the C 1;˛p and C 2;˛p regularity – on partial derivatives of
solutions, by using the same scheme as in the proof of Lemma 4.3 and Theorem 1.1
follows quite easily.

(v) In the case of general forcing terms f 2C k;˛p , the argument of (iv) does not apply (at
least for k D 1), and hence we proceed as follows: we use the procedure described
at points (i), (ii) and (iii) at any order k. To be more precise, the C kC2;˛p a priori
estimates are obtained inductively on k, starting from the C 2;˛p a priori estimates
proved at point (i). This part crucially uses a delicate analysis of a second order
weighted-type derivative of solutions in y (see Lemma 5.3). The C kC2;˛p regularity
when the data are smooth (the analogous of point (ii)) is also proved by induction in
Lemma 5.2. Finally, with the same regularization argument in (iii), we finally obtain
Theorem 1.1.

As anticipated above, the proof of the a priori C 2;˛p estimates strongly relies on the
following Liouville theorem.
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Theorem 1.2. Let a > �1, m 2 N,  2 Œ0;mC 1/, and let u be an entire solution to

(1.4)

´
ya@tu � div.yaru/ D 0 in RNC1C �R;

limy!0C ya@yu D 0 on @RNC1C �R:

Assume that

(1.5) ju.z; t/j � C.1C .jzj2 C jt j/ /1=2 for a.e. .z; t/ 2 RNC1C �R:

Then u is a polynomial with degree at most m in z and at most bm=2c in t .

As a consequence of our main theorem, we can treat more general equations with
weights behaving as distance functions to a C kC2;˛ (k 2N) hypersurface � � RNC1

(curved characteristic manifolds) that we introduce below. The case of weights behaving
as distance functions to a C 1;˛ hypersurface is treated in Corollary 1.3 of [4].

Such equations are set in cylindrical domains �C � .�1; 1/ of RNC2 which “live”
on one side of � � .�1; 1/. Specifically, up to rotations and dilations, 0 2 � and there
exist a spacial direction y and a function ' 2 C kC2;˛.B1 \ ¹y D 0º/, with '.0/ D 0 and
rx '.0/ D 0, such that

(1.6) �C \ B1 D ¹y > '.x/º \ B1 and � \ B1 D ¹y D '.x/º \ B1:

Then the family of weights ı D ı.z/ we consider behave as a distance function to � in the
sense that ı 2 C kC2;˛.�C \ B1/, and

(1.7)

8̂<̂
:
ı > 0 in �C \ B1;
jrıj � c0 > 0 in �C \ B1;
ı D 0 on � \ B1;

and we consider weighted equations of the form

(1.8)

´
ıa@tu � div.ıaAru/ D ıaf C div.ıaF / in .�C \ B1/ � .�1; 1/;
ıa.AruC F / � � D 0 on .� \ B1/ � .�1; 1/;

where � is the unit outward normal vector to �C on � . See Definition 7.2 in [4] for the
definition of solutions to (1.8).

Corollary 1.3. Let a > �1, k2N, ˛2 .0; 1/ and let u be a weak solution to (1.8). Let ' 2
C kC2;˛.B1 \ ¹y D 0º/ be the parametrization defined in (1.6) and ı 2C kC2;˛.�C \B1/
satisfying (1.7). Let also A; F 2C kC1;˛p ..�C \ B1/ � .�1; 1//, with A satisfying (1.2),
and let f 2C k;˛p ..�C \B1/� .�1;1//. Then there exists a constant C > 0, depending on
N , a, �,ƒ, ˛, c0, kAkC kC1;˛p ..�C\B1/�.�1;1//, k'kC kC2;˛.B1\¹yD0º/ and kıkC kC2;˛.�C\B1/,
such that

kuk
C
kC2;˛
p ..�C\B1=2/�.�1=2;1=2//

� C
�
kukL2..�C\B1/�.�1;1/;ıa/

C kf k
C
k;˛
p ..�C\B1/�.�1;1//

C kF k
C
kC1;˛
p ..�C\B1/�.�1;1//

�
:
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Finally, following the program of the elliptic setting (see [49]), we provide an altern-
ative proof of some parabolic higher order boundary Harnack principles as in [7, 30].
Such kind of “regularity comparison principle” between two caloric functions u; v (or
solutions to more general parabolic equations), vanishing on the same fixed boundary, can
be viewed as the Schauder regularity of their quotient w D v=u, which in turn satisfies a
parabolic equation with degenerate weight u2, see (7.1). After proper diffeomorphic trans-
formations of the domain, the Schauder theory for the ratio w follows as a byproduct of
our main Theorem 1.1.

The “regularity comparison principle” is localized at boundary points which lie on the
lateral parabolic boundary of a space-time domain. In other words, let us consider u; v
solutions of

(1.9)

8̂̂̂<̂
ˆ̂:
@tu � div.Aru/ D g C V uC b � ru in � \Q1;
@tv � div.Arv/ D f C V v C b � rv in � \Q1;
u.z; t/ � c0 dp..z; t/; @� \Q1/ in � \Q1;
u D v D 0 on @� \Q1;

where A, V , b, g and f are suitable data (see Theorem 1.4 below). Here, up to rotations,
dilations and translations, 0 belongs to the parabolic lateral boundary of �; that is, there
exists a parametrization ' such that

(1.10) � \Q1 D ¹y > '.x; t/º and @� \Q1 D ¹y D '.x; t/º;

with '.0/ D 0 and rx '.0/ D 0. Moreover, the parabolic distance to the boundary is
defined as

dp..z; t/; @� \Q1/ D inf
.�;�/2@�\Q1

dp..z; t/; .�; �//;

and the parabolic distance between points is defined in (2.1).
We will present here the parabolic higher order boundary Harnack principle for equa-

tions in divergence form in C kC2;˛p -domains, k2N. However, let us stress the fact that the
regularity assumptions we make on boundaries, coefficients and right-hand sides, always
allows to pass from non-divergence to divergence form equations and vice versa, inter-
changeably. So, we are considering the same conditions set in [7], which are slightly
more general compared to [30], where the assumptions on the drift terms are suboptimal.
Actually, our approach allows us to treat equations with nontrivial forcing terms g in the
right-hand side of the equation of u.

Theorem 1.4. Let k 2N, ˛ 2 .0; 1/, and let u and v be solutions to (1.9). Let also ' 2
C kC2;˛p .Q1 \ ¹y D 0º/ be the parametrization defined in (1.10). Finally, let A; f; g 2
C kC1;˛p .� \Q1/, with A satisfying (1.2), and V; b 2 C k;˛p .� \Q1/. Then there exists
a constant C > 0, depending on N , �, ƒ, c0, ˛, kAkC kC1;˛p .�\Q1/, kgkC kC1;˛p .�\Q1/,
kV kC k;˛p .�\Q1/, kbkC k;˛p .�\Q1/, k'kC kC2;˛p .Q1\¹yD0º/ and kukL2.�\Q1/, such thatv

u


C
kC2;˛
p .�\Q1=2/

� C.kvkL2.�\Q1/ C kf kC kC1;˛p .�\Q1/
/:
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2. Preliminaries

In this section, we introduce some preliminary notions from [4] (parabolic Hölder spaces,
weak solutions, and so on). Further, we prove some auxiliary/technical results we will
repeatedly use throughout the paper. We begin with the definitions of the parabolic Hölder
spaces, see Chapter 4 of [32] and Chapter 1 of [31].

2.1. Parabolic Hölder spaces

Let��RNC1 �R be an open subset and uW�!R. The parabolic distance dpW���!
R is defined by

(2.1) dp..z; t/; .�; �// WD .jz � �j
2
C jt � � j/1=2;

for all .z; t/; .�; �/ 2 �, where z; � 2 RNC1, t; � 2 R. For ˛ 2 .0; 1�, we define the
seminorms

Œu�
C
0;˛
p .�/

WD sup
.z;t/;.�;�/2�
.z;t/ 6D.�;�/

ju.z; t/ � u.�; �/j

.jz � �j2 C jt � � j/˛=2
,

Œu�
C
0;˛
t .�/

WD sup
.z;t/;.z;�/2�

t 6D�

ju.z; t/ � u.z; �/j

jt � � j˛
,

and the norm
kuk

C
0;˛
p .�/

WD kukL1.�/ C Œu�C 0;˛p .�/
:

If ˇ 2 NNC1 is a multi-index and k � 1, we define the seminorms

Œu�
C
k;˛
p .�/

WD

X
jˇ jC2jDk

Œ@ˇx@
j
t u�C 0;˛p .�/

C Œu�
C
k�1;.1C˛/=2
t .�/

;

Œu�
C
k;.1C˛/=2
t .�/

WD

X
jˇ jC2jDk

Œ@ˇx@
j
t u�C 0;.1C˛/=2t .�/

;

and the norm
kuk

C
k;˛
p .�/

D

X
jˇ jC2j�k

sup
�

j@ˇx@
j
t uj C Œu�C k;˛p .�/

:

We set
C k;˛p .�/ WD ¹uW�! R W kuk

C
k;˛
p .�/

< C1º:

Finally, we recall some interpolation inequalities in parabolic Hölder spaces.

Lemma 2.1 (Proposition 4.2 in [32]). Let N � 1, and 0 < ˇ < ˛ � 1. Then, for every
" > 0, there exists C > 0 depending on N and " such that

(2.2)

8̂̂<̂
:̂
kuk

C
0;ˇ
p .�/

� CkukL1.�/ C "kukC 0;˛p .�/
;

krukL1.�/ � CkukL1.�/ C "Œu�C 1;˛p .�/
;

kD2ukL1.�/ C k@tukL1.�/ � CkukL1.�/ C "Œu�C 2;˛p .�/
:
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2.2. Weak solutions, energy estimates and C 1;˛p regularity

Let r > 0. In what follows, Br � RNC1 denotes the ball of radius r centered at the origin,
Ir WD .�r

2; r2/�R,Qr WDBr � Ir �RNC2 is the parabolic cylinder of radius r centered
at the origin andQCr WDQr \ ¹y > 0º, while @0QCr WDQr \ ¹y D 0º is the flat boundary
of the half cylinder.

We first recall the definition of weak solutions to problem (1.1), see Definition 2.15
in [4]. The weighted energy spaces appearing below, L2.QCr ; y

a/, L2.QCr ; y
a/NC1,

H 1.BCr ; y
a/, L2.Ir IH 1.BCr ; y

a//, L1.Ir I L2.BCr ; y
a//, are defined in Section 2.1

of [4].

Definition 2.2. Let a > �1, N � 1, r > 0, f 2L2.QCr ; y
a/, F 2L2.QCr ; y

a/NC1. We
say that u is a weak solution to (1.1) if u 2 L2.Ir IH 1.BCr ; y

a// \ L1.Ir IL
2.BCr ; y

a//

and satisfies

�

Z
QCr

yau@t� dzdt C

Z
QCr

yaAru � r� dzdt D

Z
QCr

ya.f � � F � r�/ dzdt;

for every � 2 C1c .Qr /. We say that u is an entire solution to´
ya@tu � div.yaAru/ D yaf C div.yaF / in RNC1C �R;

limy!0C ya.AruC F / � eNC1 D 0 on @RNC1C �R;

if, for every r > 0, u is a weak solution to (1.1).

Weak solutions satisfy the following local energy inequality. We state the version we
obtained in [4] in the spirit of [8].

Lemma 2.3 (Lemma 3.2 in [4]). LetN � 1, a 2R, and let the functionA satisfy (1.2). Let
f 2L2.QC1 ; y

a/, F 2L2.Q1; ya/NC1, and let u be a weak solution to (1.1). Then there
exists C > 0 depending only on N , a, � and ƒ such that, for every 1=2 � r 0 < r < 1,

ess sup
t2.�r 02;r 02/

Z
BC
r 0

yau2 C

Z
QC
r 0

yajruj2(2.3)

� C
h 1

.r � r 0/2

Z
QCr

yau2 C kf k2
L2.QC1 ;y

a/
C kF k2

L2.QC1 ;y
a/

i
:

Finally, we state the main theorem in [4].

Theorem 2.4 (Theorem 1.1 in [4]). LetN � 1, a > �1, r 2 .0; 1/, p > N C 3C aC and
˛2 .0; 1/\ .0; 1� .N C 3C aC/=p�. Let A 2 C 0;˛p .QC1 / satisfy (1.2), f 2Lp.QC1 ; y

a/,
F 2C

0;˛
p .QC1 /, and let u be a weak solution to (1.1). Then there exists C > 0, depending

only on N , a, �, ƒ, r , p, ˛ and kAkC 0;˛p .QC1 /
, such that

kuk
C
1;˛
p .QCr /

� C.kukL2.QC1 ;ya/
C kf kLp.QC1 ;ya/

C kF k
C
0;˛
p .Q1/

/:

Moreover, u satisfies the conormal boundary condition

.AruC F / � eNC1 D 0 on @0QCr :
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2.3. Technical results

In what follows, we prove some auxiliary results that we will use throughout the paper.
We begin with a local L2 bound for difference quotients of weak solutions with respect to
the time variable.

Lemma 2.5. Let N � 1, a > �1 and let A satisfying (1.2) be such that @tA 2 L1.QC1 /.
Let also f 2L2.QC1 ; y

a/ and F 2L2.QC1 ; y
a/NC1 be such that @tf 2L2.QC1 ; y

a/ and
@tF 2L

2.QC1 ; y
a/NC1, and let u be a weak solution to (1.1). Consider the difference

quotient of u with respect to t :

(2.4) uh.z; t/ WD
u.z; t C h/ � u.z; t/

h
, h > 0:

Then there exists C > 0, depending only on N , a, � and ƒ, such that, for every r 0; r 2 R
satisfying 1=2 � r 0 < r < 1 and h > 0,Z

QC
r 0

ya.uh/2 � C
� 1

.r � r 0/2

Z
QCr

yajruj2 C kf k2
L2.QC1 ;y

a/
C kF k2

L2.QC1 ;y
a/

(2.5)

C k@tAk
2

L1.QC1 /

Z
QCr

yajruj2Ck@tf k
2

L2.QC1 ;y
a/
Ck@tF k

2

L2.QC1 ;y
a/

�
:

Proof. Fix r; r 0 such that 1=2 � r 0 < r < 1. For h > 0, with r < 1� h, let us consider the
Steklov average of u:

uh.z; t/ D
1

h

Z tCh

t

u.z; s/ dz;

which, by definition, satisfies @tuh D uh a.e. in Q1 and the equation

(2.6)
Z
QCr

ya.@tuh� C .Aru/h � r�/ D

Z
QCr

ya.fh� � Fh � r�/ dz dt;

for all � 2 C1c .Q
C
1 /. Now, for simplicity of the exposition, we assume f D 0, F D 0,

and we discuss how to treat the general case in a second step.
Let us take � D �2uh as test function in (2.6), where � is a smooth cut-off function

which will define later. Using the Hölder and Young inequalities, the properties of Steklov
averages and (1.2), we obtainZ

QC1

ya�2.uh/2 D

Z
QC1

ya
�
�2.Aru/h � ru

h
C 2�uh.Aru/h � r�

�
(2.7)

�

� Z
QC1

ya�2j.Aru/hj
2
�1=2� Z

QC1

ya�2jruhj2
�1=2

C 2
� Z

QC1

ya�2.uh/2
�1=2� Z

QC1

yaj.Aru/hj
2
jr�j2

�1=2
�
C

ı

Z
QC1

yajruj2 C ı

Z
QC1

ya�2jruhj2

C
1

2

Z
QC1

ya�2.uh/2 C C

Z
QC1

yajr�j2jruj2;

for any fixed ı > 0 and C > 0 depending only on N , a, � and ƒ.
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In the spirit of Lemma 3.3 in [21], we set

r0 D r
0; rn D r

0
C

nX
kD1

r � r 0

2k
and sn D

rn C rnC1

2
, n2N;

and notice that rn and sn are increasing sequences satisfying rn < sn < rnC1, rn ! r

and sn ! r .
For a given n2N, taking a cut-off function �n 2 C1c .Q

C
1 / in (2.7) such that

spt �n � QCsn ; �n � 1 in QCrn ; 0 � �n � 1 and jr�nj � C
2n

r � r 0
,

we deduce

(2.8)
1

2

Z
QCrn

ya.uh/2 � ı

Z
QCsn

yajruhj2 C C
� 22n

.r � r 0/2
C
1

ı

� Z
QCr

yajruj2:

Now, noticing that uh is a weak solution to

ya@tu
h
� div.yaAruh/ D div.yaAhru/ in QCr ;

we may apply the Caccioppoli inequality (2.3) to uh to obtain

(2.9)
Z
QCsn

yajruhj2 �
C 022n

.r � r 0/2

Z
QCrnC1

ya.uh/2 C C 0
Z
QCr

yajAhruj2;

for some C 0 > 0 independent of h; r; r 0. Then, setting ıD 1
9
.r�r 0/2

C 022n
in (2.8) and using (2.9),

we haveZ
QCrn

ya.uh/2 �
1

9

Z
QCrnC1

ya.uh/2

C
C22n

.r � r 0/2

Z
QCr

yajruj2 C
Ck@tAk

2
L1.QC1 /

22n

Z
QCr

yajruj2:

Now, multiplying both sides by 3�2n and summing over n, we see that
1X
nD0

3�2n
Z
QCrn

ya.uh/2 �

1X
nD0

3�2n�2
Z
QCrnC1

ya.uh/2

C
C

.r � r 0/2

1X
nD0

�2
3

�2n Z
QCr

yajruj2

C

1X
nD0

Ck@tAk
2
L1.QC1 /

62n

Z
QCr

yajruj2;

which implies thatZ
QC
r 0

ya.uh/2 �
C

.r � r 0/2

Z
QCr

yajruj2 C Ck@tAk
2

L1.QC1 /

Z
QCr

yajruj2;

for some new C > 0, which is exactly (2.5) in the case f D 0 and F D 0.
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For non-trivial f and F in the right-hand side, we have two additional terms: one
in (2.7) and one in (2.9). Both of them can be estimated using the arguments above,
namely,Z
QC1

ya.fh�
2uh C Fh � r.�

2uh//

� Ckf k2
L2.QC1 ;y

a/
C CıkF k

2

L2.QC1 ;y
a/
C
1

4

Z
QC1

ya�2.uh/2 C ı

Z
QC1

ya�2jruhj2;

for every ı > 0, where we have implicitly used thatZ
QC1

ya..f h/2 C jF hj2/ �

Z
QC1

ya..@tf /
2
C j@tF j

2/;

for every h 2 .0; 1/. With such estimate at hand, the argument above can be slightly adap-
ted to obtain (2.5) in the general case.

An immediate consequence of the above estimates is that, under suitable regularity
assumptions on the data, derivatives (with respect to t and x) of weak solutions to (1.1)
are still weak solutions (of a suitable problem of the class (1.1)).

Lemma 2.6. Let a > �1, N � 1, r 2 .0; 1/ and let A satisfying (1.2) be such that @tA 2
L1.QC1 /. Let f 2L2.QC1 ;y

a/ andF 2L2.QC1 ;y
a/ be such that @tf;@tF 2L2.QC1 ;y

a/,
and let u be a weak solution to (1.1). Then v WD @tu is a weak solution to

(2.10)

´
ya@tv � div.yaArv/ D ya@tf C div.ya.@tAruC @tF // in QCr ;
limy!0C ya.Arv C @tAruC @tF / � eNC1 D 0 on @0QCr :

Proof. Let us fix 0 < r < r 0 < r 00 < 1 and h > 0 such that r 00 < 1 � h. Let uh be the dif-
ference quotient of u with respect to to t defined in (2.4). By Lemma 2.5, kuhkL2.QC

r 00
;ya/

is bounded independently of h > 0. Further, since uh is a weak solution to

(2.11) ya@tu
h
� div.yaAruh/ D yaf h C div.ya.F h C Ahru// in QCr 00 ;

we may use Lemma 2.3 to deduce that kuhkL1.Ir 0 ;L2.BCr 0 ;ya// and kuhkL2.Ir 0 ;H1.BC
r 0
;ya//

are bounded independently of h > 0 as well.
Now, let � 2 C1c .Br 0/ be a cut-off function such that 0 � � � 1 and � � 1 in Br and

set vh WD �uh 2 L2.Ir 0 ;H 1
0 .B

C

r 0 ; y
a//. Arguing as in Lemma 4.2 and Remark 2.16 of [4],

we obtain that vh is a weak solution to

ya@tv
h
� div.yaArvh/ D ya Qf C div.ya QF / in QCr 0 ;

where

Qf WD f h� � .F hCAhru/ � r� � Aruh � r� and QF WD .F hCAhru/� � uhAr�;

satisfying also k@tvhkL2.Ir 0 ;H�1.BCr 0 ;ya// � C , for some C > 0 independent of h > 0.
Consequently,

kvhkL2.Ir 0 ;H1
0 .B

C

r 0
;ya// C k@tv

h
kL2.Ir 0 ;H

�1.BC
r 0
;ya// � C;
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for some C > 0 independent of h > 0. Consequently, the Aubin–Lion lemma (see, e.g.,
Corollary 8 in [43]) yields the existence of v 2 L2.Ir 0 ;H 1

0 .B
C
r 0 ; y

a// such that vh! v in
L2.QCr 0 ; y

a/ and rvh* rv in L2.QCr 0 ; y
a/. Since � � 1 in QCr , one has that uh! @tu

in L2.QCr ; y
a/ and ruh* r.@tu/ in L2.QCr ; y

a/. Furthermore, by the (H=W) property
(see [50, 51]), one has @tu 2 L2.Ir ; H 1.BCr ; y

a// and @tu 2 L1.Ir ; L2.BCr ; y
a// by

Fatou’s lemma.
Finally, let us fix a test function � 2 C1c .Qr / if a 2 .�1; 1/ or � 2 C1c .Q

C
r / if a � 1.

By the same argument of Lemma 4.2 in [4], we can take the limit as h! 0C in the weak
formulation of (2.11), to deduce

0 D

Z
QCr

ya.�uh�t C Aru
h
� r� � f h� C .F h C Ahru/ � r�/

!

Z
QCr

ya.�@tu�t C Ar@tu � r� � @tf � C .@tF C @tAru/ � r�/

as h! 0C, that is, @tu is a weak solution to (2.10).

Analogously, we obtain the equations of the partial derivatives with respect to x.

Lemma 2.7. Let a > �1, N � 1, r 2 .0; 1/, i 2 ¹1; : : : ; N º and let A satisfying (1.2)
be such that @xiA 2 L

1.QC1 /. Let f 2L2.QC1 ; y
a/ and F 2L2.QC1 ; y

a/ be such that
@xif; @xiF 2L

2.QC1 ; y
a/, and let u be a weak solution to (1.1). Then vi WD @xiu is a

weak solution to

(2.12)

´
ya@tvi � div.yaArvi / D ya@xif C div.ya.@xiAruC @xiF // in QCr ;
limy!0C ya.Arvi C @xiAruC @xiF / � eNC1 D 0 on @0QCr :

The proof closely follows the above one and we skip it.
The following two auxiliary results are in the spirit of Lemma 2.3 in [49] and The-

orem 7.5 in [46] (see also Lemma 2.4 and Remark 2.5 in [49]) in the elliptic setting, and
turn out to be crucial in rest of the paper.

Lemma 2.8. Let k 2N and v 2 C kC1;˛p .QC1 / be such that v.x; 0; t/ � 0. Then v=y 2
C k;˛p .QC1 / and Œv=y�C k;˛p .QC1 /

� Œv�C kC1;˛p .QC1 /
.

The proof follows its elliptic counterpart and we skip it.

Lemma 2.9. Let a > �1, k 2N, ˛ 2 .0; 1/ and let g 2 C k;˛p .QC1 /. Then the function

'.x; y; t/ D
1

y1Ca

Z y

0

sag.x; s; t/ ds

belongs to C k;˛p .QC1 / and Œ'�C k;˛p .QC1 /
� C Œg�C kC1;˛p .QC1 /

, for some C > 0 depending only
on a. Moreover, the function

 .x; y; t/ D
1

ya

Z y

0

sag.x; s; t/ ds

satisfies @y 2C k;˛p .QC1 / and Œ@y �C k;˛p .QC1 /
�C Œg�C kC1;˛p .QC1 /

, for some C > 0 depend-
ing only on a.
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Proof. First, notice that the second statement follows immediately from the first since
@y D �a' C g:

We prove the first statement by induction. Let kD 0 and g 2C 0;˛p .QC1 /. The parabolic
Hölder continuity in x and t is trivially verified. Indeed, let P1 D .x1; y; t1/ and P2 D
.x2; y; t2/. Then

j'.P2/� '.P1/j �
1

y1C˛

Z y

0

sajg.x1; s; t1/�g.x2; s; t2/jds �
Œg�C 0;˛p .QC1 /

1C a
dp.P2;P1/

˛:

For ı > 0, let us consider

S1 WD ¹.y1; y2/ W 0 < y1 < y2 � 1 and y2 � y1 � ıy2º;
S2 WD ¹.y1; y2/ W 0 < y1 < y2 � 1 and y2 � y1 < ıy2º:

Taking y1; y2 2 S1, one has

j'.x; y2; t / � '.x; y1; t /j D
ˇ̌̌ 1

yaC12

Z y2

0

sag.x; s; t/ ds �
1

yaC11

Z y1

0

sag.x; s; t/ ds
ˇ̌̌

D

ˇ̌̌ 1

yaC12

Z y2

0

sa.g.x; s; t/ � g.x; 0; t// ds

�
1

yaC11

Z y1

0

sa.g.x; s; t/ � g.x; 0; t// ds
ˇ̌̌

�
Œg�C 0;˛p .QC1 /

yaC12

Z y2

0

saC˛ ds C
Œg�C 0;˛p .QC1 /

yaC11

Z y1

0

saC˛ ds

D
Œg�C 0;˛p .QC1 /

aC ˛ C 1
.y˛2 C y

˛
1 / �

2Œg�C 0;˛p .QC1 /

aC ˛ C 1
y˛2

�
2Œg�C 0;˛p .QC1 /

ı˛.aC ˛ C 1/
.y2 � y1/

˛:

Let now y1; y2 2 S2. Then

j'.x; y2; t / � '.x; y1; t /j

D

ˇ̌̌ 1

yaC12

Z y2

0

sa.g.x; s; t/ � g.x; 0; t// ds

�
1

yaC11

Z y1

0

sa.g.x; s; t/ � g.x; 0; t// ds
ˇ̌̌

�
1

yaC12

Z y2

y1

sajg.x; s; t/ � g.x; 0; t/j ds

C

� 1

yaC11

�
1

yaC12

� Z y1

0

sajg.x; s; t/ � g.x; 0; t/j ds

�
Œg�C 0;˛p .QC1 /

aC ˛ C 1

�yaC˛C12 � yaC˛C11

yaC12

C

� 1

yaC11

�
1

yaC12

�
yaC˛C11

�
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D
Œg�C 0;˛p .QC1 /

aC ˛ C 1

�
y˛2 � y

˛
1

�y1
y2

�aC1
C y˛1

�
1 �

�y1
y2

�aC1��
D
Œg�C 0;˛p .QC1 /

aC ˛ C 1

�
y˛2 C y

˛
1 � 2y

˛
1

�y1
y2

�aC1�
D
Œg�C 0;˛p .QC1 /

aC ˛ C 1

�
y˛2 � y

˛
1 C 2y

˛
1

�
1 �

�y1
y2

�aC1��
�
Œg�C 0;˛p .QC1 /

aC ˛ C 1

�
y˛2 � y

˛
1 C Cay

˛
1

�
1 �

y1

y2

��
;

where Ca > 0 is a constant which depends only on a. Consequently, since by definition
y1=y2 > 1 � ı, we have

j'.x; y2; t / � '.x; y1; t /j

.y2 � y1/˛
�
Œg�C 0;˛p .QC1 /

aC ˛ C 1

� y˛2 � y
˛
1

.y2 � y1/˛
C Ca

y˛1 .y2 � y1/

y2.y2 � y1/˛

�
�
Œg�C 0;˛p .QC1 /

aC ˛ C 1
.1C Caı

1�˛/;

and hence, the case k D 0 follows.
Next, let us assume that the our claim is true for some k 2 N and let us prove it for

k C 1. We assume g 2 C kC1;˛p .QC1 / and show that ' 2 C kC1;˛p .QC1 /.
Since

@xi' D
1

y1Ca

Z y

0

sa@xig.x; s; t/ ds; i D 1; : : : ;N; @t' D
1

y1Ca

Z y

0

sa@tg.x; s; t/ ds;

we immediately have that ' is C kC1 in x and t . Moreover, the boundedness of the
C .1C˛/=2t -seminorm of the mixed-derivatives follows as the case k D 0.

We are left to prove that @y' 2 C k;˛p .QC1 /. To do this, we can rewrite ' as

'.x; y; t/ D
1

y1Ca

Z y

0

sa.g.x; s; t/ � g.x; 0; t// ds C
g.x; 0; t/

aC 1
,

and observe that

@y'.x; y; t/ D �
aC 1

y2Ca

Z y

0

saC1
g.x; s; t/ � g.x; 0; t/

s
ds C

g.x; y; t/ � g.x; 0; t/

y
�

By Lemma 2.8, one has that

g.x; y; t/ � g.x; 0; t/

y
2 C k;˛p .QC1 /;

and our claim follows by the inductive assumption.

3. Liouville theorem

This section is devoted to the proof of the Liouville-type Theorem 1.2. We remark that,
in the case a 2 .�1; 1/, entire solutions to (1.4) satisfy the smoothness estimates in The-
orem 1.1 of [9], hence, the proof of the Liouville theorem follows by a standard rescaling
argument (for example, see Proposition 1.19 in [26]).
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Proof of Theorem 1.2. Let us fix R > 1 and define

Q WD aC C 2 CN C 3:

Step 1. Choosing r 0 D R and r D 2R in (2.3) and using (1.5), we get

(3.1)
Z
QCR

yajruj2 �
C

R2

Z
QC2R

yau2 � CR Q�2;

for some C > 0 depending only on N and a. On the other hand, choosing r 0 D R and
r D 2R in (2.5) and combining (3.1) and (1.5), we obtain

(3.2)
Z
QCR

ya.@tu/
2
�
C

R4

Z
QC4R

yau2 � CR Q�4;

for some new C > 0.
Step 2. In this step, we prove that u is a polynomial in x. By Lemma 2.7, for every

multi-index ˇ 2 NN , @ˇxu is a weak solution to (1.4). Then, by iterating (3.1), one hasZ
QR

ya.@ˇxu/
2
�

Z
QR

yajruj2 � CR Q�2jˇ j:

Consequently, taking ˇ such that Q � 2jˇj < 0 and passing to the limit as R ! C1, it
follows that @ˇxu D 0 and therefore u is a polynomial in the variable x, with degree less
than or equal to m (the bound on the degree immediately follows by (1.5)).

Step 3. A slight modification of the above argument, which uses (3.2) instead of (3.1),
shows that u is a polynomial in the variable t , with degree less or equal than bm=2c.

Step 4. The last step is to prove that u is polynomial in y. By Remark 4.4 in [4], we
notice that the even extension of u with respect to y is an entire solution to

(3.3) jyja@tu � div.jyjaru/ D 0 in RNC1 �R:

Further, by Lemma 5.2 in [4], v WD jyja@yu is an entire solution to

jyj�a@tu � div.jyj�aru/ D 0 in RNC1 �R;

while

(3.4) w1 WD jyj
�a@yv D @yyu � a

@yu

y
,

is an entire solution to (3.3). Now, applying (2.3) twice, we deduceZ
QR

jyjaw21 �

Z
QR

jyj�ajrvj2 �
C

R2

Z
Q2R

jyj�av2

�
C

R2

Z
Q2R

jyjajruj2 �
C

R4

Z
Q4R

jyjau2 � CR Q�4:
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Setting

(3.5) wjC1 WD @yywj C a
@ywj

y
,

and noticing that wjC1 is an entire solution to (3.3) for j 2 NC, we may iterate the argu-
ment above to show the existence of k 2N such that Q � 4k < 0 andZ

QR

jyjawk � CR
Q�4k :

Hence, taking the limit as R!C1, we obtain wk D 0, that is,

@yywk�1 C a
@ywk�1

y
D 0:

The above ODE can be explicitly solved:

wk�1 D c2k�1.x; t/yjyj
�a
C c2k�2.x; t/;

where c2k�1.x; t/ and c2k�2.x; t/ are polynomials. Now, iteratively solving the ODEs
in (3.5) and (3.4), we obtain an explicit formula for u:

(3.6) u D c0.x; t/C
X
i�1

y2ic2i .x; t/C
X
i�1

y2i�1jyj�ac2i�1.x; t/;

where ci .x; t/ are polynomial. All solutions to (3.3) satisfying a polynomial growth con-
dition (without imposing any symmetry condition) have the form (3.6). Since u is an even
solution (which comes from the conormal condition at the hyperplane), c2i�1 � 0 for
every i � 1. Therefore, our statement follows from the growth assumption (1.5).

In the following remark, we also provide a classification of the entire solutions to (1.4)
satisfying the growth condition (1.5). Such classification was already obtained in Lem-
ma 3.2 of [6] in the range a 2 .�1; 1/ (see also Lemma 5.2 in [27] in the elliptic setting).
We present the proof for completeness.

Remark 3.1. Let a > �1 and let q� D q�.x; t/ be a polynomial of parabolic degree � in
RN � R. Then there exists a unique polynomial Qq� D Qq�.x; y; t/ of parabolic degree �
in RN �RC �R such that Qq� satisfies (1.4) and Qq�.x; 0; t/ D q�.x; t/ for every .x; t/ 2
RN �R. Moreover,
(3.7)

Qq�.x;y; t/D q�.x; t/C

b�=2cX
iD1

y2i

2iŠ
c2i .@t ��x/

iq�.x; t/; where c2i D

iY
jD1

2j � 1

2j �1Ca
�

Proof of (3.7). We denote with�.x;y/ the Laplacian in the variables .x;y/,�x the Lapla-
cian in the variable x and .@t ��x/i the heat operator applied i times. Let M WD b�=2c.

If such a polynomial Qq� exists and satisfies the Neumann boundary condition, that is,
ya@y Qq� ! 0 as y ! 0C, then

Qq�.x; y; t/ D q�.x; t/C

MX
iD1

y2iqi .x; t/;
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where qi .x; t/ are polynomials such that y2iqi .x; t/ have parabolic degree at most �.
Indeed, according to Theorem 2.4, Qqk satisfies the stronger Neumann boundary condition
@y Qq� D 0 on y D 0. This implies that Qq� cannot contain a nontrivial term yq1.x; t/. As in
the proof of Theorem 1.2, we may iterate this argument to show that any term of the form
y2iC1qi .x; t/ is identically zero.

Notice that

0 D .@t ��.x;y// Qq� �
a

y
@y Qq�(3.8)

D .@t��x/q�C

MX
iD1

y2i .@t��x/qi�

MX
iD1

2i.2i�1/y2i�2qi�a

MX
iD1

2iy2i�2qi

D .@t��x/q��.2C2a/q1C

M�1X
iD1

y2i ..@t��x/qi�.2iC2/.2iC1Ca/qiC1/

C y2M .@t ��x/qM :

Now, by iteratively solving the equation in (3.8), we obtain

(3.9)

8̂̂̂̂
ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
:̂

q1 D
.@t ��x/q�

2.1C a/
,

q2 D
.@t ��x/q1

4.3C a/
D

.@t ��x/
2q�

4.3C a/2.1C a/
,

qi D .@t ��x/
iq�

iY
jD1

1

2j.2j � 1C a/
D
.@t ��x/

iq�

2iŠ

iY
jD1

2j � 1

2j � 1C a
,

for i 2 ¹1; : : : ;M º. By construction, the function Qq� defined in (3.7) satisfies our statement.
The uniqueness of Qq� immediately follows by the explicit formula (3.9) and the linearity
of the differential operator.

4. C 2;˛
p regularity

The goal of this section is to prove Theorem 1.1 when k D 0.

Theorem 4.1. Let N � 1, a > �1, r 2 .0; 1/, ˛ 2 .0; 1/. Let A 2 C 1;˛p .QC1 / satisfy (1.2),
let f 2C 0;˛p .QC1 / and F 2C 1;˛p .QC1 /, and let u be a weak solution to (1.1). Then there
exists C > 0, depending only on N , a, �, ƒ, r , ˛ and kAkC 1;˛p .QC1 /

, such that

(4.1) kuk
C
2;˛
p .QCr /

� C.kukL2.QC1 ;ya/
C kf k

C
0;˛
p .Q1/

C kF k
C
1;˛
p .Q1/

/:

The proof is based on some a priori estimates and an approximation argument we
present below.

4.1. A priori C 2;˛p estimates

We begin by showing the a priori C 2;˛p estimates, stated in the following.
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Proposition 4.2. Let N � 1, a > �1, ˛ 2 .0; 1/ and r 2 .0; 1/. Let A 2 C 1;˛p .QC1 / sat-
isfy (1.2), let f 2C 0;˛p .QC1 /, F 2C

1;˛
p .QC1 / and let u 2 C 2;˛p .QC1 / be a weak solution

to (1.1). Then there exists C > 0, depending only on N , a, �, ƒ, r , ˛, kAkC 1;˛p .QC1 /
, such

that (4.1) holds.

Proof. The proof is divided in several steps as follows.
Step 1. Without loss of generality, we prove the statement for r D 1=2. To sim-

plify the notation, let xNC1 D y, @i WD @xi for i D 1; : : : ; N C 1, and @ij WD @i@j for
i; j D 1; : : : ; N C 1. In the following, we will refer to the variable y as either y or xNC1
depending on what seems more convenient. We begin with some preliminary observations.

By the regularity assumptions and Theorem 2.4, one has that u satisfies the equation
pointwise in QC1 , and so

(4.2)
�
@tu �

NC1X
i;jD1

Ai;j @iju �
a

y

NC1X
jD1

ANC1;j @ju
�
D

�
g C

a

y
FNC1

�
in QC1 ;

where

g WD

NC1X
i;jD1

@iAi;j @juC f C

NC1X
iD1

@iF 2C
0;˛
p .QC1 /

satisfies

kgk
C
0;˛
p .QC1 /

� 3kAk
C
1;˛
p .QC1 /

kuk
C
1;˛
p .QC1 /

C kf k
C
0;˛
p .QC1 /

C kF k
C
1;˛
p .QC1 /

(4.3)

� C.kukL1.QC1 /
CkD2ukL1.QC1 /

Ckf k
C
0;˛
p .QC1 /

CkF k
C
1;˛
p .QC1 /

/;

for some C > 0 depending on kAkC 1;˛p .QC1 /
, thanks to the interpolation inequality (2.2).

By the regularity assumptions on the data and u, and using the conormal boundary
condition in (1.1) (which is satisfied pointwise by Theorem 2.4), we can take the limit as
y ! 0C in (4.2) to get

lim
y!0C

a
�PNC1

jD1 ANC1;j @juC FNC1
�
.x; y; t/

y
(4.4)

D a@y

�NC1X
jD1

ANC1;j @juCFNC1

�
.x; 0; t/D

�
@tu�

X
i;j

Ai;j @iju�g
�
.x; 0; t/;

for every .x; 0; t/ 2 @0QC1 .
It is enough to prove that for every ı > 0 sufficiently small,

Œu�
C
2;˛
p .QC

1=2
/
� ı Œu�

C
2;˛
p .QC1 /

C Cı
�
kD2ukL1.QC1 /

C kukL1.QC1 /
(4.5)

C kf k
C
0;˛
p .QC1 /

C kF k
C
1;˛
p .QC1 /

�
;

for some Cı > 0 depending only on ı, N , a, �, ƒ, ˛, kAkC 1;˛p .QC1 /
. We will show later

how (4.1) follows by (4.5).
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Step 2. Contradiction argument and blow-up sequences.
By contradiction, we assume that there exist ˛ 2 .0; 1/, A.k/; F .k/ 2 C 1;˛p .QC1 /, fk 2

C 0;˛p .QC1 / with kA.k/kC 1;˛p .QC1 /
� C and uk 2 C 2;˛p .QC1 / such that´

ya@tuk � div.yaA.k/ruk/ D yafk C div.yaF .k// in QC1 ;
limy!0C ya.A.k/ruk C F .k// � eNC1 D 0 on @0QC1 ;

and there exists a small ı0 > 0 such that

Œuk �C 2;˛p .QC
1=2
/
> ı0Œuk �C 2;˛p .QC1 /

C k
�
kD2ukkL1.QC1 /

C kukkL1.QC1 /
(4.6)

C kfkkC 0;˛p .QC1 /
C kF .k/k

C
1;˛
p .QC1 /

�
:

Let us define

Lk WD max
®
¹Œ@ijuk �C 0;˛p .QC

1=2
/
W i; j D 1; : : : ; N C 1º; Œ@tuk �C 0;˛p .QC

1=2
/
;

¹Œ@iuk �C .1C˛/=2t .QC
1=2
/
W i D 1; : : : ; N C 1º

¯
;

and distinguish two cases: first, we assume that there exist i; j 2 ¹1; : : : ;N C 1º such that

(4.7) Lk D Œ@ijuk �C 0;˛p .QC
1=2
/
:

Later we will deal with the second case, when Lk D Œ@iuk �C .1C˛/=2t .QC
1=2
/. The case Lk D

Œ@tuk �C 0;˛p .QC
1=2
/ is very similar to (4.7) and we skip it.

Now, we consider two sequences of points Pk.zk ; tk/; NPk.�k ; �k/ 2 QC1=2 such that

j@ijuk.Pk/ � @ijuk. NPk/j

dp.Pk ; NPk/˛
�
Lk

2
,

and define rk WD dp.Pk ; NPk/. Notice that it must be rk ! 0 as k !C1, since

Lk

2
�
j@ijuk.Pk/ � @ijuk. NPk/j

dp.Pk ; NPk/˛
� 2
k@ijukkL1.QC1=2/

r˛
k

� 2
Œuk �C 2;˛p .QC

1=2
/

r˛
k
k

� 2
Lk

r˛
k
k

,

where we have used (4.6) and the definition of Lk .
Let Ozk D . Oxk ; Oyk/ 2 BC1=2 to be specified below. For k large, let us define

Q.k/ WD
BC1 � Ozk

rk
�
.�1 � tk ; 1 � tk/

r2
k

,

and set Q1 WD limk!C1Q.k/, along an appropriate subsequence. For .z; t/ 2 Q.k/,
consider the blow-up sequence

(4.8) wk.z; t/ WD
uk.rkz C Ozk ; r

2
k
t C tk/ � Tk.z; t/

Œuk �C 2;˛p .QC1 /
r2C˛
k

,
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where Tk is the quadratic parabolic polynomial

Tk.z; t/ D uk. Ozk ; tk/C rk

NC1X
iD1

@iuk. Ozk ; tk/xi

C
r2
k

2

NC1X
i;jD1

@ijuk. Ozk ; tk/xixj C r
2
k@tuk. Ozk ; tk/ t:

Notice that wk satisfies

(4.9) wk.0/ D jrwk.0/j D jD
2wk.0/j D @twk.0/ D 0:

At this point we distinguish two cases:
• Case 1:

yk

rk
D
dp.Pk ; †/

rk
!C1 as k !1:

In this case, we set Ozk D zk , and we have Q1 D RNC2.
• Case 2:

yk

rk
D
dp.Pk ; †/

rk
� C;

for some C > 0 independent of k. In this case, we set Ozk D .xk ; 0/, and we have
Q1 D RNC1C �R.

Step 3. Hölder estimates and convergence of the blow-up sequences.
Let us fix a compact set K � Q1. Then K � Q.k/ for any k large enough. By

definition of the C 0;˛p seminorm and the parabolic scaling, for every P D .z; t/, Q D
.�; �/2K and i; j 2 ¹1; : : : ; N C 1º, we have

j@ijwk.P / � @ijwk.Q/j �
j@ijuk.rkz C Ozk ; r

2
k
t C tk/ � @ijuk.rk� C Ozk ; r

2
k
� C tk/j

Œuk �C 2;˛p .QC1 /
r˛
k

� dp.P;Q/
˛;

and thus

(4.10) sup
P;Q2K
P 6DQ

j@ijwk.P / � @ijwk.Q/j

dp.P;Q/˛
� 1:

In a similar way, it is not difficult to obtain

(4.11) sup
P;Q2K
P 6DQ

j@twk.P / � @twk.Q/j

dp.P;Q/˛
� 1:

Further, for every .z; t/; .z; �/2K and i 2 ¹1; : : : ; N C 1º,

j@iwk.z; t/ � @iwk.z; �/j �
j@iuk.rkz C Ozk ; r

2
k
t C tk/ � @iuk.rkz C Ozk ; r

2
k
� C tk/j

Œuk �C 2;˛p .QC1 /
r1C˛
k

� jt � � j.1C˛/=2;
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which implies

(4.12) sup
.z;t/;.z;�/2K

t 6D�

j@iwk.z; t/ � @iwk.z; �/j

jt � � j.1C˛/=2
� 1:

Combining (4.10), (4.11) and (4.12), we deduce that Œwk �C 2;˛p .K/ is uniformly bounded
in k, for every compact set K � Q1 (notice that the estimates above are valid in both
case 1 and case 2, by the definition ofQ1). Consequently, in light of (4.9), kwkkC 2;˛p .K/ is
uniformly bounded as well, and so we may apply the Arzelà–Ascoli theorem to conclude
that wk ! Nw in C 2;p .K/, for every  2 .0; ˛/. Finally, a standard diagonal argument,
combined with (4.10), (4.11) and (4.12), shows that

wk ! Nw in C 2;p .K/, for every K �� Q1;

up to passing to a suitable subsequence, and

(4.13) Œ Nw�
C
2;˛
p .Q1/

� CN :

for some CN > 0 which depends only on N , by the definition of the C 2;˛p seminorm.
Step 4. The next step is to prove that @ij Nw is not constant, where i; j are the indexes

fixed in (4.7). To do this, we consider two sequences of points in Q.k/, defined as

Sk D
��k � Ozk

rk
;
�k � tk

r2
k

�
and NSk WD

�zk � Ozk
rk

; 0
�
; k 2N:

In case 1, one has Ozk D zk , then Sk ! S 2 Q1, up to passing to a subsequence and
NSk D 0 for every k. Then, using the definition of Lk and (4.6), it follows that

j@ijwk.Sk/ � @ijwk. NSk/j D j@ijuk. NPk/ � @ijuk.Pk/j �
Lk

2Œuk �C 2;˛p .QC1 /

� Cı0;

for some C > 0 independent on k and thus, passing to the limit as k ! C1, we obtain
j@ij Nw.S/ � @ij Nw.0/j � Cı0, that is, @ij Nw is not constant.

In case 2, we can argue in a similar way. We have Ozk D .xk ; 0/ and therefore, NSk D
yk
rk
enC1. Recalling that yk=rk is uniformly bounded by definition, Sk ! NS , for some NS ,

up to passing to a subsequence. On the other hand, the sequence Sk can be written as

Sk D
��k � zk

rk
;
�k � tk

r2
k

�
C
yk

rk
eNC1:

Therefore, Sk ! S as k ! C1, for some S 2Q1, up to passing to a subsequence and
so, as above, we have j@ij Nw.S/ � @ij Nw. NS/j � Cı0, which shows our claim.

Step 5. The equation of the limit Nw.
In this step, we derive the equation of Nw: as in the steps above, we divide the proof in

two additional steps (case 1 and case 2).
In case 1, we have rk=yk ! 0 as k !C1 and Ozk D zk . Further, if

NA.k/.z; t/ WD A.k/.rkz C Ozk ; r
2
k t C tk/;

N�k.y/ WD rky C yk ;

. Nz; Nt / WD lim
k!C1

. Ozk ; tk/;
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then, by the regularity assumptions on A.k/, one has NA.k/! NA as k!C1, where NA WD
limk!C1A

.k/. Nz; Nt / is a symmetric matrix with constant coefficients satisfying (1.2).
We claim that Nw is an entire solution to

(4.14) @t Nw � div. NAr Nw/ D 0 in RNC2:

Let us fix a compact set K � Q1. By (4.2) and using estimates in parabolic Hölder
spaces, wk satisfies

ˇ̌̌
@twk �

NC1X
i;jD1

. NA
.k/
i;j @ijwk/

ˇ̌̌
D

1

Œuk �C 2;˛p .QC1 /
r˛
k

ˇ̌̌
@tuk.rkz C zk ; r

2
k t C tk/ �

NC1X
i;jD1

.A
.k/
i;j @ijuk/.rkz C zk ; r

2
k t C tk/

� @tuk.zk ; tk/C

NC1X
i;jD1

A
.k/
i;j .rkz C zk ; r

2
k t C tk/@ijuk.zk ; tk/

ˇ̌̌
D

1

Œuk �C 2;˛p .QC1 /
r˛
k

ˇ̌̌
gk.rkz C zk ; r

2
k t C tk/

C
a.
PNC1
jD1 A

.k/
NC1;j @juk C F

.k/
NC1/.rkz C zk ; r

2
k
t C tk/

rky C yk
� @tuk.zk ; tk/

C

NC1X
i;jD1

A
.k/
i;j @ijuk.zk ; tk/C

NC1X
i;jD1

.A
.k/
i;j .rkzCzk ; r

2
k tCtk/�A

.k/
i;j .zk ; tk//@ijuk.zk ; tk/

ˇ̌̌
�

1

Œuk �C 2;˛p .QC1 /
r˛
k

ˇ̌̌
gk.rkz C zk ; r

2
k t C tk/

C
a.
PNC1
jD1 A

.k/
NC1;j @juk C F

.k/
NC1/.rkz C zk ; r

2
k
t C tk/

rky C yk
� gk.zk ; tk/

�
a.
PNC1
jD1 A

.k/
NC1;j @juk C F

.k/
NC1/.zk ; tk/

yk

ˇ̌̌
C C
kD2ukkL1.QC1 /

Œuk �C 2;˛p .QC1 /

D

ˇ̌
gk.rkz C zk ; r

2
k
t C tk/ � gk.zk ; tk/

ˇ̌
Œuk �C 2;˛p .QC1 /

r˛
k

C

CkD2ukkL1.QC1 /

Œuk �C 2;˛p .QC1 /

C
a

Œuk �C 2;˛p .QC1 /
r˛
k

ˇ̌̌Hk.rkz C zk ; r2k t C tk/
rky C yk

�
Hk.zk ; tk/

yk

ˇ̌̌
D IC IIC III;

where C > 0 is a new constant independent of k (here and below the constant C > 0

depends on K; we omit this dependence to simplify the exposition) and

Hk.z; t/ D

NC1X
jD1

.A
.k/
NC1;j @juk/.z; t/C F

.k/
NC1.z; t/;
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which satisfiesHk.xk ; 0; tk/ D 0, rHk.xk ; 0; tk/ D @yHk.xk ; 0; tk/eNC1,Hk.z; t/=y 2
C 0;˛.QC1 / by Lemma 2.8 and ŒHk=y�C 0;˛.QC1 / � C ŒrHk �C 1;˛.QC1 / � C Œuk �C 2;˛p .QC1 /

, by
the assumption (4.6).

Now, by (4.6) and (4.3), we can estimate I as follows:

I WD
jgk.rkz C zk ; r

2
k
t C tk/ � gk.zk ; tk/j

Œuk �C 2;˛p .QC1 /
r˛
k

�
Œgk �C 0;˛p .QC1 /

Œuk �C 2;˛p .QC1 /

�
1

k
! 0;

as k!C1. The term II vanishes as well as k!C1, by similar considerations. Finally,
let us prove that III vanishes as k !C1. First,ˇ̌̌Hk.rkz C zk ; r2k t C tk/

rky C yk
�
Hk.zk ; tk/

yk

ˇ̌̌
D

ˇ̌̌Hk.rkz C zk ; r2k t C tk/
rky C yk

�
Hk.zk ; tk/

rky C yk
�
rky

yk

Hk.zk ; tk/

rky C yk

ˇ̌̌
�

ˇ̌̌Hk.rkz C zk ; r2k t C tk/
rky C yk

�
Hk.zk ; tk/

rky C yk
�
rHk.zk ; tk/ � rkz

rky C yk

ˇ̌̌
C

ˇ̌̌
rHk.zk ; tk/ � rkz

rky C yk
�
rky

yk

Hk.zk ; tk/

rky C yk

ˇ̌̌
D IIIi C IIIii:

By using the parabolic first order expansion of Hk , (4.6) and rky C yk � yk=2, one has
that

(4.15) jIIIij � C
ŒHk �C 1;˛p .QC1 /

r1C˛
k

rky C yk
� C Œuk �C 2;˛p .QC1 /

r1C˛
k

y�1k :

Instead, we estimate the term IIIii in the following way:

jIIIiij �

ˇ̌̌
rHk.zk ; tk/ � rkz

rky C yk
�
rHk.xk ; 0; tk/ � rkz

rky C yk

ˇ̌̌
(4.16)

C

ˇ̌̌
rHk.xk ; 0; tk/ � rkz

rky C yk
�
rky

yk

Hk.zk ; tk/

rky C yk

ˇ̌̌
� C ŒHk �C 1;˛p .QC1 /

rk y
˛�1
k � C Œuk �C 2;˛p .QC1 /

rk y
˛�1
k ;

where, in order to estimate the second term in the previous inequality, we have used the
properties of Hk stated above. Hence, combining (4.15) and (4.16), we have that

jIIIj � C
rk

yk
C C

� rk
yk

�1�˛
! 0 as k !C1;

since in case 1, rk=yk ! 0,

@twk �

NC1X
i;jD1

. NA
.k/
i;j @ijwk/! @t Nw �

NC1X
i;jD1

NAi;j @ij Nw locally uniformly in RNC2;

as k !C1, and hence, passing to the limit as k !C1 into the equation of wk above,
(4.14) follows.
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In case 2, we have Ozk D .xk ; 0/ and rk=yk � C for some C > 0 independent of k. We
claim that Nw is a entire solution to

(4.17)

´
ya@t Nw � div.ya NAr Nw/ D 0 in RNC1C �R;

limy!0C ya NAr Nw � eNC1 D 0 on @RNC1C �R:

Let us fix a compact set K � Q1. By using (4.2), (4.4) and the fact that . Ozk ; tk/ belongs
to @0QC1 , wk satisfies

Lwk WD @twk �

NC1X
i;jD1

. NA
.k/
i;j @ijwk/ �

a

y

NC1X
jD1

. NA
.k/
NC1;j @jwk/

D
1

Œuk �C 2;˛p .QC1 /
r˛
k

h
@tuk.rkzCOzk ; r

2
k tCtk/ �

NC1X
i;jD1

.A
.k/
i;j @ijuk/.rkzCOzk ; r

2
k tCtk/

�
a

rky

NC1X
jD1

.A
.k/
NC1;j @juk/.rkz C Ozk ; r

2
k t C tk/ � @tuk. Ozk ; tk/

�

NC1X
i;jD1

A
.k/
i;j .rkz C Ozk ; r

2
k t C tk/@ijuk. Ozk ; tk/

C
a

rky

NC1X
jD1

A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/@juk. Ozk ; tk/

C
a

rky

NC1X
i;jD1

A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/@ijuk. Ozk ; tk/rkxi

i
D

°gk.rkz C zk ; r2k t C tk/ � gk. Ozk ; tk/
Œuk �C 2;˛p .QC1 /

r˛
k

�

PNC1
i;jD1.A

.k/
i;j .rkz C Ozk ; r

2
k
t C tk/ � A

.k/
i;j . Ozk ; tk//@ijuk. Ozk ; tk/

Œuk �C 2;˛p .QC1 /
r˛
k

±
C

a

Œuk �C 2;˛p .QC1 /
r˛
k

°F .k/NC1.rkz C Ozk ; r
2
k
t C tk/

rky

� @y

�NC1X
jD1

ANC1;j @juC FNC1

�
. Ozk ; tk/

C
1

rky

NC1X
jD1

A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/@juk. Ozk ; tk/

C
1

rky

NC1X
i;jD1

A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/@ijuk. Ozk ; tk/rkxi

±
DW JC JJ:

Similar to case 1, J vanishes as k ! C1 (see the proof for I and II above). We are left
to treat JJ. By Lemma 2.7 and Theorem 2.4, we may differentiate uk with respect to xi
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(i D 1; : : : ; N ) and @iu satisfies the following conormal boundary condition:

(4.18) lim
y!0C

@i

�NC1X
jD1

A
.k/
NC1;j @juk C F

.k/
NC1

�
D 0;

and thus, recalling the conormal boundary condition of uk , we deduce

JJJ WD �
1

rky

hNC1X
jD1

�
A
.k/
NC1;j @juk

�
. Ozk ; tk/C F

.k/
NC1. Ozk ; tk/

C

NX
iD1

@i
�NC1X
jD1

A
.k/
NC1;j @juk C F

.k/
NC1

�
. Ozk ; tk/rkxi

i
D 0:

Adding JJ and JJJ, expanding F .k/ and A.k/ at order one and using the estimates in para-
bolic Hölder spaces, we obtain

ˇ̌̌F .k/NC1.rkz C Ozk ; r
2
k
t C tk/

rky
� @y

�NC1X
jD1

ANC1;j @juC FNC1

�
. Ozk ; tk/

C
1

rky

NC1X
jD1

A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/@juk. Ozk ; tk/

C
1

rky

NC1X
i;jD1

A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/@ijuk. Ozk ; tk/rkxi

ˇ̌̌
D

ˇ̌̌F .k/NC1.rkz C Ozk ; r
2
k
t C tk/ � F

.k/
NC1. Ozk ; tk/ �

PNC1
iD1 @i .F

.k/
NC1/. Ozk ; tk/rkxi

rky

C
1

rky

NC1X
jD1

@juk. Ozk ; tk/
�
A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/ � A

.k/
NC1;j . Ozk ; tk/

�

NC1X
iD1

@iA
.k/
NC1;j . Ozk ; tk/rkxi

�
C

1

rky

NC1X
i;jD1

.A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/ � A

.k/
NC1;j . Ozk ; tk//@i;juk. Ozk ; tk/rkxi

ˇ̌̌
� Cr˛k .ŒF

.k/�
C
1;˛
p .QC1 /

CŒA.k/�
C
1;˛
p .QC1 /

krukkL1.QC1 /
CŒA.k/�

C
0;1
p .QC1 /

kD2ukkL1.QC1 /
/

�

Cr˛
k
Œuk �C 2;˛p .QC

1=2
/

k
�

Consequently,
jLwkj D o.1/ as k !C1.
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As in case 1, by step 3, one has

Lwk ! @t Nw �

NC1X
i;jD1

NAi;j @ij Nw �
a

y

NC1X
jD1

NANC1;j @j Nw locally uniformly in RNC1C ;

as k !C1, and so Nw satisfies the equation in (4.17) in the classical sense. It remains to
prove that Nw satisfies the conormal boundary condition in (4.17). Since uk satisfies (4.18)
and following the arguments above, we find

ˇ̌̌NC1X
jD1

. NA
.k/
NC1;j @jwk/

ˇ̌̌
D

1

Œuk �C 2;˛p .QC1 /
r1C˛
k

ˇ̌̌NC1X
jD1

.A
.k/
NC1;j @juk/.rkz C Ozk ; r

2
k t C tk/

�

NC1X
jD1

A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/@juk. Ozk ; tk/

�

NC1X
jD1

A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/@ijuk. Ozk ; tk/rkxi

ˇ̌̌
D

1

Œuk �C 2;˛p .QC1 /
r1C˛
k

ˇ̌̌
� F

.k/
NC1.rkz C Ozk ; r

2
k t C tk/

�

NC1X
jD1

@juk. Ozk ; tk/
�
A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/ � A

.k/
NC1;j . Ozk ; tk/

�

NC1X
iD1

@i .A
.k/
NC1;j /. Ozk ; tk/rkxi

�
�

NC1X
jD1

.A
.k/
NC1;j @juk/. Ozk ; tk/

�

NC1X
i;jD1

.@iA
.k/
NC1;j @juk/. Ozk ; tk/rkxi �

NC1X
i;jD1

.A
.k/
NC1;j @ijuk/. Ozk ; tk/rkxi

�

NC1X
i;jD1

.A
.k/
NC1;j .rkz C Ozk ; r

2
k t C tk/ � A

.k/
NC1;j . Ozk ; tk//@ijuk. Ozk ; tk/rkxi

ˇ̌̌
�

1

Œuk �C 2;˛p .QC1 /
r1C˛
k

ˇ̌̌
�F

.k/
NC1.rkz C Ozk ; r

2
k t C tk/C F

.k/
NC1. Ozk ; tk/

C

NC1X
iD1

@iF
.k/
NC1. Ozk ; tk/rkxi �

NC1X
iD1

@iF
.k/
NC1. Ozk ; tk/rkxi

�

NC1X
i;jD1

@i
�
A
.k/
NC1;j @juk

�
. Ozk ; tk/rkxi

ˇ̌̌
C o.1/

�
j@y.

PNC1
jD1 A

.k/
NC1;j @juk C F

.k/
NC1/. Ozk ; tk/rkyj

Œuk �C 2;˛p .QC1 /
r1C˛
k

C o.1/ D o.1/;
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as k !C1. Thus, passing to the limit as y ! 0C, we obtain

lim
y!0C

ˇ̌̌NC1X
jD1

�
NA
.k/
NC1;j @jwk

�ˇ̌̌
� o.1/;

and thus, taking the limit as k !C1, it follows that

lim
y!0C

NAr Nw � eNC1 D 0:

Combining this with the fact that Nw 2 C 2;˛p by (4.13) and recalling that a > �1, we have

lim
y!0C

ya NAr Nw � eNC1 D lim
y!0C

y1Ca lim
y!0C

NAr Nw � eNC1

y

D @y. NAr Nw � eNC1/jyD0 � lim
y!0C

y1Ca D 0;

and so the proof of (4.17) is completed.
Step 6. Liouville theorems.
Since Nw 2 C 2;˛p .Q1/, see (4.13), it satisfies the growth condition

j Nw.z; t/j � C.1C .jzj2 C jt j/2C˛/1=2:

Moreover, Nw has at least one non-constant second derivative and is an entire solution
to (4.14) or (4.17). Then in case 1, we can invoke the Liouville theorem for the heat
equation (see Remark 5.3 in [4]), and in case 2, we can invoke the Liouville Theorem 1.2
to reach the desired contradiction.

Step 7. We complete the analysis, considering the case when

Lk D Œ@iu�C 0;.1C˛/=2t .QC
1=2
/
;

for some i 2 ¹1; : : : ; N C 1º. We give a short sketch, pointing out the main differences in
comparison to the preceding discussion.

We take two sequences of points Pk D .zk ; tk/; NPk D .zk ; �k/ 2 QC1=2 such that

j@iuk.zk ; tk/ � @iuk.zk ; �k/j

jtk � skj.1C˛/=2
�
Lk

2
,

and set
rk WD dp.Pk ; NPk/ D jtk � �kj

1=2:

We define the blow-up sequence wk as in (4.8), centered in Pk .
The steps 3, 5, 6 are the same as above. The only crucial difference is in step 4: In this

case, one has that @i Nw is non-constant in t . Indeed,ˇ̌̌
@iwk

�
0;
tk � �k

r2
k

�
� @iwk.0; 0/

ˇ̌̌
�

Lk

2Œuk �C 2;˛p .QC1 /

� CN ı0:

Taking the limit as k ! C1, we obtain that j@i Nw.0; Nt / � @i Nw.0; 0/j � CN ı0, where
Nt D limk!C1.tk � �k/=r

2
k

. This allows as to conclude the proof of (4.5) by applying
Theorem 1.2.
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Step 8. Conclusion.
Finally, we briefly explain why (4.5) implies (4.1) (see Theorem 2.20 and Lemma 2.27

in [26] in the elliptic setting). First, by using a covering argument and the interpolation
inequalities in (2.2), we have that (4.5) is satisfied in every QC� .P0/ � Q

C
1 , that is,

Œu�
C
2;˛
p .QC

�=2
.P0//

� ı Œu�
C
2;˛
p .QC� .P0//

(4.19)

C Cı.kukL1.QC1 /
C kf k

C
0;˛
p .QC1 /

C kF k
C
1;˛
p .QC1 /

/:

Now, let us define the seminorm

(4.20) Œu��
2;˛;QC1

WD sup
QC� .P0/�Q

C
1

�2C˛Œu�
C
2;˛
p .QC

�=2
.P0//

:

By using the sub-additivity of the Hölder seminorms with respect to unions of convex sets,
one can prove that

(4.21) Œu��
2;˛;QC1

� C sup
QC� .P0/�Q

C
1

�2C˛Œu�
C
2;˛
p .QC

�=4
.P0//

;

for some constant C > 0 depending only on N and ˛. Then, by (4.19) and (4.20), we
obtain

�2C˛Œu�
C
2;˛
p .QC

�=4
.P0//

� ı Œu��
2;˛;QC1

C Cı.kukL1.QC1 /
C kf k

C
0;˛
p .QC1 /

C kF k
C
1;˛
p .QC1 /

/:

Taking the supremum over QC� .P0/ � Q
C
1 and recalling (4.21) yields

1

C
Œu��

2;˛;QC1
� ı Œu��

2;˛;QC1
C Cı.kukL1.QC1 /

C kf k
C
0;˛
p .QC1 /

C kF k
C
1;˛
p .QC1 /

/:

Hence, our statement follows by taking ı > 0 small enough and using the interpolation
inequality (2.2).

4.2. A regularization scheme

In this second step, we proceed with a regularization argument. This allows to apply the a
priori estimates above and prove Theorem 4.1.

Lemma 4.3. Let N � 1, a > �1, r 2 .0; 1/, ˛ 2 .0; 1/. Let A 2 C1.QC1 / satisfy (1.2),
let f; F 2C1.QC1 /, and let u be a weak solution to (1.1). Then u 2 C 2;˛p .QCr /.

Proof. We fix 0< r < r 0<1. For every i D 1; : : : ;N , by the regularity assumption onA, f
and F , and Lemma 2.7, we have that @xiu solves (2.12) in QCr 0 and, by Theorem 2.4, we
deduce that @xiu 2 C

1;˛
p .QCr /. Analogously, by Lemma 2.6, @tu solves (2.10) in QCr 0

and, by Theorem 2.4, we deduce that @tu 2 C 1;˛p .QCr /. To conclude, we need to prove
that @yu 2 C 1;˛p .QCr /.

Using the regularity of ru and @tu obtained above, we may rewrite the equation
of u as

(4.22) @y.ya.AruC F // � eNC1 D ya
h
@tu� f �

NX
iD1

@xi ..AruC F / � ei /
i
DW yag;
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in the weak sense, where g 2 C 0;˛p .QCr /. Then, integrating in y and using that

lim
y!0C

.AruC F / � eNC1 D 0;

see Theorem 2.4, one has

 .x; y; t/ WD .AruC F / � eNC1.x; y; t/ D
1

ya

Z y

0

sag.x; s; t/ ds:

Since @xiu; @tu 2 C
1;˛
p .QCr /, we have @xi 2 C

0;˛
p .QCr / by definition, for every i D

1; : : : ; N , and @t 2 C 0;˛p .QCr /. Consequently,  2 C 0;.1C˛/=2t .QCr /. Now, since g 2
C 0;˛p .QCr /, Lemma 2.9 yields @y 2 C 0;˛p .QCr / and thus  2 C 1;˛p .QCr /. Noticing that,
by (1.2), we have

(4.23) @yu D
 �

PN
jD1ANC1;j @ju � FNC1

ANC1;NC1
,

and it follows that @yu 2 C 1;˛p .QCr / and thus u 2 C 2;˛p .QCr /.

We are now ready to show Theorem 4.1.

Proof of Theorem 4.1. Let us fix 0 < r < R < 1 and let u be a weak solution to (1.1). Let
us consider a smooth cut-off function � 2 C1c .BR/ such that 0 � � � 1 and � D 1 in Br :
Then v WD �u is a weak solution to8̂̂̂<̂

ˆ̂:
ya@tv � div.yaArv/ D yag C div.yaG/ in QCR ;
limy!0C ya.Arv CG/ � eNC1 D 0 on @0QCR ;
v D 0 on @BCR � IR;
v D �u on BCR � ¹�R

2º;

where
g WD �f � F � r� � Aru � r� and G WD �F � uAr�:

Let us denote with NA, Nf and NF the even extensions of A, f and F with respect to y,
respectively, and let

A" WD NA � �"; f" WD Nf � �" and F" WD NF � �";

where ¹�"º">0 is a family of smooth mollifiers. Then, up to choosing " small enough,
A"; f"; F" 2 C

1
c .Q

C

R /, and A" satisfies (1.2). For every " 2 .0; 1/, let v" be the weak
solution to8̂̂̂<̂

ˆ̂:
ya@tv" � div.yaA"rv"/ D yag" C div.yaG"/ in QCR ;
limy!0C ya.A"rv" CG"/ � eNC1 D 0 on @0QCR ;
v" D 0 on @BCR � IR;
v" D v on BCR � ¹�R

2º;
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where
g" WD �f" � F" � r� � A"ru � r�; G" WD �F" � uA"r�:

By the same compactness argument of Lemma 2.6 (or, equivalently, Lemma 4.3 and
Remark 4.4 in [4]), and by the classical theory of the Cauchy–Dirichlet problem in abstract
Hilbert spaces, see [33], we have that v" ! v in L2.QCR ; y

a/, which implies that v" ! u

inL2.QCr ; y
a/ by the definition of v. On the other hand, since � � 1 inBr , one has that v"

is a weak solution to´
ya@tv" � div.yaD"rv"/ D yaf" C div.yaF"/ in QCr ;
limy!0C ya.D"rv" C F"/ � eNC1 D 0 on @0QCr :

So, up to rescaling, Lemma 4.3 yields that v" 2 C 2;˛p .QC1 /. On the other hand, by Propos-
ition 4.2, we deduce that v" satisfies the desired estimate (4.1) in QCr , uniformly in " > 0.
By the Arzelà–Ascoli theorem, we may thus take the limit as "! 0C and complete the
proof of (4.1).

5. C kC2;˛
p regularity

In this section, we prove Theorem 1.1 for any k � 1 by combining some a priori estimates
and an approximation argument. As anticipated in the introduction, we first deal with
the case of a zero forcing term in the equation (1.1), i.e., f D 0. In this case, the main
result follows by a simple iteration of the C 1;˛p and C 2;˛p estimates on partial derivatives.
Secondly, we treat forcing terms f 2C k;˛p . In this case, the strategy is more involved and
requires some additional and delicate steps (see Lemma 5.3).

5.1. Higher order Schauder estimates when f D 0

We begin by treating the simpler case f D 0.

Proof of Theorem 1.1 when f D 0. We proceed by induction. The initial step k D 0 fol-
lows by Theorem 4.1.

Let us fix 0 < r < r 0 < 1 and assume that A;F 2C jC2;˛p .QCr / imply that (1.3) holds
for j D 0; : : : ; k and prove it for k C 1. By Lemma 2.7 and the induction step we may
differentiate the equation of u with respect to xi to obtain @xiu 2 C

kC2;˛
p .QCr / for every

i D 1; : : : ; N and

k@xiukC kC2;˛p .QCr /
� C.k@xiukL2.QC

r 0
;ya/ C k@iF kC kC1;˛p .QC1 /

/(5.1)

� C.kukL2.QC1 ;ya/
C kF k

C
kC2;˛
p .QC1 /

/;

for some C > 0 which depends on N , a, �, ƒ, r , ˛ and kAkC kC2;˛p .QC1 /
. On the other

hand, By Lemma 2.6 and the induction step (noticing that in the case k D 0, we use
Theorem 2.4), we may differentiate the equation of u with respect to t to obtain @tu 2
C kC1;˛p .QCr / and

k@tukC kC1;˛p .QCr /
� C.k@tukL2.QC

r 0
;ya/ C k@tF kC k;˛p .QC1 /

/(5.2)

� C.kukL2.QC1 ;ya/
C kF k

C
kC2;˛
p .QC1 /

/;
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for some C > 0 which depends onN , a, �,ƒ, r , ˛ and kAkC kC2;˛p .QC1 /
. Repeating exactly

the same argument of Lemma 4.3, we obtain that the function g defined in (4.22) belongs
to C kC1;˛p .QCr / and thus @yu 2 C kC2;˛p .QCr /, which in turn implies u 2 C kC3;˛p .QCr /.
Moreover, by using (4.23), (5.1) and (5.2), one has

(5.3) k@yukC kC2;˛p .QCr /
� C.kukL2.QC1 ;ya/

C kF k
C
kC2;˛
p .QC1 /

/;

for some C > 0 which depends on N , a, �, ƒ, r , ˛ and kAkC kC2;˛p .QC1 /
. Then, combin-

ing (5.1), (5.2) and (5.3), our statement follows.

5.2. Higher order Schauder estimates

Now, we consider the case f 2C k;˛p . As remarked in the introduction, when k D 1, we
cannot use the same argument of the case f D 0, since the function @tf is not well
defined. In order to overcome this problem, we prove a priori C 3;˛p -estimates and combin-
ing these with Lemma 5.2 and Lemma 5.3, we obtain our statement in the case k D 1. For
the general case k � 2, one could possibly iterate the estimates obtained to prove the main
result, as done in the case f D 0. However, in order to keep the presentation uniform, we
choose to iterate the full procedure (a priori estimates plus approximation) at any step.

Proposition 5.1. LetN � 1, a>�1, ˛ 2 .0;1/, r 2 .0;1/ and k 2N. LetA2C kC1;˛p .QC1 /

satisfy (1.2), let f 2 C k;˛p .QC1 / and F 2 C kC1;˛p .QC1 /, and let u 2 C kC2;˛p .QC1 / be a
weak solution to (1.1). Then there exists C > 0, depending on N , a, �, ƒ, r , ˛ and
kAkC kC1;˛p .QC1 /

, such that

(5.4) kuk
C
kC2;˛
p .QCr /

� C.kukL2.QC1 ;ya/
C kf k

C
k;˛
p .QC1 /

C kF k
C
kC1;˛
p .QC1 /

/:

The proof of Proposition 5.1 crucially uses Lemma 5.3 below. In turn, in the proof of
Lemma 5.3, we exploit an approximation argument which relies on the following auxiliary
result.

Lemma 5.2. Let N � 1, a > �1, r 2 .0; 1/, k 2 N. Let A 2 C kC2;˛p .QC1 / satisfy (1.2),
let f 2C1.QC1 /, F 2C

kC2;˛
p .QC1 /, and let u be a weak solution to (1.1). Then we have

that u2C kC3;˛p .QCr /.

Proof. It is enough to slightly modify the arguments of the proof of Theorem 1.1 in the
case f D 0.

Lemma 5.3. Let N � 1, a > �1, ˛ 2 .0; 1/ and k 2 N. LetD 2 C kC2;˛p .QC1 / be a diag-
onal matrix satisfying (1.2), f 2C kC1;˛p .QC1 / and F 2C kC2;˛p .QC1 /. Let� WDDNC1;NC1
and g WD FNC1. Let u 2 C kC3;˛p .QC1 / be a weak solution to

(5.5)

´
ya@tu � div.yaDru/ D yaf C div.yaF / in QC1 ;
limy!0C ya.�@yuC g/ D 0 on @0QC1 :

Then the function

w WD y�a@y

�
ya
�
@yuC

g

�

��
2 C kC1;˛p .QC1 /



A. Audrito, G. Fioravanti and S. Vita 1544

is a weak solution to

(5.6)

´
ya@tw � div.yaDrw/ D div.ya QF / in QCr ;
limy!0C ya.Drw C QF / � eNC1 D 0 on @0QCr ;

where

(5.7) QF WD @yDr
�
@yuC

g

�

�
C

h
Qf C @y�

a

y

�
@yuC

g

�

�i
eNC1

and

(5.8) Qf WD @yf C @y divg C div.@yDru/C @t
� g
�

�
� div

�
Dr

� g
�

��
:

Moreover,

(5.9) k QF k
C
k;˛
p .QCr /

� C.kf k
C
kC1;˛
p .QC1 /

C kF k
C
kC2;˛
p .QC1 /

C kuk
C
kC2;˛
p .QCr /

/;

for some C > 0 depending only on N , a, �, ƒ, r , ˛ and kAkC kC2;˛p .QC1 /
.

Proof. Step 1. First, we prove that

w WD y�a@y

�
ya
�
@yuC

g

�

��
D @y

�
@yuC

g

�

�
C
a

y

�
@yuC

g

�

�
2 C kC1;˛p .QC1 /:

By (1.2), we have � � � > 0 and so

@yuC
g

�
2 C kC2;˛p .QC1 /;

thanks to the regularity assumptions on �;g and �. By Theorem 2.4, u satisfies the conor-
mal boundary condition

(5.10) lim
y!0C

�@yuC g D 0;

and hence, by Lemma 2.8, we deduce that a
y
.@yuC

g
�
/ 2 C kC1;˛p .QC1 /, which implies

that w 2 C kC1;˛p .QC1 / by definition of w.
By similar considerations, it follows that Qf 2 C k;˛p .QC1 /, where Qf is defined in (5.8).

Consequently, QF 2 C k;˛p .QC1 / (defined in (5.7)) and (5.9) directly follows by definition.
Step 2. From this point, we distinguish two cases. If k D 0, we assume that D;f; F 2

C1.QC1 / and thus, by Lemma 5.2, u 2 C1.QC1 / as well. We will recover our state-
ment under the weaker assumptions D 2 C 2;˛p .QC1 /, f 2C

1;˛
p .QC1 / and F 2C 2;˛p .QC1 /

through an approximation argument (see step 3). If k � 1, such an approximation argu-
ment is unnecessary (this is because, when k � 1, the equation of w is satisfied in the
classical sense).

We may rewrite (5.5) as

@tu � div.Dru/ �
a

y
.�@yuC g/ D f C divF in QC1 :
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Differentiating the above equation with respect to y, we obtain

@t .@yu/ � div.Dr.@yu// � div.@yDru/� @y
�a
y
.�@yuC g/

�
(5.11)

D @yf C @y divF in QC1 :

Taking into account (5.11) and setting

v WD ya
�
@yuC

g

�

�
;

we obtain the equation of v:

y�a @tv � div.y�aDrv/

D @t .@yu/C @t

�g
�

�
� div

�
Dr

�
@yuC

g

�

��
� @y

�a
y
.�@yuC g/

�
D @t .@yu/C @t

�g
�

�
� div.Dr.@yu// � div

�
Dr

�g
�

��
� @y

�a
y
.�@yuCg/

�
D @yf C @y div NF C div.@yDru/C @t

�g
�

�
� div

�
Dr

� g
�

��
DW Qf in QC1 ;

and thus, recalling that � � � > 0 and (5.10), v satisfies

(5.12)

´
y�a@tv � div.y�aDrv/ D y�a.ya Qf / in QC1 ;
v D 0 on @0QC1 :

Differentiating (5.12) with respect to y, we get

@t@yv � div.Dr@yv/ � div.@yDrv/ � @y
�a
y
.�@yv/

�
D @y.y

a Qf / in QC1 :

Consequently, w D y�a@yv and

ya@tw � div.yaDrw/

D @t@yv � div.Dr@yv/C
�a
y
.�@yv/

�
D @y.y

a Qf /C div.@yDrv/

D @y.y
a Qf /C div

�
ya@yDr

�
@yuC

g

�

��
C @y

�
ya@y�

a

y

�
@yuC

g

�

��
in QC1 :

We need to establish that w satisfies the boundary condition in (5.6). By the regularity
assumptions and the fact that v D 0 on ¹y D 0º, we can take the limit as y! 0C in (5.12)
to get

lim
y!0C

h
�@yyv �

a

y
�@yv C @y�@yv C y

a Qf
i
D lim
y!0C

h
@tv �

NX
iD1

@xi .Di;i@xi v/
i
D 0;
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which turns out to be the boundary condition

0 D lim
y!0C

h
ya.�@yw C Qf /C @y�@yv

i
D lim
y!0C

ya
h
�@yw C Qf C @y�@y

�
@yuC

g

�

�
C @y�

a

y

�
@yuC

g

�

�i
:

Hence, defining QF as in (5.7), it follows that w is solution to (5.6) as claimed.
Step 3. In this final step, we present the approximation argument which allows to

complete the proof when k D 0. First, by Theorem 4.1, we have that

k QF k
C
0;˛
p .QCr /

� C.kf k
C
1;˛
p .QC1 /

C kF k
C
2;˛
p .QC1 /

C kuk
C
2;˛
p .QCr /

/(5.13)

� C.kf k
C
1;˛
p .QC1 /

C kF k
C
2;˛
p .QC1 /

C kukL2.QC1 ;ya/
/;

for some C > 0 depending only on N , a, �, ƒ, r , ˛ and kDkC 2;˛p .QC1 /
.

The proof follows the approximation scheme done in the proof of Theorem 4.1. It
is enough to replace the matrix A with the matrix D. Indeed, after regularizing the data
(which we call f"; F"; A" 2 C1.QC1 /), and using Lemma 5.2, we can find a family of
smooth solutions v" 2 C1c .Q

C
r / to´

ya@tv" � div.yaD"rv"/ D yaf" C div.yaF"/ in QCr ;
limy!0C ya.D"rv" C F"/ � eNC1 D 0 on @0QCr :

which converges to the original solution u as "! 0C. Consequently, step 2 yields that

w" WD y
�a@y

�
ya
�
@yv" C

Nf"

�"

��
is a solution to (5.6) (with D and QF replaced by D" and QF") and QF", defined analogously
to (5.7), satisfies (5.13). By Proposition 4.2 and the Arzelà–Ascoli theorem, one has that
v" ! u in C 2;˛p .QCr /, which implies that w" ! w in C 0;˛p .QCr /. Then a slight modific-
ation of the argument in Lemma 4.2 of [4] shows that w" converges to w in the energy
spaces and that w is a weak solution to (5.6), as claimed.

Proof of Proposition 5.1. Let @i WD @xi for i D 1; : : : ; N . We proceed with an induction
argument. The step k D 0 has been proved in Proposition 4.2. Let us assume that (5.4)
holds for j D 1; : : : ; k 2N, and let us prove that it is valid for k C 1. So, let u 2
C kC3;˛p .QC1 /, A;F 2C

kC2;˛
p .QC1 / and f 2C kC1;˛p .QC1 /.

Let us fix 0 < r < r 0 < 1. First, for every i D 1; : : : ; N , by Lemma 2.7, one has
that ui WD @iu solves (2.12) in QCr 0 . Noticing that ui 2 C kC2;˛p .QC1 /, A 2 C

kC2;˛
p .QC1 /,

@if 2C
k;˛
p .QC1 / and @iF;@iAru 2C kC1;˛p .QC1 /, we can use the inductive step to obtain

kuikC kC2;˛p .QCr /
� C.kuikL2.QC

r 0
;ya/ C k@if kC k;˛p .QC1 /

C k@iF kC kC1;˛p .QC1 /
/(5.14)

� C.kukL2.QC1 ;ya/
C kf k

C
kC1;˛
p .QC1 /

C kF k
C
kC2;˛
p .QC1 /

/;
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where C > 0 depends only on N , a, ˛, �, ƒ, kAkC kC2;˛p .QC1 /
. It remains to prove that

Œuyyy �C k;˛p .QCr /
C Œuyy �C k;.1C˛/=2t .QCr /

C Œuty �C k;˛p .QCr /
C Œut �C k;.1C˛/=2t .QCr /

� C.kukL2.QC1 ;ya/
C kf k

C
kC1;˛
p .QC1 /

C kF k
C
kC2;˛
p .QC1 /

/:

Let D WD diag.A/. It is immediate to check that u solves´
ya@tu � div.yaDru/ D ya Nf C div.ya NF / in QCr ;
limy!0C ya.�@yuC g/ D 0; on @0QCr ;

where
NF WD ..A �D/ru � eNC1/eNC1 C F

and

Nf WD f C

NC1X
i;jD1

@i ..A �D/i;j @ju/; g D NFNC1 and � D ANC1;NC1:

Furthermore, by (5.14) and the definition of NF and Nf , we have that NF 2 C kC2;˛p .QCr 0 /,
Nf 2 C kC1;˛p .QCr 0 / and

k NF k
C
kC2;˛
p .QC

r 0
/
C k Nf k

C
kC1;˛
p .QC

r 0
/

(5.15)

� C.kukL2.QC1 ;ya/
C kf k

C
kC1;˛
p .QC1 /

C kF k
C
kC2;˛
p .QC1 /

/;

for some C > 0 depending only on N , a, ˛, �, ƒ, kAkC kC2;˛p .QC1 /
.

By Lemma 5.3, the function w WD y�a@y.ya.@yuC g=�// belongs to C kC1;˛p .QCr 0 /

and is a weak solution to´
ya@tw � div.yaDrw/ D div.ya QF / in QCr 0 ;
limy!0C ya.Drw C QF / � eNC1 D 0 on @0QCr 0 ;

where QF is defined in (5.7), with f andF replaced by Nf and NF , respectively. Furthermore,
QF 2 C k;˛p .QCr 0 /, so, by the inductive assumption (noticing that in the case k D 0 we use

Theorem 2.4), (5.9), (5.14) and (5.15), we obtain that w 2 C kC1;˛p .QCr / and

kwk
C
kC1;˛
p .QCr /

� C.kukL2.QC1 ;ya/
C kf k

C
kC1;˛
p .QC1 /

C kF k
C
kC2;˛
p .QC1 /

/;

for some C > 0 which depends only on N , a, ˛, �, ƒ, kAkC kC2;˛p .QC1 /
. Now, by the same

arguments of Lemma 4.3 and by Lemma 2.9, it follows that

.@yuC g=�/.x; y; t/ D
1

ya

Z y

0

saw.x; s; t/ ds;

satisfies @y.@yuC Nf =�/ 2 C kC1;˛ and, by the regularity of g and �, we deduce

Œuyyy �C k;˛p .QCr /
C Œuyy �C k;.1C˛/=2t .QCr /

� C.kukL2.QC1 ;ya/
C kf k

C
kC1;˛
p .QC1 /

C kF k
C
kC2;˛
p .QC1 /

/;

for some C > 0 depending only on N , a, ˛, �, ƒ, kAkC kC2;˛p .QC1 /
.
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To conclude the proof, it is sufficient to observe that

@tu D y
�a div.ya.AruC F //C f 2C kC1;˛p .QCr /;

which immediately implies

k@tukC kC1;˛p .QCr /
� C.kukL2.QC1 ;ya/

C kf k
C
kC1;˛
p .QC1 /

C kF k
C
kC2;˛
p .QC1 /

/;

for some C > 0 depending only on N , a, ˛, �, ƒ, kAkC kC2;˛p .QC1 /
.

Proof of Theorem 1.1. Once Proposition 5.1 and Lemma 5.2 are established, our state-
ment follows by approximation as in Theorem 4.1.

6. Cilindrically curved characteristic manifolds

In this section, we show how to extend the C kC2;˛p regularity estimates to weak solutions
of a class of equations having weights vanishing or exploding on curved characteristic
manifolds � , as in (1.8).

Proof of Corollary 1.3. The proof follows the one of Corollary 1.3 in [4]; after composing
with a standard local diffeomorphism, one may apply the main Theorem 1.1.

Indeed, let us consider the classical diffeomorphism

ˆ.x; y/ D .x; y C '.x//;

which is of class C kC2;˛ and then C kC2;˛p extending constantly in the time variable. Up
to a dilation, one has that Qu WD u ı .ˆ.x/; t/ is a weak solution to´

Qıa@t Qu � div. Qıa QAr Qu/ D Qıa Qf C div. Qıa QF / in QC1 ;
limy!0C Qıa. QAr QuC QF / � eNC1 D 0 on @0QC1 :

where Qı D ı ıˆ,

Qf D f ı .ˆ.x/; t/; QF D J�1ˆ F ı .ˆ.x/; t/ and QAD .J�1ˆ /.A ı .ˆ.x/; t//.J�1ˆ /T :

We have that Qı 2 C kC2;˛.BC1 /, QA; QF 2 C
kC1;˛.BC1 / and Qf 2 C k;˛.BC1 /. Moreover, by

using Lemma 2.8, Qı satisfies

Qı > 0 in BC1 ; Qı D 0 on @0BC1 ; @y Qı > 0 on @0BC1 ;
Qı=y 2 C kC1;˛.BC1 /;

Qı=y � � > 0 in xBC1 ;

where the last non-degeneracy condition is a consequence of the assumption jrıj�c0>0.
Defining

b.z/ WD
� Qı.z/
y

�a
2 C kC1;˛.BC1 /;
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one has

0 D

Z
QC1

yab.�Qu@t� C QAr Qu � r� � Qf � C QF � r�/

D

Z
QC1

ya.�Qu@t .�b/C QAr Qu � r.�b/� QAr Qu � rb� � Qf .�b/C QF � r.�b/� QF � rb�/;

so, b� being an admissible test function, we deduce that Qu is a weak solution to´
ya@t Qu � div.ya QAr Qu/ D ya Qg C div.ya QF / in QC1 ;
limy!0C ya. QAr QuC QF / � eNC1 D 0 on @0QC1 ;

where

Qg WD Qf C
QAr Qu � rb

b
C
QF � rb

b
�

Finally, we apply a recursive argument to prove the C kC2;˛p -regularity of Qu, which in turn
extends to the same regularity for the original u by composing back with the diffeomorph-
ism.

Let k D 0. We notice that u 2C 1;˛p by Corollary 1.3 in [4], and hence, after composing
with the C 2;˛p diffeomorphism, one has r Qu 2 C 0;˛p , which gives that Qg 2 C 0;˛p . Then the
C 2;˛p -regularity of Qu follows by Theorem 1.1.

Finally, one may iterate this reasoning for any k � 1 by replacing the use of the starting
result Corollary 1.3 in [4] with the present Corollary 1.3 at a lower step.

7. Parabolic higher order boundary Harnack principle

This last section, is devoted to the proof of the higher order boundary Harnack principle
in Theorem 1.4.

Proof of Theorem 1.4. First, the regularity assumptions of boundaries, coefficients and
data for the equations in (1.9) do guarantee that u; v 2 C kC2;˛loc .x� \ Q1/, by classical
theory of uniformly parabolic equations (for instance, see [32]). Hence, the equations
in (1.9) are satisfied both in the weak sense and pointwisely in � \Q1. From this, we
deduce a pointwise equation for the quotient w D v=u in � \Q1, that is,

(7.1) u2@tw � div.u2Arw/ D uf � vg C u2b � rw:

Now, let us define the standard diffeomorphism

ˆ.x; y; t/ WD .x; y C '.x; t/; t/;

which is of class C kC2;˛p . Let us set

Qu D u ıˆ; Qv D v ıˆ; Qf D f ıˆ; Qg D g ıˆ;

and define
QA D .J�1z;ˆ/

T .A ıˆ/J�1z;ˆ;
Qb D J�1z;ˆb ıˆ;

where Jz;ˆ is the square block Œcij �i;jD1;:::;NC1 of the Jacobian Jˆ WD Œcij �i;jD1;:::;NC2.
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Since w solves (7.1), then, up to dilations, Qw D w ıˆ D Qv= Qu solves

(7.2) y2�2@t Qw � div.y2�2 QAr Qw/ D y
�
� Qf �

Qv

y
Qg
�
C y2�2 Qb � r Qw C y2�2c � r Qw;

pointwisely in QC1 , where � D Qu=y and c D @t'eNC1. Now some remarks on the regu-
larity of the data of the weighted equation above are in order. First, by Lemma 2.8 and the
non-degeneracy condition u.z; t/ � c0 dp..z; t/; @� \Q1/ in (1.9), we can infer that

0 < Nc0 � � 2 C
kC1;˛
p .BC1 /:

Thanks to the previous information, we can rewrite (7.2) dividing by �2 as

(7.3) y2@t Qw � div.y2 QAr Qw/ D yhC y2 Nb � r Qw;

where

Nb D Qb C c C 2 QAT
r�

�
2 C k;˛p and h D

� Qf � Qv
y
Qg

�2
2 C kC1;˛p :

Moreover, since

Qw D
Qv=y

Qu=y
,

again by Lemma 2.8 and the C kC2;˛p -regularity of Qu; Qv, we have Qw 2 C kC1;˛p .QC1 / which
has two implications. First, the drift term in (7.3) can be considered as a forcing term, that
is, Nb � r Qw D Nf 2 C k;˛p .QC1 /. Second, Qw 2 L2.I1IH 1.BC1 ; y

a//\L1.I1IL
2.BC1 ; y

a//

and, by multiplying the equation (7.3) by test functions � 2 C1c .Q
C
1 / and integrating by

parts, one gets that Qw is a weak solution to´
y2@t Qw � div.y2 QAr Qw/ D div.y2H/C y2 Nf in QC1 ;
limy!0C y2. QAr Qw CH/ � eNC1 D 0 on @0QC1 ;

where the field

H.x; y; t/ D
eNC1

y2

Z y

0

sh.x; s; t/ ds

belongs to C kC1;˛p .QC1 / by Lemma 2.9.
Then the regularity C kC2;˛p -regularity of Qw follows by Theorem 1.1. Finally, the same

regularity is inherited by w by composing back with the diffeomorphism.
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