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Distortion for multifactor bimodules and representations
of multifusion categories

Marcel Bischoff, Ian Charlesworth, Samuel Evington, Luca Giorgetti, and
David Penneys

Abstract. We call a von Neumann algebra with finite-dimensional center a multifactor. We intro-
duce an invariant of bimodules over II1 multifactors that we call modular distortion, and use it to
formulate two classification results.

We first classify finite depth finite index connected hyperfinite II1 multifactor inclusions A �
B in terms of the standard invariant (a unitary planar algebra), together with the restriction to A
of the unique Markov trace on B . The latter determines the modular distortion of the associated
bimodule. Three crucial ingredients are Popa’s uniqueness theorem for such inclusions which are
also homogeneous, for which the standard invariant is a complete invariant, a generalized version of
the Ocneanu Compactness Theorem, and the notion of Morita equivalence for inclusions.

Second, we classify fully faithful representations of unitary multifusion categories into bimod-
ules over hyperfinite II1 multifactors in terms of the modular distortion. Every possible distortion
arises from a representation, and we characterize the proper subset of distortions that arise from
connected II1 multifactor inclusions.
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1. Introduction

By a deep theorem of Popa [54], a finite depth finite index hyperfinite II1 subfactor
A � B is completely determined by its standard invariant. This standard invariant has
many equivalent axiomatizations, including Ocneanu’s paragroups/bi-unitary connections
[14, 48], Popa’s canonical commuting square [54], Popa’s �-lattices [56], and Jones’ pla-
nar algebras [40]. Popa’s classification theorem can be bootstrapped to show that every
unitary fusion category admits an essentially unique fully faithful unitary tensor functor
into Bim.R/, where R is the hyperfinite II1 factor [26, §3.2]; see [31] for the analogous
statement for embedding into endomorphisms of the hyperfinite III1 factor based on [57].

In this article, we extend these results to multifactor inclusions and unitary multifusion
categories. A unitary multifusion category is a semisimple rigid C� tensor category with
finitely many isomorphism classes of simple objects (unlike fusion categories the unit need
not be simple). A multifactor is a von Neumann algebra with finite-dimensional center. A
(unital) inclusion of finite multifactors A � B is called connected if Z.A/ \Z.B/ D C,
finite index if the standard bimodule AL2BB is dualizable, and finite depth if AL2BB
generates a unitary multifusion subcategory of Bim.A˚ B/.

Our first main theorem gives a complete classification of finite depth finite index con-
nected hyperfinite II1 multifactor inclusions. In [54], Popa shows that a finite depth finite
index hyperfinite II1 subfactor is completely classified by its standard invariant. This result
is no longer true for connected II1 multifactors; an additional datum is needed. The stan-
dard invariant is only a complete invariant up to Morita equivalence of inclusions, which
we define after Theorem A below.

We now need to recall some terminology before we state the first main theorem. By [20,
Thm. 3.7.3], a finite index connected inclusion of finite multifactors A � B has a unique
Markov trace trMarkov

B , which is characterized by a certain Frobenius–Perron condition
(see (2.9) below), and by [20, Thm. 3.6.4 (i)], BA is finitely generated and projective as a
right A-module, so there is a finite Pimsner–Popa basis for B over A [51]. The inclusion
A � .B; trMarkov

B / is said to be strongly Markov following [41], and the standard invariant
PA�B
� is a 2-shaded unitary (i.e., C� with finite-dimensional box spaces) planar algebra.

Theorem A. The map which takes A � B to the pair .PA�B
� ; trMarkov

B jZ.A// descends to
a bijection8<:Finite depth finite index con-

nected hyperfinite II1 multi-
factor inclusionsA�B

9=;
'WB1

�
�! B2 taking A1 onto A2

Š

8<:Pairs .P�; �/ with P� a finite depth
indecomposable unitary 2-shaded planar
algebra and � a faithful state on P0;C

9=;
'�WP 1

�

�
�! P 2

� such that �2 ı '0;C D �1
:

The map which takes A � B to PA�B
� descends to a bijection²

Finite depth finite index connected hyperfi-
nite II1 multifactor inclusions A � B

³
Morita equivalence

Š

²
Finite depth indecomposable uni-
tary 2-shaded planar algebras P�

³
Planar �-algebra isomorphism

:
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Importantly, the standard invariant PA�B
� is only a complete invariant up to Morita

equivalence and not isomorphism of inclusions. Here, two inclusions A1 � B1 and A2 �
B2 are said to be Morita equivalent if there is an invertible bimodule A2YA1 and a �-
isomorphism

 WB2 ! .B
op
1 /
0
\ B.Y �A1 L2B1/

that restricts to the identity on A2:

B2 .B
op
1 /
0 \ B.Y �A1 L2B1/:

A2 A2

 

Š

idA2

We prove Theorem A in two parts: the first part in Theorem 5.13, preceded by the
second part in Theorem 5.12. The other main tool we use, besides Morita equivalence, is
Popa’s uniqueness theorem for finite depth finite index homogeneous connected hyperfi-
nite II1 multifactor inclusions, i.e., those such inclusions which admit a generating Jones
tunnel. See Section 4.3 for other characterizations of homogeneity. For completeness and
convenience of the reader, we provide a complete proof of Popa’s theorem in the multi-
factor setting in Appendix B.

When the inclusion A � B is not homogeneous, we may no longer have any Jones
downward basic construction, let alone a generating tunnel. An easy example isA0˝R�
B0 ˝R where A0 � B0 is any finite-dimensional inclusion with Bratteli diagram A4 [57,
Ex. 1.2.8]. We treat this example in detail as Example 4.19 below. Nevertheless, we prove
in Theorem 5.6 that any finite depth II1 inclusion is Morita equivalent to a homogeneous
one.

To measure/quantify how an inclusion might fail to be homogeneous, and give further
characterizations of homogeneity, we introduce André Henriques’ notion of the modular
distortion for II1 multifactor bimodules. Suppose that A and B are hyperfinite II1 mul-
tifactors with minimal central projections p1; : : : ; pa and q1; : : : ; qb , respectively, and
define Ai WD piA and Bj WD qjB . Given a connected dualizable A-B bimodule X , we
write Xij WD piXqj . The modular distortion of X is the partially defined function

ı D ı.X/W ¹1; : : : ; aº � ¹1; : : : ; bº ! R>0

given by

ıij WD

�
vNdimL.AiXij /
vNdimR.XijBj /

�1=2
whenever Xij ¤ .0/:

We analyze the behavior of the distortion under the Jones basic construction and the Jones
downward basic construction. This expands on [57, Cor. 1.2.10] to give a quantitative
answer to when one can perform a downward basic construction.

Remark. The notion of modular distortion for a II1multifactor bimodule is closely related
to Izumi’s notion of Connes–Takesaki module for an endomorphism of a properly infinite
factor; we explain the connection in Remark 3.10 below.
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In Lemma 3.18, we characterize those situations when ı extends (uniquely) to an
everywhere defined function ¹1; : : : ; aº � ¹1; : : : ; bº ! R>0 satisfying

ıij ıi 0j 0 D ıij 0ıi 0j 8i; i 0 � a; j; j 0 � b: (1.1)

In those cases, there exist �i ; �j 2 R>0 (well defined up to global rescaling) such that
ıij D �j =�i . When in addition the statistical dimension Dij of each Xij is equal to its
Jones dimension (the square root of the Jones index), we call the bimoduleAXB extremal;
these two conditions together are the multifactor analog of the notion of extremality for
II1 factor bimodules from [12,49]. In Corollary 3.22, we show that any finite depth bimod-
ule (i.e., which generates a unitary multifusion category under taking finite direct sums,
Connes fusion tensor products, subobjects, and contragredients) is automatically extremal.
In Section 3.3, when A � B is a finite index connected inclusion of finite multifactors, we
connect our definition of extremality forAL2BB with the minimality of the Markov trace-
preserving conditional expectation E W B ! A.

Theorem A tells us that not every distortion function satisfying (1.1) can arise from a
finite depth inclusion. Indeed, by Corollary 5.9, if A � B is a finite depth finite index con-
nected inclusion of finite multifactors, then the distortion is determined by trAD trMarkov

B jA,
the restriction to A of the unique Markov trace on B:

ıij D

�
˛i

trA.pi /

� aX
hD1

�
trA.ph/
˛h

�
Dhj : (1.2)

Here, ˛1; : : : ; ˛a are the first a coordinates of a Frobenius–Perron eigenvector of
�
0 D
DT 0

�
.

The space of possible distortion functions satisfying (1.1) is parameterized by RaCb�1>0 ,
whereas the space of distortion functions realizable by an inclusion A � B is parameter-
ized by the space of faithful traces on A, which is homeomorphic to Ra�1>0 .

As an application of the modular distortion, we give a complete classification of
representations of unitary multifusion categories into bimodules over hyperfinite II1 multi-
factors. If C is an indecomposable unitary multifusion category with dim.EndC .1C //D n,
then we call C an n � n unitary multifusion category. A representation of an n � n uni-
tary multifusion category consists of a hyperfinite II1 multifactor A D

Ln
iD1 Ai (where

each Ai is a hyperfinite II1 factor), together with a fully faithful unitary tensor functor
˛W C ! Bim.A/. The modular distortion of ˛ (an idea due to André Henriques) is the
matrix ı˛ 2 Mn.R>0/ given by ı˛ij WD ı.Ai˛.c/Aj / for c 2 Cij – this is independent of
the choice of object c 2 Cij (see Definition 6.3 below). The modular distortion of ˛ is a
groupoid homomorphism ı˛WGn!R>0 from the groupoid Gn with n objects and a unique
isomorphism between any two objects to the group(oid) R>0, namely ı˛ij ı

˛
jk
D ı˛

ik
for all

i; j; k � n.
An isomorphism between two representations ˛W C ! Bim.A/ and ˇW C ! Bim.B/

consists of an invertible bimodule BˆA together with a family of unitary natural isomor-
phisms

� D
®
Bˆ�A ˛.c/A ! Bˇ.c/�B ˆA

¯
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satisfying a certain coherence axiom (6.1). We say that an isomorphism .ˆ; �/ is induced
by an algebra isomorphism

'WA! B if ˆ D BL
2B'.A/

where the right A-action is transported by ' (and � is arbitrary).
Our second main theorem is as follows.

Theorem B. Let C be an n� n unitary multifusion category. Then the map ˛ 7! ı˛ which
assigns to a representation ˛ its modular distortion descends to a bijection®

Representations ˛WC ! Bim.R˚n/
¯

Iso .ˆ; �/ induced by ' 2 Aut.R˚n/
Š ¹Groupoid homomorphsims ıWGn ! R>0º:

Moreover, there is a unique representation C ! Bim.R˚n/ up to isomorphism:®
Representations ˛WC ! Bim.R˚n/

¯
Isomorphism .ˆ; �/

Š ¹�º:

We prove the first part of Theorem B in Theorem 6.11, and the second part in Theo-
rem 6.12.

2. Background

2.1. Unitary multitensor categories

We refer the reader to [25, §2.1], [33, §2.1 and §2.2], and [26, §2.1 and §2.2] for a rapid
introduction to C� and W� tensor categories. More references on (C� and W�) tensor
categories include [13, 15, 63]. We refer the reader to [17] for a background on C� and
W� 2-categories. It is well known that 2-categories with exactly one object are monoidal
categories [3, Periodic table in §2.1 and §5.6]; a similar statement holds for C� and W�

2-categories.
There is a powerful graphical calculus of string diagrams for 2-categories where ob-

jects correspond to shaded regions, 1-morphisms correspond to strands, and 2-morphisms
correspond to coupons [28, §8.1.2]. As monoidal categories can be viewed as 2-categories
with one object, there is only one shading for regions in string diagrams for monoidal
categories, where we denote objects by strands and morphisms by coupons [42, 63]. In
the graphical calculus, all associator and unitor isomorphisms in our 2-category/monoidal
category are left implicit.

Definition 2.1. Let C be a 2-category and let a; b 2 C be two objects. A 1-morphism
X 2 C.a! b/ is called dualizable if there is a dual 1-morphismX_ 2 C.b! a/ together
with 2-morphisms

evX 2 C.X_ ˝X ) 1b/; coevX 2 C.1a ) X ˝X_/
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satisfying the zig-zag or snake equations:

X

X_

X

D X .idX ˝ evX / ı .coevX ˝ idX / D idX ; (2.1)

X_

X

X_

D X_ .evX ˝idX_/ ı .idX_ ˝ coevX / D idX_ : (2.2)

Here, the shaded regions denote the two objects D a, D b, and we represent the
evaluation and coevaluation morphisms by a cap and cup, respectively:

X_ X
D evX ;

X X_

D coevX :

We also require that the 1-morphismX admits a predual 1-morphismX_ such that .X_/_

Š X .
We call C rigid if every 1-morphism in C is dualizable. Similarly, we call a monoidal

category rigid if every object is dualizable.1

Definition 2.2. A unitary multitensor category is a semisimple rigid monoidal C� cate-
gory. We call such a category indecomposable if it is not the direct sum of two unitary
multitensor categories. An r � r unitary multitensor category is an indecomposable uni-
tary multitensor category such that dim.EndC .1C //D r . A unitary multifusion category is
a unitary multitensor category with finitely many isomorphism classes of simple objects.

In this article, we focus mainly on unitary multifusion categories. The main difference
between these and unitary fusion categories is that 1C need not be simple. This leads to a
direct sum decomposition of our category as follows.

Notation 2.3. We let 1C D
Lr
iD1 1i be a decomposition into simples, and write pi 2

EndC .1C / for the minimal projection onto 1i .
We write Cij WD 1i ˝ C ˝ 1j , so that C D

L
Cij . We may view C as a rigid C�=W �

2-category with r objects 11; : : : ; 1r , and hom categories Hom.1i ! 1j / WD Cij . In our
graphical calculus for C , we may choose to use different shaded regions to denote various
summands of 1C .

Suppose C is a unitary multitensor category. A choice of triple .c_; evc ; coevc/ for
every object c 2 C gives rise to a monoidal dual functor

_WC ! Cmop
W c 7! c_:

1When one views a monoidal category as a 2-category with one object, the objects in the monoidal
category are thought of as 1-morphisms in the 2-category, and dualizability is the same notion as in (2.1)
and (2.2) above.
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(Here, Cmop denotes the category with the opposite monoidal structure and opposite ar-
rows.) At the level of arrows, the dual functor is given by

C.a! b/ 3 f 7!

b_

a_

f D
.evb˝ida_/ ı .idb_ ˝ f ˝ ida_/

ı .idb_ ˝ coeva/ 2 C.b_ ! a_/

and the tensorator �a;b W a_ ˝ b_ ! .b ˝ a/_ is given by

�a;b WD

b_a_

.b˝a/_

D
.eva˝id.b˝a/_/ ı .ida_ ˝ evb˝ida ˝ id.b˝a/_/

ı .ida_˝b_ ˝ coevb˝a/:

If _ is a dagger functor, and the morphism �a;b is unitary for all a; b 2 C , then we call
._;ev;coev/ a unitary dual functor. Following [63, Lem. 7.5], given a unitary dual functor
._; ev; coev/, we get a unitary monoidal natural isomorphism 'W idC ) _ ı _ by

'c WD .coev�c ˝ idc__/ ı .idc ˝ coevc_/:

We call such a ' (coming from a unitary dual functor) a unitary pivotal structure.

Definition 2.4. Given a morphism f 2 C.c! c/, the matrix-valued left and right pivotal
traces Tr_L.f / and Tr_R.f / are determined respectively by

Tr_L.f /ij id1i D coev�c ı
�
.pi ˝ f ˝ pj /˝ idc_

�
ı coevc ;

Tr_R.f /ij id1j D evc ı
�
idc_ ˝ .pi ˝ f ˝ pj /

�
ı ev�c :

When c 2 C is homogeneous of degree eij (namely when c 2 Cij ), the only possibly
non-zero entry of Tr_

L=R
.f / is the .i; j /-th one. In that case, we set

tr_L=R.f / WD Tr_L=R.f /ij :

Similarly, we define the left and right matrix-valued dimensions by

Dim_L=R.c/ WD Tr_L=R.idc/:

When c 2 Cij , the matrix Dim_L=R.c/ has exactly one non-zero entry, which we denote by
dim_L=R.c/.

Let Gr be the groupoid with r objects Ob.Gr / D ¹1; : : : ; rº, and a single isomor-
phism eij W i ! j between any two objects (analogous to a system of matrix units .eij / for
Mr .C/). An r�r unitary multitensor category C is naturally graded by (the arrows of) Gr .

We recall the following classification theorem for unitary dual functors.
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Theorem 2.5 ([50, Thm. A]). Let C be a unitary multitensor category and let U be its
universal grading groupoid. Then for _ a unitary dual functor on C , and c 2 C a non-zero
object graded by g 2 U, the quantity

�.g/ WD
dim_L.c/
dim_R.c/

is independent of the choice of object c.
The map sending _ to � establishes a bijection between unitary dual functors on C

up to unitary equivalence and groupoid homomorphisms U! R>0.
If C is an r � r unitary multifusion, then (since U is finite) unitary equivalence classes

of unitary dual functors are in canonical bijection with groupoid homomorphisms Gr !

R>0.

The inverse map sends � WU! R>0 to a unitary dual functor characterized by the
so-called ‘�-balanced’ solutions to the conjugate equations, and the case � D 1 gives the
unique unitary spherical structure on C . We refer the reader to [50] for more details.

2.1.1. 2-shadings. Of particular importance to this article are 2-shaded r � r unitary
multitensor categories.

Definition 2.6. A 2-shading on an r � r unitary multitensor category C is an orthogonal
decomposition 1C D 1

C˚ 1� of the unit object of C into two non-zero objects (the objects
1C and 1� are not assumed to be simple).

Let a WD dim.EndC .1
C// and b WD dim.EndC .1

�// so that r D a C b, let 1C DLa
iD1 1

C

i and 1� D
Lb
jD1 1

�
j be orthogonal decompositions into simples, and let pi 2

EndC .1
C/ be the minimal projection onto 1Ci and qj 2 EndC .1

�/ the minimal projection
onto 1�j . We denote the objects 1C and 1� by the following two shadings:

D 1C; D 1�:

An object X 2 CC� WD 1C ˝ C ˝ 1� is said to generate C if C is Cauchy tensor
generated by X and X_ (the dual object X_ is well defined up to isomorphism), i.e.,
every simple object of C is a subobject of an object of the form Y1 ˝ � � � ˝ Yn where each
Yi is eitherX orX_.2 In this setting, we writeXij WD 1Ci ˝X ˝ 1

�
j for the homogeneous

components of X of degree eij . In the graphical calculus, we denote X by a strand with
the two shaded regions for 1˙ on either side, and Xij is denoted by tensoring with pi and
qj on the left and right

X D ; Xij D pi qj :

2For this definition of Cauchy tensor generated, we have assumed that C is a priori multitensor, and
thus semisimple.
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Observe that since X generates C , and the latter is indecomposable:

(1) we have inclusions of finite-dimensional von Neumann algebras EndC .1
C/ ,!

End.X/ and EndC .1
�/ ,! EndC .X/ given by

p 7! p ; q 7! q :

(2) X is connected, that is, the intersection of the images of EndC .1
C/ and EndC .1

�/

in EndC .X/ is CidX . Equivalently, the bipartite graph with a even vertices b odd
vertices and an edge from i to j whenever Xij ¤ 0 is connected.

Let Dim.X/D
�
0 DX
0 0

�
be the dimension matrix forX with respect to the unique unitary

spherical structure on C . It is block upper triangular, and its upper right corner DX an
a � b matrix. Let dX WD kDim.X/k D kDXk be the Frobenius–Perron eigenvalue. By
Frobenius–Perron theory applied to the matrix

� 0 DX
DT
X 0

�
, there are unique vectors ˛ 2Ra>0

and ˇ 2 Rb>0 with strictly positive entries satisfying

DXˇ D dX˛; DT
X ˛ D dXˇ; and k˛k2 D 1 D kˇk2:

The object X induces a standard unitary dual functor on C , as follows.

Definition 2.7 ([17, Def. 8.29], [50, §4.2]). Let C be a 2-shaded multitensor category, and
let DX D .Dij / and dX be as above. The standard unitary dual functor associated to X is
determined by the following identities:

pi qj D
Dij ǰ

˛i
pi ; qjpi D

Dij˛i

ǰ

qj : (2.3)

It satisfies the property that the two loop parameters for X are both equal to the scalar dX :

WD coev�X ı coevX D dX id1C ; WD evX ı ev�X D dX id1� :

When C is in addition multifusion, we will see in Theorem 2.22 below that this property
uniquely characterizes the standard unitary dual functor.

Taking the ratio of the scalars for the left and right dimensions in (2.3) above gives the
formula for a groupoid homomorphism � W GaCb ! R>0 describing the standard unitary
dual functor associated to X :

�.eij / D
Dij˛i= ǰ

Dij ǰ =˛i
D
˛2i
ˇ2j

81 � i � a and 81 � j � b: (2.4)

This last formula appears in [50, Lem. 4.5 and (27)]. By universality of the grading
groupoid U, we get a groupoid homomorphism U! GaCb ! R>0.
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2.2. Bimodules over multifactors

In this section, A;B;C;M;N denote von Neumann algebras, andH;K;L denote separa-
ble Hilbert spaces. All von Neumann algebras are assumed to have separable preduals.

Definition 2.8. An A-B bimodule is a Hilbert space H together with normal unital �-
algebra homomorphisms �WA! B.H/ and �WBop ! B.H/ such that Œ�.a/; �.b/� D 0
for all a 2 A and b 2 B . For notational simplicity, we suppress �; �, and write a�b WD
�.a/�.b/� .

The collection vNAlg of von Neumann algebras with separable preduals, bimodules,
and intertwiners forms a W� 2-category, where composition of 1-morphisms is the Connes
fusion relative tensor product [59], [11, Appendix B.ı], [61]. The tensor productH �B K
of AHB and BKC is the completion of the complex vector space

Hom�B.L2B ! H/˝B L
2B ˝B HomB�.L2B ! K/;

under the sesquilinear form given by (the linear extension of)

hf1 ˝ �1 ˝ g1; f2 ˝ �2 ˝ g2i WD h.f
�
2 ı f1/�1.g

�
2 ı g1/; �2iL2B :

Here, f �2 ı f1 2 End�B.L2B/Š B where the identification is via the left action map, and
g�2 ı g1 2 EndB�.L2B/ Š B where the identification is via the right action map.

Here above, L2B is the canonical Haagerup L2 space [22] which can be defined
state-independently [5]. For every faithful normal state ' on B , there is a canonical B-
B bimodule unitary isomorphism L2.B; '/ Š L2B . We write

p
' 2 L2B for the image

of the canonical cyclic vector �' 2 L2.B; '/.
Given an A-B bimoduleAHB , the conjugate bimodule B xHA is the complex conjugate

Hilbert space xH ofH (whose elements we denote by x� for � 2H ), equipped with theB-A
bimodule structure given by bx�a WD a��b�. Given an intertwiner f 2HomA�B.H !K/,
we define Nf 2 HomB�A. xH ! xK/ by Nf .x�/ WD f .�/. It is straightforward to verify that
f � D Nf � and f ı g D Nf ı Ng. Hence, vNAlg is a bi-involutive W� 2-category in the sense
of [25, Def. 2.3] and [26, §4.2 and §5.2].

Given a fixed von Neumann algebra A, we denote by Bim.A/ the full bi-involutive W�

2-subcategory of vNAlg whose only object is A. In other words, Bim.A/ is a bi-involutive
W� tensor category.

Recall that a factor is a von Neumann with trivial center. Factors are the fundamental
building blocks of the theory of von Neumann algebras. Indeed any von Neumann can be
decomposed as a direct integral of factors. In particular, a von Neumann algebra A with
finite-dimensional center Z.A/ D Ck decomposes as a finite direct sum of factors A DLk
iD1 piApi , where p1; : : : ; pk are the minimal central projections (and piApi D piA).

Definition 2.9. A multifactor is a finite direct sum of factors. A multifactor is called finite
if every summand is a finite von Neumann algebra. A multifactor is called a II1 multifactor
if every summand is a II1 factor.
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Example 2.10. Every finite-dimensional von Neumann algebra is a multifactor.

Example 2.11. Consider the group von Neumann algebraLG of an infinite discrete group
G, which is infinite-dimensional with faithful normal tracial state tr.x/D hxıe; ıei where
ıe 2 `

2G is the indicator function at the identity. Writing x D
P
g2G xgug for the Fourier

expansion of x 2 LG it is easily seen that x 2 Z.LG/ if and only if xg depends only on
the conjugacy class of g. Since the sequence .xg/ 2 `2G, the dimension of the center is
the number of finite conjugacy classes. Hence Z.LG/ is finite-dimensional if and only
if there are finitely many finite conjugacy classes. (When only the trivial conjugacy class
is finite, the group is called ICC and the group von Neumann algebra is a II1 factor.)
In this case, let ¹z1; : : : ; znº denote the minimal central projections of LG. Then each
ziLG is a finite factor. Any type In summand of LG would also be a finite-dimensional
invariant subspace of `2G for the left regular action, which can only exist whenG is finite.
Indeed, the left regular representation �G WG ! B.`2.G// of an infinite discrete group
G satisfies both k�G.g/vk D kvk and limg!1h�G.g/v; wi D 0 for all v; w 2 `2.G/.
However, both equations cannot hold for a finite-dimensional representation, since weak
and strong convergence coincide on finite-dimensional Hilbert spaces. Explicit examples
of such groups include SL.2;Z/ and G1 �G2 where G1 is ICC and G2 is finite.

Notation 2.12. For the remainder of this article, unless stated otherwise, M and N are
finite factors, MHN is an M -N bimodule, A and B are finite multifactors, and AXB is
an A-B bimodule. We let ¹piº1�i�a denote the minimal central projections of A, and
¹qj º1�j�b the minimal central projections of B . We define Ai WD piA and Bj WD qjB ,
and we let Xij WD piXqj , which is an Ai -Bj bimodule.

From the M -N bimodule MHN , we can define subfactors M � .N op/0 and N op �

M 0. Let vNdimL.H/ and vNdimR.H/ denote the left and right von Neumann dimensions
of H .

Definition 2.13. The Jones dimension of MHN is

�.H/ WD
p

vNdimL.H/ vNdimR.H/:

The Jones dimension matrix ofAXB is the a� b matrix�D�.X/whose .i; j /-th entry is
given by�ij WD�.Xij /. Note that we always have�. xH/D�.H/ and�. xX/D�.X/T .

Remark 2.14. When both vNdimL.MH/ <1 and vNdimR.HN / <1, recall from [37,
(2.1.2) and Prop. 2.1.7] that

Œ.N op/0 WM� D
vNdimL.MH/

vNdimL..N op/0H/
D vNdimL.MH/ vNdimR.HN /

D
vNdimL.N opH/

vNdimL.M 0H/
D ŒM 0 W N op�:

Taking square roots, �.H/ D Œ.N op/0 WM�1=2 D ŒM 0 W N op�1=2.
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Definition 2.15. The statistical dimension of MHN is

D.H/ WD min
®p

Ind.E/ j E W .N op/0 !M is a conditional expectation
¯

where Ind.E/ � 1 is the Kosaki index of the faithful normal expectation E [44, Def. 2.1].
For subfactors, this number is finite for every E as long as there exists one expectation
with finite index. We define the statistical dimension matrix ofAXB to be the a � b matrix
D.X/ with .i; j /-th entry Dij WD D.Xij /. Observe that D. xH/ D D.H/ and D. xX/ D
D.X/T [5, Cor. 5.17], [17, Cor. 6.8].

Note that we always haveD.H/��.H/, as�.H/2 is the index of the trace-preserving
conditional expectation. Moreover, ifH is simple (i.e., if EndN�M .H/D C), thenD.H/
D �.H/ because an irreducible subfactor admits at most one normal faithful conditional
expectation.

Lemma 2.16. For an A-B bimodule AXB , the following are equivalent:

(1) X is dualizable.

(2) Xij is dualizable for all i; j .

(3) Every entry of D.X/ is finite.

(4) Every entry of �.X/ is finite.

(5) X is finitely generated as both a left A-module and a right B-module.

Proof. (1),(2): Immediate from the fact that X is the orthogonal direct sum of the Xij .
(2),(3): By [5, Props. 7.3 and 7.5], Xij is dualizable if and only if there exists a

conditional expectation E W .Bop
j /
0 ! Ai whose index is finite.

(3),(4): By [4, Cor. 3.19], if eitherD.X/ or�.X/ is finite, then the relative commu-
tant A0i \ .B

op
j /
0 is finite-dimensional. It then follows by [23, Thm. 6.6] that the existence

of a conditional expectation .Bop
j /
0!Ai of finite index implies that all conditional expec-

tations have finite index.
(4),(5): This follows by [1, Prop. 9.3.2], as the conditions (i)–(iii) of that proposition

are equivalent for multifactors.

Remark 2.17. Given a dualizable multifactor bimoduleAXB and any unitary dual functor
_ on the unitary multitensor category Bim.A˚ B/, there is a canonical unitary isomor-
phism

B.X
_/A Š B

xXA

by [5, Cor. 6.12] and [50, Cor. B].

2.3. Connected multifactor inclusions

We now consider the special case of X D AL
2BB where A � B is a unital inclusion of

finite multifactors. We call A�B finite index if AL2BB is dualizable (cf. Lemma 2.16),
and connected if AL2BB is connected as an object Bim.A˚ B/ equivalently, if Z.A/ \
Z.B/ D C1.
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Let A � B be a finite index connected inclusion of finite multifactors. Let trB be a
faithful normal trace on B , and letEA W B! A be the unique trace-preserving conditional
expectation. By [20, Prop. 3.5.2 (ii)], trA WD trB jA is characterized by the formula

trA.pi / D
bX

jD1

Tij trB.qj / 8 1 � i � a (2.5)

where T 2Ma�b.R>0/ is the trace matrix

Tij WD trBj .piqj / D vNdimR

��
pi .L

2B/qj
�
Bj

�
(2.6)

(the second equality in (2.6) follows by [20, Proof of Lem. 3.6.7 and Prop. 3.2.5 (h)]). We
call .trA.pi //aiD1 and .trB.qj //bjD1 the trace vectors.

The Jones projection eA 2B.L2.B; trB// is the orthogonal projection ontoL2.A; trA/.
It satisfies eAb�D EA.b/�, where� 2 L2.A; trA/� L2.B; trB/ is the image of 1 2 A�
B . The Jones basic construction [37, §3] is the von Neumann algebra generated by B and
by the Jones projection:

hB;Ai WD hB; eAi D JA
0J � B

�
L2.B; trB/

�
:

By setting A0 WD A, A1 WD B , and e1 WD eA, and inductively An WD hAn�1; en�1i D
JA0n�2J � B.L

2An�1/, we get the Jones tower

A0 D A � B D A1
e1
� A2

e2
� A3 � � � � : (2.7)

Definition 2.18. Let A � B be a finite index connected inclusion of finite multifactors.
A faithful normal trace trB on B is called Markov if there exists a number d > 0 and an
extension trhB;Ai of trB to hB;Ai that satisfies

trhB;Ai.xeA/ D d�2 trB.x/

for all x 2 B . We call an inclusion A � .B; trB/ equipped with a Markov trace a Markov
inclusion.

By [20, §2.7 and §3.7], the Markov trace exists and is unique. The number d2 is
called the Markov index of the inclusion. It is equal to the spectral radius of zT T , where
zT 2Mb�a.R�0/ is given by

zTj i WD

´
�2ij =Tij if piqj ¤ 0

0 if piqj D 0

µ
D vNdimL

�
Ai .piL

2Bqj /
�
: (2.8)

By [20, Proof of Thm. 3.7.3], the Markov trace is completely determined by the equation

d2 trB.qj / D
aX
iD1

zTj i trA.pi /: (2.9)
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By definition, the minimal central projections of hB;Ai are the JpiJ for i D 1; : : : ; a.
By [20, (3.7.3.1)], the trace vector .trhB;Ai.JpiJ //aiD1 is given by

trhB;Ai.JpiJ / D d�2 trA.pi /
X
1�k�b
piqk¤0

�2
ik

Tik
(2.10)

and by [20, Prop. 3.6.8], the trace matrix T B�hB;Ai 2Mb�a.R�0/ for the inclusion B �
hB;Ai is given by

T
B�hB;Ai
j i D

zTj iP
1�k�b
piqk¤0

�2
ik

Tik

: (2.11)

From here on, trB is the unique Markov trace on B . By [20, Thm. 3.6.4 (i)] (see also
[51]), there is a finite Pimsner–Popa basis ¹bº for B over A satisfyingX

b

bEA.b
�x/ D x 8x 2 B and

X
b

bb� D d2 2 Œ1;1/:

This means EA is of index finite type in the sense of [64], and the Markov index d2 DP
b bb

� is equal to the Watatani index. Hence a Markov connected inclusion A� .B; trB/
of finite multifactors is strongly Markov in the sense of [41, Def. 2.8] (Markov with a finite
Pimsner–Popa basis).

Iterating Jones’ basic construction, we get a Jones tower

A0 D A � B D A1
e1
� A2

e2
� A3 � � � �

abbreviated .An; trn; enC1/n�0, where each inclusion is strongly Markov.

Example 2.19 ([37, §3.2]). An inclusion of finite-dimensional von Neumann algebras
A � B equipped with a faithful trace trB is Markov if and only if the trace vectors E�B
for B and E�A for A (whose k-th entry is the trace of a minimal projection in the k-th
summand) satisfy ƒTƒE�B D d2E�B and ƒƒT E�A D d2E�A where d > 0 such that d2 D
kƒƒT k D kƒTƒk. Here, ƒ is the bipartite adjacency matrix for the Bratteli diagram of
the inclusion A � B , whose .i; j /-th entry ƒi;j is the number of edges between the i -th
even vertex/simple summand of A and j -th odd vertex/simple summand of B .

Facts 2.20. We have the following facts concerning the Jones tower.

• (Multistep basic construction [41, Prop. 2.20]) For every n 2 N and 0 � k � n, the
inclusion An�k � .An; trn/ � .AnCk ; trnCk ; f nn�k/ is standard in the sense of [41,
Def. 2.14], i.e., isomorphic to a basic construction. Here, f n

n�k
is proportional to the

unique word in the Jones projections en; : : : ; en�kC1 of maximal length [52].

• (Conjugation by J [41, Rem. 2.21]) Under the multistep basic construction isomor-
phisms above, on L2.An; trn/, .JnAn�kJn/0 D AnCk .
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• (Centralizer algebras as endomorphisms [41, Prop. 2.20, Rem. 2.26]) Using the multi-
step basic construction together with the bimodule isomorphisms L2An Š L2B�An,
we get the following isomorphisms between centralizer and endomorphism algebras:

A00\A2nŠEndA�A.L2B�An/; A01\A2nC1ŠEndB�B.L2B�AnC1/;

A00\A2nC1ŠEndA�B.L2B�AnC1/; A01\A2nC2ŠEndB�A.L2B�AnC1/:
(2.12)

2.4. Planar algebras

Suppose we have a unitary multitensor category C together with a chosen unitary dual
functor _, a 2-shading 1C D 1C ˚ 1�, and a generator X 2 CC�. Using [12, §5] and
[50, §4], we can construct a unitary 2-shaded planar algebra, i.e., a 2-shaded C�-planar
algebra [40, Def. 1.37] P� D P .C ; X;_/� with finite-dimensional box spaces

P2n;C WD EndC

�
.X ˝ xX/˝n

�
; P2n;� WD EndC

�
. xX ˝X/˝n

�
;

P2nC1;C WD EndC

�
.X ˝ xX/˝n ˝X

�
; P2nC1;� WD EndC

�
. xX ˝X/˝n ˝ xX

�
:

Given such a unitary 2-shaded planar algebra P�, one can recover the tuple .C ;_; X/
by taking its category of projections (see [46, §4.1], [8, §2.3], [50, §4], and [26, §3.3]).
Moreover, these two constructions are mutually inverse.

Theorem 2.21. There is an equivalence of categories3²
unitary 2-shaded planar
algebras P�

³
Š

8<:Triples .C ; _; X/ with C a unitary multitensor
category,_ a unitary dual functor, 1C D 1

C˚ 1�

a 2-shading, and a generator X 2 CC�

9=; :
Using the language of strongly Markov inclusions of finite-dimensional von Neumann

algebras, we now prove that the standard unitary dual functor _standard with respect to a
chosen generator X as in Definition 2.7 in a 2-shaded unitary multifusion category is
the unique unitary dual functor whose loop parameters for X are the same scalar. As
a corollary, if we add scalar loop parameter to the left-hand side of the equivalence in
Theorem 2.21, we may remove the unitary dual functor from the right-hand side as it is
uniquely determined by the other data.

Theorem 2.22. Suppose C is a 2-shaded indecomposable unitary multifusion category
andX 2 CC� generates C . If _ is a unitary dual functor on C whose loop parameters for
X are scalars

D coev�X ı coevX D �id1C ; D evX ı ev�X D �id1� ;

then � D dX , and _ is unitarily equivalent to the standard unitary dual functor with
respect to X .

3The collection of triples .C ; _; X/ forms a 2-category which is equivalent to a 1-category [27,
Lem. 3.5].
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Proof. Since C is unitary multifusion, generated by X , there is an n 2 N such that every
simple object in CCC D 1C ˝ C ˝ 1C and CC� D 1C ˝ C ˝ 1� appears as a sum-
mand of .X ˝ xX/˝n or .X ˝ xX/˝n˝X . We define the following finite-dimensional von
Neumann algebras

A D EndC

�
.X ˝ xX/˝n

�
and B D EndC

�
.X ˝ xX/˝n ˝X

�
;

and we observe there is an obvious inclusion map A ,! B by �˝ idX , under which the
inclusion A � B is connected. In fact, this connected inclusion is independent of _! What
is not independent of _ is the choice of conditional expectation EWB ! A given by

x 7!
1

�
�

2n

2n

x :

By [50, Thm. D], there exists a state  on EndC .1C / such that for every c 2 C and
f W c ! c,

 

0@ f

1A D  0@ f

1A :
(Observe that these pictures are not shaded as [50, Thm. D] only applies to the unshaded
case!) Consider the tracial states on A and B given by

trA WD
1

�2n �  .id1C/
� . ı tr_R/; trB WD

1

�2nC1 �  .id1C/
� . ı tr_R/

and observe that EWB ! A is the unique trace-preserving conditional expectation.
Since C is multifusion, by the Recognition Lemma [36, Lem. 5.3.1] for the basic

construction in finite dimensions, the von Neumann algebra

C WD EndC

�
.X ˝ xX/˝nC1

�
; eA WD

1

�
�

2
n

is isomorphic to the basic construction algebra hA;Bi with Jones projection eA, where the
inclusion is given by y 7! y ˝ id xX and conditional expectation F WC ! B given by

y 7!
1

�
�

2nC1

2nC1

y :
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Moreover, there exists a trace on C given by

trC WD
1

�2nC2 �  .id1C/
� . ı tr_R/:

Since trC jB D trB and F.eA/ D ��1, we see that trC is a .�; B/-trace on C [37, Def. on
p. 8]. By [37, Thm. 3.3.2], we have that A � .B; trB/ is a connected Markov inclusion.
Thus trB is the unique Markov trace for the inclusion A � B . From the existence of the
Giorgetti–Longo unitary dual functor and induced Markov trace from [17], we immedi-
ately have that � D dX and

˛2i D trA.pi ˝ id.X˝ xX/˝n/ D
 .pi /

 .id1C/
8i D 1; : : : ; a;

ˇ2j D trB.id.X˝ xX/˝n˝X ˝ qj / D
 .qj /

 .id1C/
; 8i D j; : : : ; b:

Finally, since C is indecomposable multifusion, the relevant classifying grading groupoid
for unitary dual functors is the matrix unit groupoid GaCb . We have that for all i; j , the
classifying groupoid homomorphism

� WGaCb ! R>0

is given by

�.eij / D
dim_L.Xij /
dim_R.Xij /

D

 

0B@ qjpi

1CA = .qj /
 

0B@ pi qj

1CA = .pi /
D
˛2i
ˇ2j

which is exactly the formula (2.4). Thus,_ is exactly the Giorgetti–Longo standard unitary
dual functor by Theorem 2.5.

Corollary 2.23. There is an equivalence of categories (see Footnote 3)8<:Indecomposable finite depth uni-
tary 2-shaded planar algebras P�
with equal scalar loop moduli

9=; Š
8̂<̂
:

Pairs .C ; X/ with C an indecompos-
able unitary multifusion category, 1C D

1C ˚ 1� a 2-shading, and a generator
X 2 CC�

9>=>; :
Warning 2.24. While the unitary 2-shaded planar algebra P� has scalar loop moduli
which are the same for both shadings, P� is not necessarily spherical. Indeed, there can be
endomorphisms of X which have distinct left and right traces with respect to the standard
unitary dual functor. A typical example of this behavior is the planar algebra of a bipartite
graph [38].
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2.5. Standard invariants

Definition 2.25. Given multifactors A; B and a dualizable bimodule AXB , the standard
invariant ofAXB is the abstract 2-shaded unitary multitensor category C.X/�Bim.A˚B/
generated by X together with the choice of generating object X and the standard unitary
dual functor with respect to X , whose loop moduli are both the scalar dX as in Definition
2.7. Here, we forget the existence of the forgetful fiber functor C.X/ ! Bim.A ˚ B/.
Observe that C is 2-shaded with 1C D AL

2AA and 1� D BL
2BB . We say that AXB has

finite depth if C.X/ is a unitary multifusion category.
An equivalence of standard invariants .F;u/WC.X/!D.Y / is a unitary tensor equiv-

alence F WC ! D together with a unitary isomorphism u 2 D.Y ! F.X//.
The standard invariant of a finite index connected inclusion A � B of finite multifac-

tors is the standard invariant C.AL
2BB/. We say that the inclusion A � B has finite depth

if AL2BB has finite depth, i.e., C.AL
2BB/ is multifusion.

By Theorem 2.21, the standard invariant C.X/ ofAXB may also be viewed as a unitary
2-shaded planar algebra P .X/� with equal scalar loop moduli.

Suppose now A � .B; trB/ is a finite index connected inclusion of finite multifactors
equipped with the unique Markov trace. In addition to the unitary 2-shaded planar algebra
P .AL

2BB/, one can construct another unitary 2-shaded planar algebra PA�B
� using the

construction from [41, §3] whose box spaces are the higher centralizer algebras of the
Jones tower:

PA�B
n;C WD A00 \ An; PA�B

n;� WD A01 \ AnC1; 8n � 0:

In fact, the two unitary planar algebras P .AL
2BB/� and PA�B

� are �-isomorphic by [12,
Proof of Thm. 5.4 and Rem. 5.5], which do not rely in any substantial way on factoriality
and can be adapted to our situation using (2.12) from Facts 2.20 in place of the results
from [6]. Hence we have a commutative diagram

²
Finite index connected mul-
tifactor inclusions A � B

³ 8<:Indecomposable unitary 2-shaded
planar algebras P� with equal
scalar loop moduli

9=;
²

Dualizable connected multi-
factor bimodules AXB

³ 8<:Triples .C ;X;_/ with C indecom-
posable such that X 2 CC� has
equal scalar loop values

9=;

[41]

[12] Thm. 2.21 Š (2.13)

By [56, Thm. 3.1], as explained in [40, Proof of Thm. 4.3.1], given a spherical unitary
2-shaded planar algebra P� which is connected (P0;˙ are 1-dimensional), there is a II1
subfactor A � B which is extremal (the traces trA0 and trB agree on A0 \ B) whose stan-
dard invariant is �-isomorphic to P�. If moreover P� is finite depth, A and B can be taken
to be hyperfinite.
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Hence in the case of connected spherical unitary 2-shaded planar algebras, the top hor-
izontal map in (2.13) above is surjective. We conjecture that this map is always surjective;
we expect the techniques of [21, 35, 58] will be useful towards verification.

Conjecture 2.26. Given a unitary 2-shaded planar algebra P�, there is a finite index
homogeneous connected II1 multifactor inclusion A � B whose standard invariant is �-
isomorphic to P�.

We discuss homogeneous inclusions in Section 4.3 below cf. [57, Def. 1.2.11]. In Sec-
tion 5.1 below, we prove Conjecture 2.26 for finite depth unitary 2-shaded planar algebras,
in which case A;B can be taken to be hyperfinite.

The commutative diagram (2.13) is functorial for isomorphisms; this statement must
be interpreted with the subtlety that the top line in (2.13) consists of two 1-groupoids,
while the second line consists of two 2-groupoids (the second is 1-truncated and equiv-
alent to a 1-groupoid by Theorem 2.21, see also [27, Lem. 3.5]). We now discuss the
functoriality of these arrows in more detail.

An isomorphism of two finite index multifactor inclusions A � B and zA � zB is a
�-isomorphism 'WB ! zB taking A onto zA. Given such an isomorphism ' of inclusions,
there is a unique extension of ' taking the Jones tower of A � B onto the Jones tower of
zA � zB preserving the Jones projections, i.e., eA�B

k
7! e

zA� zB
k

for all k. This gives us an
induced planar algebra isomorphism

P .'/�WP
A�B
� ! P

zA� zB
�

on the centralizer algebras.
To describe 1-isomorphisms between dualizable bimodules, we must introduce the

notion of Morita equivalence.

Definition 2.27. A Morita equivalence between von Neumann algebras M and N is an
invertible bimoduleMHN , i.e., anM �N bimoduleH equipped with two unitary bimod-
ule isomorphismsMH �N xHM ŠML

2MM and N xH �M HN Š NL
2NN which satisfy

the zig-zag relations (2.1), (2.2). The unitarity of these cups and caps is exactly the reca-
bling relations:

xH H

xH H

D

xH

xH

H

H

; D D idL2N ;

H xH

H xH

D

H

H

xH

xH

; D D idL2M :

(2.14)

By [60, Prop. 3.1], these unitary solutions to the conjugate equations are unique up to
unique M �N bilinear unitary isomorphism of MHN .
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As an example, given a von Neumann algebra N , any faithful right N -module HN
is canonically an N 0 � N Morita equivalence bimodule by [60, Prop. 3.1] where N 0 is
the commutant of the right N -action. When A is a finite multifactor, such faithful right
A-modules YA are parameterized up to right A-linear unitary isomorphism by Ra>0 via the
map YA 7! .vNdimR.YpiAi //

a
iD1.

Suppose now N �M is a unital inclusion of von Neumann algebras. A faithful right
N -moduleHN induces a faithful rightM -moduleKM WDH �N L2MM . SettingN 0 WD
.N op/0 \ B.H/ and M 0 WD .M op/0 \ B.K/, the induced left N 0-action on K commutes
with the right M -action and is thus contained in M 0. The inclusion N 0 �M 0 is called the
Morita equivalent inclusion induced byHN . (We warn the reader that the commutants N 0

and M 0 are taken in different representations, and thus M 0 is not contained in N 0 even
though N �M .)

A 1-isomorphism between two dualizable bimodules AX1B and A0X2B 0 consists of a
triple .A0YA;B 0ZB ;  / where A0YA and B 0ZB are Morita equivalence bimodules (which
always come equipped with two distinguished unitary isomorphisms satisfying the zig-zag
axioms) and anA0 �B bilinear unitary isomorphism  WA0Y �A X1B !A0X

2�B 0 ZB . A
2-isomorphism between triples .A0Y 1A;B 0Z1B ;  1/ and .A0Y 2A;B 0Z2B ;  2/ consists of
an A0 � A bilinear unitary uWA0Y 1A ! A0Y

2
A and a B 0 � B bilinear unitary vWB 0Z1B !

B 0Z
2
B satisfying the relation

 2 ı .u� idX1/ D .v � idX2/ ı  1;

Y 1

Y 2

X2

X1

Z2

 2

u

D

Y 1

X2

X1

Z1

Z2

 1

v

(2.15)

where we denote the four von Neumann algebras A;B;A0; B 0 by the shaded regions

D A; D B; D A0; D B 0:

By uniqueness of the unitary solutions to the zig-zag equations for Y 1; Y 2 and Z1; Z2

respectively, u; v will automatically satisfy the relations

Y 2

Y 1

Nu� D

Y 2

Y 2

Y 1

Y 1

u

Z2

Z1

Nv� D

Z2

Z2

Z1

Z1

v : (2.16)

We leave it to the reader to define composition of 1-morphisms and the associator isomor-
phisms in this 2-groupoid.
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Suppose now that 'W .A� B/! . zA� zB/ is an isomorphism of finite index connected
inclusions of finite multifactors. Denote these four von Neumann algebras A;B; zA; zB by
the shaded regions

D A; D B; D zA; D zB;

and the standard and Morita equivalence bimodules by

D AL
2BB ; D zAL

2 zB zB ; D zAL
2 zA'.A/; D zBL

2 zB'.B/:

We denote the conjugate bimodules by the horizontal reflection, and the restriction to
A; zA respectively by changing the shading. The map L2'WBL2BB ! '.B/L

2 zB'.B/ is the
isomorphism x

p
trB 7! '.x/

p
tr zB where trB ; tr zB are the unique Markov traces respec-

tively. We may and do view L2' as the canonical B � B bimodule isomorphism L2B !

'L
2 zB � zB L

2 zB' from [59, Prop. 3.1] denoted by a cup:

'L
2 zB L2 zB'

L2B

WD

'L
2 zB L2 zB'

L2'

L2B

:

We can restrict L2' to an A � B bimodule map still denoted L2' by restricting the left
A-action using the canonical isomorphism AL

2BB �B 'L
2 zBB Š '.A/L

2 zBB , which we
denote by a trivalent vertex:

L2' D

'L
2 zB L2 zB'

L2B

W AL
2BB ! '.A/L

2 zB � zB L
2 zB'.B/:

We get an invertible 1-morphism .L2 zA' ;L
2 zB' ; '/ WAL

2BB! zAL
2 zB zB in the bimodule

2-groupoid where  ' is the isomorphism

 ' WD

L2 zA'

L2 zB'

L2B

L2 zB

W zAL
2 zA' �A L2BB ! zAL

2 zB � zB L
2 zB'.B/: (2.17)

The assignment .A� B/ 7!AL
2BB and Œ'W .A� B/! . zA� zB/� 7! .L2 zA' ;L

2 zB' ; '/

can be endowed with the structure of a 2-functor; we leave the details to the reader.
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Suppose now that .Y; Z;  /WAX1B ! A0X
2
B 0 is a 1-isomorphism between dualiz-

able multifactor bimodules. Denote these four von Neumann algebras A;B;A0; B 0 by the
shaded regions

D A; D B; D A0; D B 0;

and the standard and Morita equivalence bimodules by

D AL
2BB ; D A0L

2B 0B 0 ; D A0YA; D B 0ZB :

We denote the conjugate bimodules by the horizontal reflection, and the restriction to
A; zA respectively by changing the shading. We get a planar algebra �-isomorphism by
‘encircling’ the box spaces of P .AX

1
B/� using  ; �; x ; x �, and the standard cups and

caps. For example, abbreviating isomorphisms  ; x ; � x � by 4-valent vertices

WD  ; WD x ;

WD  � ; WD x � ;

given x 2 P .AX
1
B/3;C, we define

P .Y;Z; /3;C.x/ WD x WD x :

One verifies this ‘encircling’ action gives a planar algebra isomorphism using the reca-
bling relation (2.14). It is a straightforward exercise using (2.15) and (2.16) that if there
exists a 2-isomorphism .u;v/W .Y 1;Z1; 1/) .Y 2;Z2; 2/, the planar algebra �-isomor-
phisms P .Y 1;Z1; 1/� and P .Y 2;Z2; 2/� from P .AX

1
B/�! P .A0X

2
B 0/� are equal.

Using this ‘encircling action’, we also get an equivalence of the non-idempotent complete
full subcategories zC.AX1B/� C.AX

1
B/ and zC.A0X2B 0/� C.A0X

2
B 0/ whose objects are

the alternating tensor powers of Xj and Xj for j D 1; 2 respectively, which descends to
an equivalence of the idempotent completions C.AX

1
B/ ' C.A0X

2
B 0/.

Hence the construction [12] actually gives a 1-functor from the 1-truncation of the
2-groupoid of bimodules to the 1-groupoid of unitary 2-shaded planar algebras. More-
over, the result [12, Proof of Thm. 5.4 and Rem. 5.5] can then be reinterpreted as the
statement that the 1-functor from the 1-groupoid of inclusions to the 1-groupoid of planar
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algebras is naturally isomorphic to the composite of the 2-functor from the 1-groupoid of
inclusions to 2-groupoid of bimodules followed and this 1-functor from the 1-truncation
of the 2-groupoid of bimodules to the 1-groupoid of planar algebras. That is, given a �-
isomorphism 'W .A � B/! . zA � zB/, we have the following commutative diagram:

PA�B
� P .AL

2BB/�

P
zA� zB
� P . zAL

2 zB zB/�

Š

P .'/� P .L2 zA' ;L
2 zB' ; '/�

Š

(2.18)

We now collect some important results on Morita equivalent inclusions and their stan-
dard invariants.

Lemma 2.28. Suppose A � B is a finite index connected inclusion of finite multifactors
and YA is a faithful right A-module. The induced Morita equivalent inclusion A0 � B 0 is a
connected inclusion of finite multifactors with the same Jones dimension matrix. Moreover,
.A0YA;B 0ZB ;  / is an invertible 1-morphism from AL

2BB ! A0L
2B 0B 0 where  is the

composite
A0Y �A L2BB D A0ZB Š A0L

2B 0 �B 0 ZB :

In particular, Morita equivalent inclusions have canonically isomorphic standard invari-
ants.

Proof. By construction, A0; B 0 are clearly finite multifactors with the same centers as
A;B respectively. By [59, Prop. 3.1], there is a canonical B 0 �B 0 bimodule isomorphism
L2B 0 Š Z �B xZ, which restricts to an A0 � B 0 bimodule isomorphism

A0L
2B 0B 0 Š A0Y �A L2B �B xZB 0 : (2.19)

Since left and right von Neumann dimension are multiplicative, we see �.A0L2B 0B 0/ D
�.AL

2BB/, so A0 � B 0 is finite index and connected. The rest is straightforward and left
to the reader.

Proposition 2.29. Let 'W .A�B/! . zA� zB/ be an isomorphism of finite index connected
inclusions of finite multifactors, and YA; zY zA two faithful right modules. Let A0 � B 0 and
zA0 � zB 0 be the induced Morita equivalent inclusions, where Z WD Y �A L2B and zZ WD
zY � zA L

2 zB .
For every rightA-linear unitarywWYA! zY'.A/ (if one exists), there is an isomorphism

'0W .A0 � B 0/! . zA0 � zB 0/ such that '0jA0 D Ad.w/. Moreover, there exists an invertible
2-morphism

AL
2BB A0L

2B 0B 0

zAL
2 zB zB zA0L

2 zB 0 zB 0

.L2 zA' ;L
2 zB' ; '/

.Y;Z; /

.L2 zA0
'0
;L2 zB 0

'0
; '0 /

.u;v/

. zY ; zZ; z /
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which only depends on w; '. In particular, the following square commutes:

P .AL
2BB/� P .A0L

2B 0B 0/�

P . zAL
2 zB zB/� P . zA0L

2 zB 0 zB 0/�

Š

P .L2 zA' ;L
2 zB' ; '/� P .L2 zA0

'0
;L2 zB 0

'0
; '0 /�

Š

(2.20)

Proof. We denote the von Neumann algebras A; A0; zA; zA0; B; B 0; zB; zB 0 by the shaded
regions

D A; D A0; D zA; D zA0;

D B; D B 0; D zB; D zB 0

the standard bimodules AL2BB ;A0L2B 0B 0 ; zAL
2 zB zB ; zA0L

2 zB 0 zB 0 by

D AL
2BB ; D A0L

2B 0B 0 ; D zAL
2 zB zB ; D zA0L

2 zB 0 zB 0 ;

and the Morita equivalences Y;Z; zY ; zZ by the colored strands

D A0YA; D B 0ZB ; D zA0
zY zA; D zB 0

zZ zB :

We denote the conjugates of these bimodules by taking horizontal reflections. We denote
the restrictions of B; B 0; zB; zB 0-actions to A; A0; zA; zA0 by changing the shading on the
appropriate side. For example, when we restrict the left B; B 0-action on Z; zZ to A0; zA0,
we have obvious identification isomorphisms

A0ZB D A0Y �A L2BB ; zA0
zZ zB D zA0

zY � zA L
2 zB zB :

We now define a right B-linear unitary xWZB ! zZ'.B/ by

ZB D Y �A L2BB
w�L2'
�����! zY' �A 'L

2 zB'.B/ Š zY � zA L
2 zB'.B/ D zZ'.B/:

This right B-linear unitary induces an isomorphism of right B-commutants

'0 WD Ad.x/WB 0 ! zB 0:

By construction, '0jA0DAd.w/. We denote the Morita equivalencesL2 zA' ,L2 zB' ,L2 zA0'0 ,
L2 zB 0'0 by

D zAL
2 zA'.A/; D zBL

2 zB'.B/;

D zA0L
2 zA0'0.A0/; D zB 0L

2 zB 0'0.B 0/
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their conjugates by again taking horizontal reflection, and restrictions by changing the
shading. Using '; '0, we view w as an A0 � A bilinear unitary and x as a B 0 � B bilinear
unitary

w WA0YA ! '0.A0/L
2 zA0 � zA0 zY � zA L

2 zA'.A/;

x WB 0ZB ! '0.B 0/L
2 zB 0 � zB 0 zZ � zB L

2 zB'.B/:

We now define our component unitaries of our 2-morphism by

u WD w W zA0L
2 zA0'0 �A0 YA ! zA0

zY � zA L
2 zA'.A/;

v WD x W zB 0L
2 zB 0'0 �B 0 ZB ! zB 0

zZ � zB L
2 zB'.B/:

It remains to verify (2.15) holds, which in string diagrams is as follows:

w L2'
D

u

 '

z 

‹
D

z 

 '0

v

D x :

Applying isotopy and composing with obvious trivalent vertex isomorphisms, the above
equation is equivalent to the following equation:

w L2'
‹
D

x
:

Finally, this equation holds by definition of the morphism x when restricted to an A0 � B
bimodule map.
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3. Distortion and extremality

In this section, we introduce the notion of the modular distortion for bimodules over finite
multifactors. The notion of distortion for bimodules over a II1 factor N is closely related
with the notion of Connes–Takesaki module for an endomorphism ofB.`2/˝N ; we refer
the reader to Remark 3.10 for a detailed discussion.

Using the notion of distortion, we introduce the notion of extremality for multifactor
bimodules, and we give many equivalent characterizations. We reconcile our definition
based on [49] and the definition for a II1 factor bimodule from [12, p. 51] in Corollary 3.21
below.

We connect our definition to extremality of a finite index connected inclusion of finite
multifactors A � .B; trB/ with its Markov trace and trace-preserving conditional expecta-
tion in Section 3.3 below.

3.1. Distortion and extremality for II1 factor bimodules

In this section, M;N;P will denote II1 factors, unless stated otherwise.

Definition 3.1. The modular distortion of a dualizable M �N bimodule H is defined to
be

ı D ı.H/ WD

p
vNdimL.H/p
vNdimR.H/

:

Observe that

vNdimL.MH/ D ı.H/�.H/; vNdimR.HN / D
�.H/

ı.H/
; (3.1)

where �.H/ is the Jones dimension. Moreover, distortion is multiplicative, i.e., if MHN

and NKP are dualizable bimodules, then

ı.H �N K/ D ı.H/ı.K/: (3.2)

We say H has constant distortion ı if for every M � N sub-bimodule K � H , we have
ı.K/ D ı.H/.

Remark 3.2. If H;K are both M �N bimodules, the distortion

ı.H ˚K/ D

s
vNdimL.H/C vNdimL.K/
vNdimR.H/C vNdimR.K/

cannot be computed from the distortions ı.H/ and ı.K/ alone. In particular, distortion is
not additive.

Proposition 3.3. For a dualizable M �N bimodule H , the following are equivalent.

(1) H has constant distortion, and

(2) �.H/ D D.H/, i.e., the Jones dimension is equal to the statistical dimension.
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Proof. Since H is dualizable, we may write H as a finite direct sum of simple M � N
bimodules H D

Ln
iD1Ki . On the one hand, we have

D.H/ D

nX
iD1

D.Ki / D

nX
iD1

�.Ki / D

nX
iD1

p
vNdimL.Ki / vNdimR.Ki /

D

nX
iD1

ı.Ki / vNdimR.Ki /;

using the fact that D is additive and the Jones dimension of each simple summand agrees
with the statistical dimension. On the other hand, we have

�.H/ D

vuut� nX
iD1

vNdimL.Ki /
�� nX

iD1

vNdimR.Ki /

�

D

vuut� nX
iD1

ı.Ki /2 vNdimR.Ki /

�� nX
iD1

vNdimR.Ki /

�
:

Therefore, it is immediate that D.H/ D �.H/ when H has constant distortion.
The reverse implication follows by recognizing the expressions for D.H/ and �.H/

computed above as related by the Cauchy–Schwarz inequality in Rn. Indeed, if ei 2 Rn

denotes the i -th standard basis vector, setting

x WD
nX
iD1

ı.Ki / vNdim .Ki /
1=2ei ; y WD

nX
iD1

vNdim .Ki /
1=2ei ;

we have D.H/ D hx; yi and �.H/ D kxkkyk. Suppose now that D.H/ D �.H/. Then
we have hx; yi D kxkkyk, and so x D �y for some � � 0. Hence, ı.Ki / D � is constant
independent of i . Since ı is constant on all simple summands of H , it follows (since
vNdimL and vNdimR are additive) that ı is constant on all sub-bimodules of H .

Corollary 3.4. If MHN and NKP are dualizable II1 factor bimodules with constant
distortion, then so is H �N K.

Proof. Apply Proposition 3.3 to the equality

�.H �N K/ D �.H/�.K/ D D.H/D.K/ D D.H �N K/:

Remark 3.5. Given a II1 factor N , the modular distortion ı induces a grading on the
unitary tensor category Bimd .N / of dualizable N �N bimodules by

Bimd .N / D
M
r>0

ı�1.r/

where ı�1.r/ is the semisimple subcategory of Bimd .H/ whose simple objects have dis-
tortion r . (Observe that ı�1.r/may contain only the zero object, so this R>0-grading may



M. Bischoff, I. Charlesworth, S. Evington, L. Giorgetti, and D. Penneys 524

not be faithful.) By combining (3.2) and Corollary 3.4, we see that

ı�1.r/˝ ı�1.s/ � ı�1.rs/:

By universality, we thus get a surjective homomorphism ı WU!R>0 from the univer-
sal grading group U of Bimd .N / onto R>0, which is the modular distortion up to a square
root convention. By Theorem 2.5 [50], this homomorphism corresponds to a canonical
unitary dual functor on Bimd .N / called the tracial or von Neumann unitary dual functor
[34, §2.4]4 (see also [9, 12, 43]), as it is induced by the trace on N , which is used to com-
pute the left and right von Neumann dimension of bimodules. Indeed, if . xH; ev; coev/ is
a dual for H using the tracial unitary dual functor, then

vNdimL.H/idL2N D ev ı ev� and vNdimR.H/idL2N D coev� ı coev:

We can thus view the modular distortion as a measure of how far the tracial unitary dual
functor differs from the canonical spherical unitary dual functor.

Definition 3.6 ([49]). An N � N bimodule H is called extremal if for all N � N sub-
bimodules K � H , we have vNdimL.K/ D vNdimR.K/. When H is dualizable, H is
extremal if and only if H has constant distortion equal to 1.

Corollary 3.7. If H is an extremal dualizable N �N bimodule, then D.H/ D �.H/.

Remark 3.8. Notice that the converse of Corollary 3.7 is not true, as any simple non-
distortion 1 bimodule is a counterexample.

Using the universal grading group, we get an extremely short proof of the following
result, which can also be deduced from [54, §3.7.1].

Proposition 3.9. If NHN is finite depth, then NHN is extremal.

Proof. Since the unitary tensor category C.H/ is fusion, its universal grading group U is
finite [13, §4.14]. Since ı induces a grading on C.H/, ı descends to a group homomor-
phism U! R>0 by universality. Hence ı.U/ � R>0 is a finite group, so it must be ¹1º.

Remark 3.10. Given a II1 factor M , in [30, Rem. 4.6], Izumi introduces the notion of
a scalar-valued module Mod.�/ for every dualizable endomorphism � 2 End.M/ deter-
mined by the formula

TrM ı� D d� �Mod.�/ � TrM (3.3)

where TrM is any faithful semifinite normal trace onM . WhenM D B.`2/˝N for a II1
factorN , there is a well-known equivalence of rigid C� tensor categories End.M/[ ¹0ºŠ

Bim.M/ [26, §3.2] and an equivalence Bim.M/ Š Bim.N / afforded by the Morita equiv-
alence invertible M �N bimodule M .`2 ˝ L2N/N . Using the composite equivalence

End.M/ [ ¹0º Š Bim.N /;

4We warn the reader there is a typo in [34, (10)].
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we can relate Mod.�/ to the modular distortion ı.NHN / whereH 2 Bim.N / is any dual-
izable bimodule corresponding to the dualizable endomorphism � 2 End.M/.

Fix a dualizable NHN 2 Bim.N /, and let TrM D Tr˝ trN . We get a dualizable endo-
morphism � 2 End.M/ as follows. First choose any right N -linear unitary u W `2 ˝H !
`2 ˝ L2N , and observe that for any x 2M , uxu� commutes with the right N -action on
`2 ˝ L2N and thus lies in M . Hence � WD Ad.u/ 2 End.M/. Moreover, given any other
right N -linear unitary v W `2 ˝H ! `2 ˝ L2N , we have

.uxu�/.uv�/ D uxv� D .uv�/vxv�;

so Ad.v/ is equivalent to Ad.u/ in End.M/ via the unitary intertwiner uv�.
Recall now that for any right N -linear isometry u W HN ! .`2 ˝ L2N/N ; we have

TrM .uu�/ D vNdimR.HN / [39, Prop. 10.1.3 and Def. 10.1.4]. This implies that for the
projection e11 ˝ 1N 2 M , we may view u.e11 ˝ 1N / W e1 ˝H ! `2 ˝ L2N as an N -
linear isometry, and thus

TrM .�.e11 ˝ 1N // D TrM .u.e11 ˝ 1N /u�/ D vNdimR.HN /:

By (3.3), we conclude that

Mod.�/ D
vNdimR.HN /

d�
D

vNdimR.HN /

D.H/
:

When D.H/ D �.H/, by (3.1), we have

Mod.�/ D ı.H/�1: (3.4)

Now again by [30, Rem. 4.6], � has a Connes–Takesaki module mod.�/ 2Aut.Z. zM//

where zM WD M Ì�TrM R if and only if the minimal conditional expectation E� W M !
�.M/ is TrM -preserving. In this case, letting �TrM .t/ 2 zM be the unitary implementing
�

trM
t , mod.�/ is determined by the formula

mod.�/.�TrM .t// D Mod.�/�it � �TrM .t/:

We claim that

• � has a Connes–Takesaki module if and only if H has constant distortion, and

• in this case, mod.�/ is multiplication by ı.H/it .

Indeed, by [30, Prop. 4.2 (2) and Rem. 4.6], it suffices to consider the case when H and
� are simple. Since H simple implies constant distortion, we have D.H/ D �.H/, and
Mod.�/ D ı.H/�1 by (3.4).

3.2. Distortion and extremality for II1 multifactor bimodules

We now extend the notions of distortion and extremality to bimodules over II1 multifac-
tors. Let AXB be a connected dualizable bimodule, where we assume Notation 2.12.
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Definition 3.11. The modular distortion of X , denoted ı D ı.X/, is the partially defined
a � b matrix whose ij -th entry is given by

ıij WD

s
vNdimL.Ai .Xij //
vNdimR..Xij /Bj /

when Xij ¤ 0:

Remark 3.12. Similar to Remark 3.5, distortion for bimodules over a II1 multifactor A
induces a Ma.R>0/-grading on Bimd .A/. Here, Ma.R>0/ is the groupoid with a objects
such that the arrows in i! j with i; j 2 ¹1; : : : ; aº are a R>0-torsor. We will be interested
in a notion of extremality for multifactor bimodules for which this Ma.R>0/-grading
descends to a Ga-grading where Ga is the groupoid with a objects and a unique arrow
between any two objects.

The following corollary follows immediately from Proposition 3.3.

Corollary 3.13. The following are equivalent for a dualizable connected A � B bimod-
ule X .

(1) For every i; j , the bimodule Xij has constant distortion (which may depend on i
and j ).

(2) D.X/ D �.X/.

Definition 3.14. We call AXB extremal if for all 1 � i � a and 1 � j � b, all Ai � Ai
and Bj �Bj bimodules generated byX and xX are extremal in the sense of Definition 3.6.

Remark 3.15. An immediate consequence of Definition 3.14 is that extremality of one
of AXB , AX �B xXA, B xXA, or B xX �A XB is equivalent to extremality of all of these
bimodules.

Lemma 3.16. SupposeAXB is extremal. For any A � B bimodules Y;Z generated by X
and xX such that Yij WD piYqj ¤ 0 ¤ piZqj DW Zij , we have

vNdimL
�
Ai .Yij /

�
vNdimR

�
.Yij /Bj

� D vNdimL
�
Ai .Zij /

�
vNdimR

�
.Zij /Bj

� : (3.5)

Proof. Notice that (3.5) above is equivalent to

vNdimL
�
Ai .Yij /

�
vNdimR

�
.Zij /Bj

�
D vNdimL

�
Ai .Zij /

�
vNdimR

�
.Yij /Bj

�
;

which is equivalent to

vNdimL
�
Ai .Yij /

�
vNdimL

�
Bj .
xZj i /

�
D vNdimR

�
.Yij /Bj

�
vNdimR

�
. xZj i /Ai

�
;

which is equivalent to

vNdimL
�
Ai .Yij �Bj xZj i /

�
D vNdimR

�
.Yij �Bj xZj i /Ai

�
;

which follows by extremality of X .
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WhenAXB is extremal, Lemma 3.16 allows us to uniquely extend the definition of ıij
when piqj D 0 by defining

ıij WD

s
vNdimL

�
Ai .Yij /

�
vNdimR

�
.Yij /Bj

�
for any A � B bimodule Y generated by X and xX such that Yij WD piYqj ¤ 0.

Corollary 3.17. SupposeAXB is extremal. The extension of the distortion function ı sat-
isfies

ıij ıi 0j 0 D ıij 0ıi 0j 81 � i; i 0 � a and 1 � j; j 0 � b: (1.1)

Proof. Pick A � B bimodules U; V; Y;Z generated by X and xX such that Uij , Vi 0j 0 , Yij 0 ,
and Zi 0j are all non-zero. By Lemma 3.16, ıij ıi 0j 0 D ıij 0ıi 0j if and only if

vNdimL
�
Ai .Uij /

�
vNdimR

�
.Uij /Bj

� vNdimL
�
Ai 0
.Vi 0j 0/

�
vNdimR

�
.Vi 0j 0/Bj 0

� D vNdimL
�
Ai .Yij 0/

�
vNdimR

�
.Yij 0/Bj 0

� vNdimL
�
Ai 0
.Zi 0j /

�
vNdimR

�
.Zi 0j /Bj

�
which holds if and only if

AiUij �Bj xZj i 0 �Ai 0 Vqi 0j 0 �Bj 0 xYj 0iAi

has the same left and right von Neumann dimension, by extremality of X .

Lemma 3.18. Suppose we have a connected bipartite graph � with a even vertices and
b odd vertices and no multiple edges. Suppose we have a weighting ıij 2 R>0 for each
edge .i; j / 2 � . The following conditions are equivalent for ı.

(1) For any cycle .i1; j1; i2; j2; : : : ; in; jn/ in � we have

nY
kD1

ıikjk D

nY
kD1

ıikC1jk (3.6)

where indices are taken modulo n.

(2) There is a weighting �i ; �j 2R>0 for each even vertex i and odd vertex j of � such
that ıij D �j =�i . Moreover this weighting is unique up to simultaneous uniform
scaling of all �i ; �j .

(3) There is an extension of ı to the complete bipartite graph Ka;b which satisfies
Condition (1.1) above. Moreover, any such extension is unique.

(4) There is an extension of ı to a groupoid homomorphism GaCb!R>0 where GaCb
is the groupoid consisting of aC b objects and a unique isomorphism between any
two objects. Moreover, any such extension is unique.

Proof. (1))(2): Suppose (1) holds. Fix an arbitrary even vertex i1 of � , and set �i1 WD 1.
For an arbitrary odd vertex j of � , pick an arbitrary path .i1; j1; : : : ; in; jn/ from i1 to



M. Bischoff, I. Charlesworth, S. Evington, L. Giorgetti, and D. Penneys 528

jn D j (one exists as � is connected), and define

�j WD

Qn
kD1 ıikjkQn�1
`D1 ıi`C1j`

:

By (3.6), �j is independent of the choice of path. Similarly, for an arbitrary even vertex i
of � , we pick an arbitrary path .i1; j1; : : : ; in; jn; inC1/ from i1 to inC1 D i , and we define

�i WD

Qn
kD1 ıikjkQn
`D1 ıi`C1j`

which is again independent of the choice of path by (3.6). It is clear that ıij D �j =�i for
all .i; j / 2 � by construction.

Now suppose �0i and � 0j is another choice of vertex weighting such that ıij D � 0j =�
0
i for

all .i; j / 2 � . Setting � WD �0i1 , we claim that �0i D ��i and � 0j D ��j for all i; j . Indeed,
fixing a path .i1; j1; : : : ; in; jn/ from i to j on � , we have

�j D �jn D

Qn
kD1 ıikjkQn�1
`D1 ıi`C1j`

D

Qn
kD1

� 0jk
�0ikQn�1

`D1

� 0j`
�0i`C1

D
� 0jn
�0i1
D
� 0j

�

and thus � 0j D ��j as claimed. Similarly, �0i D ��i .
(2))(3): Suppose (2) holds. Setting ıij WD �j =�i for all .i; j / 2 Ka;b is an extension

of ı to Ka;b which clearly satisfies (1.1) as

ıij ıi 0j 0 D
�j

�i

�j 0

�i 0
D
�j 0

�i

�j

�i 0
D ıij 0ıi 0j

for all i; i 0; j; j 0.
Now suppose ı0 is another weighting on the edges of Ka;b satisfying (1.1) such that

ıij D ı0ij for every .i; j / 2 � . We claim that ı0ij D �j =�i for all .i; j / 2 Ka;b . Indeed,
picking an arbitrary path .i1; j1; : : : ; in; jn/ from i D i1 to j D jn in � , we see

ı0ij D

Qn
kD1 ı

0
ikjkQn�1

`D1 ı
0
i`C1j`

D

Qn
kD1 ıikjkQn�1
`D1 ıi`C1j`

D

Qn
kD1

�jk
�ikQn�1

`D1

�j`
�i`C1

D
�jn
�i1
D
�j

�i

as claimed.
(3))(4): Suppose (3) holds. Setting ıi i 0 WD ıij =ıi 0j for any odd vertex j in indepen-

dent of the choice of j by (1.1). We define ıjj 0 analogously. It is straightforward to verify
this is the only possible extension of ı to GaCb satisfying ırsıst D ırt for all r; s; t .

(4))(1): Suppose ı extends to a groupoid homomorphism. For any cycle .i1; j1; : : : ;
in; jn/ in � , we have

nY
kD1

ıikjkıjk ikC1 D 1 (3.7)

where indices are taken modulo n. Since ıj i D ı�1ij , the equation (3.7) is equivalent to
(3.6).
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Similar techniques prove the following useful corollary.

Corollary 3.19. The following are equivalent for a matrix ı 2Mn.R>0/.

(1) ı gives a groupoid homomorphism Gn!R>0, i.e., ıij ıjkDıik for all1� i;j;k�n.

(2) There are .�i /niD1 2Rn>0 such that ıij D �j =�i . Moreover this weighting is unique
up to simultaneous uniform scaling of all �i .

Proof. Obviously (2))(1). Suppose (1) holds. Setting �i WD ı1i , we have ıij D ıi1ı1j D
ı1j =ı1i as desired. If .�i / 2 Rn>0 is any other such vector such that ıij D �j =�i D �j =�i ,
then clearly �j =�j D �i=�i for all 1;� i; j � n. Hence (2) holds.

Theorem 3.20. The following are equivalent for a connected dualizable bimodule AXB .

(1) X is extremal.

(2) Xij has constant distortion ıij whenever Xij ¤ 0, and ı satisfies (3.6) above.

(3) D.X/ D �.X/ and ı satisfies (3.6) above.

Proof. (1))(2): Suppose X is extremal. That Xij has constant distortion follows imme-
diately from Lemma 3.16. Define a bipartite graph � D �.X/ with a even vertices and
b odd vertices, where .i; j / 2 � if and only if Xij ¤ 0. By Corollary 3.17, the extension
of ı to Ka;b satisfies (1.1). Finally, we may apply Lemma 3.18 to see (3.6) holds for ı
restricted back to � .

(2))(1): Suppose (2) holds. Then as ı satisfies condition (3.6), by Lemma 3.18,
ı extends uniquely to a groupoid homomorphism GaCb ! R>0, so ıi i D 1 D ıjj for
all 1 � i � a and 1 � j � b. Now since X has constant distortion, given any loop
.i1; j1; : : : ; in; jn/ with i1 D i in � , the Ai � Ai bimodule

Xi1j1 �Bji xXj1i2 �Ai2 � � ��Ain Xinjn �Bjn xXjni1

has constant distortion equal to ıi i D 1 by Corollary 3.4.
Moreover this constant distortion must be equal to 1 independent of the choice of loop

of length 2n starting at i by (3.6). Hence

pi .X �B xX/�Anpi D
M

loops of length 2n
based at i

Xi1j1 �Bji xXj1i2 �Ai2 � � ��Ain Xinjn �Bjn xXjni1

has constant distortion equal to 1 for all n2N and 1� i�a. Similarly, qj . xX�AX/�Bnqj
has constant distortion 1 for all n 2 N and 1 � j � b. Thus X is extremal.

(2))(3) This follows immediately by Corollary 3.13.

As a corollary, our definition of extremality agrees with that from [12, p. 51] in the
case of a dualizable bimodule over II1 factors.

Corollary 3.21. SupposeM;N are II1 factors andMHN is a dualizableM �N bimod-
ule. The following are equivalent.



M. Bischoff, I. Charlesworth, S. Evington, L. Giorgetti, and D. Penneys 530

• MHN is extremal in the sense of Definition 3.14.

• MHN is extremal in the sense of [12, p. 51], i.e., the traces trN 0 and trM 0 agree on
N 0 \M 0 \ B.H/.

Proof. First, we note that (3.6) is always satisfied whenM;N are factors, soH is extremal
in the sense of Definition 3.14 if and only if it has constant distortion. Second, we note
that trN 0 D trM 0 on N 0 \M 0 if and only if they agree on projections. Now observe that
for every projection p 2 N 0 \M 0, we have

ı.pH/ D

�
vNdimL

�
M .pH/

�
vNdimR

�
.pH/N

��1=2 D � trM 0.p/ vNdimL.MH/
trN 0.p/ vNdimR.HN /

�1=2
D ı.H/

�
trN 0.p/
trM 0.p/

�1=2
:

Thus ı.pH/ D ı.H/ if and only if trN 0.p/ D trM 0.p/. We conclude that H has constant
distortion if and only if trN 0 D trM 0 .

Corollary 3.22. Every finite depth connected dualizable bimodule AXB is extremal.

Proof. We may apply Proposition 3.9 to the diagonal component unitary fusion categories
C.X/kk of the standard invariant C.X/ � Bim.A ˚ B/ to see that every Ai � Ai and
Bj � Bj bimodule generated by X is extremal.

3.3. Distortion and extremality for multifactor inclusions

In this section, we study the special case of the bimodule X D AL
2BB for a finite index

connected inclusion A� B of finite multifactors. Our main goal for this section is to char-
acterize extremality of AL2BB in terms of the Markov and minimal conditional expecta-
tions.

Notation 3.23. For this section, fix a connected finite index inclusion A � B of finite
multifactors. In addition to assuming Notation 2.12, we fix the following notation. We
write�D�.X/ for the Jones dimension matrix andD DD.X/ for the statistical dimen-
sion matrix. Since DTD has positive entries and is irreducible, by the Frobenius–Perron
Theorem, there are unique row vectors Ę 2 Ra>0 and Ě 2 Rb>0 with kĘk2 D 1 D k Ěk2

such that ĘD D dX Ě and ĚDT D dX Ę where d2X is the largest eigenvalue ofDTD [17].

Fact 3.24. We can now express the trace matrices in terms of the modular distortion.
First, observe that piqj D piJqjJ , so piqj ¤ 0 if and only if JpiqjJ D JpiJqj ¤ 0.
Combining (2.6), (2.8), and (2.11) respectively with (3.1), whenever piqj ¤ 0,

Tij D
�ij

ıij
; zTj i D ıij�ij ; and T

B�hB;Ai
j i D

ıij�ijPb
kD1 ıik�ik

: (3.8)

Definition 3.25. Given a conditional expectationE WB!A, we define �ij D�Eij 2 Œ0;1/
by the formula

�ijpi D E.piqj /:
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The conditional expectationE induces conditional expectationsEij WpiqjBpiqj!piqjA
whenever piqj ¤ 0 by

Eij .piqj bpiqj / WD �
�1
ij E.bqj /piqj :

We will be most interested in the unique Markov trace-preserving conditional expectation
EMarkov W B ! A and the unique minimal expectation E0 W B ! A [17, 29, 45]. By [24,
Lem. 3.4], the Markov trace-preserving expectation is uniquely determined by EMarkov

ij is
trace-preserving whenever piqj ¤ 0, and

�Markov
ij D Tij

�
trB.qj /
trA.pi /

�
D

(3.8)

�
�ij

ıij

��
trB.qj /
trA.pi /

�
8piqj ¤ 0 (3.9)

where trB is the unique Markov trace and trA D trB jA. By [17, Thm. 2.6] and [16,
Thm. 2.3], the minimal expectation is uniquely determined by

Ind.E0ij / D Dij and �0ij D
Dij ǰ

d˛i
8i; j: (3.10)

Theorem 3.26. SupposeA� B is a finite index connected inclusion of finite multifactors.
The following are equivalent:

(E1) EMarkov D E0, i.e., A � B is extremal in the sense of [17, Def. 4.1].

(E2) D D � and the Markov trace trB on B and its restriction trA WD trB jA satisfy

ıij D d

�
trB.qj /

ǰ

��
˛i

trA.pi /

�
8piqj ¤ 0: (3.11)

(E3) AL2BB is extremal.

Proof. (E1))(E2): Suppose that EMarkov is minimal. By (3.10), Ind.Eij / D �ij D Dij
for all i; j , so � D D. Combining (3.10) and (3.9), whenever piqj ¤ 0,

Dij ǰ

d˛i
D

(3.10)
�Markov
ij D

(3.9)

�
Dij

ıij

��
trB.qj /
trA.pi /

�
:

Solving for ıij gives (3.11).
(E2))(E1): Since D D �, Ind.Eij / D �ij D Dij for all i; j . Now combining (3.9),

(3.11), and D D �, we see that

�Markov
ij D

(3.9)

�
Dij

ıij

��
trB.qj /
trA.pi /

�
D

(3.11)

Dij ǰ

d˛i
:

By (3.10), EMarkov is the unique minimal expectation.
(E2))(E3): ByLemma 3.18, ı satisfies (3.6).The result now follows by Theorem 3.20.
(E3))(E2): Suppose AL2BB is extremal. By Theorem 3.20, D D � and ı satisfies

(3.6). By Lemma 3.18, there are vectors � 2 Ra>0 and � 2 Rb>0, unique up to uniformly
scaling both �; � by the same positive scalar, such that ıij D �j =�i for all 1 � i � a and
1 � j � b.
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Now choose the unique trace trB on B such that trB.qj / D �j ǰ =d , where we have
replaced �; � with the unique uniform scaling such that

Pb
jD1 trB.qj / D 1. Set trA WD

trB jA. We now calculate that

trA.pi / D
bX

jD1

Tij trB.qj / D
(3.8)

bX
jD1

�
Dij

ıij

�
�j ǰ

d
D
1

d

bX
jD1

Dij

�
�i

�j

�
�j ǰ

D
�i

d

bX
jD1

Dij ǰ D �i˛i

which implies that �i D trA.pi /=˛i . Hence we have

ıij D
�j

�i
D d

�
trB.qj /

ǰ

��
˛i

trA.pi /

�
:

To see that trB is the Markov trace, we verify (2.9):

aX
iD1

zTj i trA.pi / D
(3.8)

aX
iD1

ıijDij trA.pi / D d
�

trB.qj /

ǰ

� aX
iD1

Dij˛i D d
2 trB.qj /:

In light of Theorem 3.26, we make the following definition.

Definition 3.27. A connected finite index multifactor inclusion is called extremal if either
of the equivalent conditions of Theorem 3.26 holds.

Corollary 3.28. The connected dualizable multifactor bimodule AXB is extremal if and
only if the finite index connected inclusion of finite multifactorsA�M WD .Bop/0 \B.X/

is extremal.

Proof. By [59, Prop. 3.1], we have a canonical M �M bimodule isomorphism X �B
xX Š L2M , which restricts to an A �M bimodule isomorphism. By Remark 3.15, AXB

is extremal if and only if AX �B � xXA is extremal if and only if AL2MA is extremal if
and only if AL2M �M L2MA is extremal if and only if AL2MM is extremal.

3.4. Categorical explanation of distortion and extremality

We now give a completely tensor categorical explanation of the notions of distortion and
extremality for a unitary multitensor category C equipped with a chosen unitary dual
functor _. The results in Section 3.2 above are the special case of C D Bimd .A/ for a
multifactor A D

La
iD1 Ai equipped with the canonical tracial unitary dual functor with

respect to trA D
L
i trAi , i.e., trA.pi / D a�1 for all i .

We begin with the case 1C is simple, i.e., C is a unitary tensor category equipped with
a fixed unitary dual functor _. For c 2 C , we define

ı.c/ WD

s
dim_L.c/
dim_R.c/

:
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We say c has constant distortion ı 2 R>0 if for every summand a � c, ı.a/ D ı. As in
the case of bimodules, we can define a Jones dimension of c 2 C by

�.c/ WD

q
dim_L.c/ dim_R.c/:

Observe that the formulas in (3.1) now become

dim_L.c/ D ı.c/�.c/; dim_R.c/ D
�.c/

ı.c/
:

The statistical dimension of c 2 C is D.c/ WD dimsp.c/, where dimsp is the dimension
with respect to the unique spherical unitary dual functor.

Lemma 3.29. The following are equivalent for c 2 C :

(1) c has constant distortion,

(2) �.c/ D D.c/,

(3) there is a ı > 0 such that

c

c

f D tr_L.f / D ı
2
� tr_R.f / D ı

2
�

c

c

f 8f 2 EndC .c/: (3.12)

Proof. (1),(2): The proof follows mutatis mutandis from the proof of Proposition 3.3.
(1))(3): Suppose c has constant distortion ı. Since C is orthogonal projection com-

plete, for every orthogonal projection p W c! c, there is an a 2C and an isometry v W a! c

such that p D vv�. Since dim_L.a/ D ı
2 dim_R.a/, then suppressing the pivotal structure

' in the diagrams below,

c

c

p D

c

c

a

v

v�

D

a

a

c

v�

v

D dim_L.a/ D ı
2 dim_R.a/ D ı

2
�

a

a

c

v�

v

D ı2 �

c

c

a

v

v�

D ı2 �

c

c

p :

Since every f W c ! c is a linear combination of orthogonal projections, (3.12) holds.
(3))(1): Assume (3.12) and suppose v W a! c is an isometry. Then, suppressing the

pivotal structure ' in the diagrams below,

dim_L.a/ D

a

a

c

v�

v

D

c

c

a

v

v�

D ı2 �

c

c

a

v

v�

D ı2 �

a

a

c

v�

v

D ı2 � dim_R.a/ :
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Corollary 3.30. If a;b 2C have constant distortion ıa; ıb 2R>0, then a˝ b has constant
distortion ıaıb .

Proof. For all f 2 EndC .a˝ b/,

a

a

b

b

f D ı2b �

a

a

b

b

f D ı2b �

a

a

b

b

f D ı2aı
2
b �

a

a

b

b

f :

The result now follows from (3.12).

By Corollary 3.30 above, we get a (non-faithful, in general) R>0-grading on C given
by C D

L
r2R>0

Cr where Cr is the full subcategory of C whose objects have constant
distortion r . Observe Cr ˝ Cs � Crs , and if c 2 Cr , then c_ 2 Cr�1 . Denote by G the
subgroup of R>0 such that Cr ¤ 0 so that C is faithfully graded byG. By [50, Rem. 3.17],
there is a surjective group homomorphism from the universal grading group UC � G.
Composing with the inclusion map G ,! R>0 gives a group homomorphism UC ! R>0.
This is one way to see that _ restricted to Ce is spherical where e 2 UC is the unit.

We say c 2 C is extremal if c has constant distortion ı.c/ D 1, which is equivalent to
saying that_ restricted to hci � C , the full tensor subcategory generated by c, is spherical.

Now when C is a unitary multitensor category, we let 1C D
Ln
iD1 1i be a decom-

position into simples and Cij WD 1i ˝ C ˝ 1j as in Notation 2.3. For c 2 C , we write
cij D 1i ˝ c ˝ 1j so that c D

L
cij . We define distortion for objects c 2 C which is

partially defined with value in Mr .R>0/ given by

ı.c/ij WD

s
dim_L.cij /
dim_R.cij /

:

We say c 2 C has constant distortion if for every summand a � c, ı.a/ij D ı.c/ij for
every i; j where ı.a/ij is defined. Again we can define the Jones matrix dimension of
c 2 C by

�.c/ij WD

q
dim_L.cij / dim_R.cij /

and the statistical matrix dimension of c 2 C byD.c/ij WD dimsp.cij /, where dimsp is the
dimension with respect to the unique spherical unitary dual functor. As in Proposition 3.3
above, c 2 C has constant distortion if and only if �.c/ D D.c/.

Similar to Corollary 3.30 above, if a 2 Cij and b 2 Cjk have constant distortion, so
does a˝ b 2 Cik . Thus we get a (non-faithful, in general) Gn �R>0-grading on C given
by C D

L
.Cij /r , where Gn is the groupoid with n objects and a unique isomorphism

between any two objects, and .Cij /r is the full subcategory of Cij whose objects have
constant distortion r . Observe that .Cij /r ˝ .Cjk/s � .Cik/rs , and if c 2 .Cij /r , then
c_ 2 .Cj i /r�1 .
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Denote by G the subgroupoid of Gn � R>0 such that C is faithfully graded by G .
Observe that the map

.Cij /r 3 c 7! r 2 R>0

descends to a well-defined groupoid homomorphism G !R>0. By [50, Rem. 3.17], there
is a surjective groupoid homomorphism from the universal grading groupoid UC � G .
Composing these two homomorphisms gives a groupoid homomorphism UC ! R>0. In
summary, the map ı W Irr.C/! R>0 given by c 7! ı.c/ gives a groupoid homomorphism
from the universal grading groupoid UC ! R>0. In particular, for any idempotent e 2
UC , Ce is spherical.

Up to square roots, ı is the classifying groupoid homomorphism � for _ as in Theo-
rem 2.5.5 However, we warn the reader that ı does not yield a homomorphism Gn! R>0
unless all objects of C have constant distortion.

We now say an object c 2 C is extremal if c has constant distortion and its distortion
satisfies (1.1), namely

ı.c/ij ı.c/jk D ı.c/ik 8i; j; k:

Extremality ensures that the distortion matrix from our unitary dual functor _ restricted
to hci � C , the full unitary multitensor subcategory generated by c, gives a groupoid
homomorphism Gn! R>0. Thus _ on hci comes from a groupoid homomorphism Gn!

R>0, which in turn allows us to ‘correct’ the distortion using a spherical state.

4. Modular distortion and the Jones tower/tunnel
Let A � B be a connected finite index inclusion of finite multifactors, and assume Nota-
tions 2.12 and 3.23. In Sections 4.1 and 4.2, respectively, we characterize the behavior of
the modular distortion under basic construction and downward basic construction. We then
make connections to Popa’s homogeneity [57, Def. 1.2.11] in Section 4.3, and we show
that the notion of super-extremality [17, Def. 4.1] for a finite index extremal connected
Markov inclusion A � .B; trB/ of finite multifactors is exactly Popa’s homogeneity.

Popa’s homogeneity is a crucial ingredient in the proof of Theorem A, namely that the
standard invariant is a complete invariant for a finite depth finite index connected hyper-
finite II1 multifactor inclusion which is homogeneous. Homogeneity allows us to find a
generating Jones tunnel by iterating the downward Jones basic construction, analogous to
the technique in [54]. An interesting new element of this section is a quantitative analysis,
rather that qualitative, of when a downward basic construction exists.

4.1. The distortion dynamical system for Jones’ basic construction

We now compute the behavior of the distortion under taking Jones’ basic construction.
Recall that piqj ¤ 0 if and only if JpiJqj ¤ 0, and that the Jones dimension matrix for

5We did not use a square root in [50] as our results there also classify pivotal structures (when one
exists) on a general multitensor category which is not necessarily unitary. Positivity allows us to take a
unique positive square root, which is no longer possible in the non-unitary setting.
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B � hB;Ai is�T , where� is the Jones dimension matrix of A� B [20, Prop. 3.6.6] and
hB;Ai is the Jones basic construction.

Proposition 4.1. The distortion

ıB�hB;Ai D ı
�
BL

2
hB;AihB;Ai

�
is related to ı D ı.AL2BB/ by

ı
B�hB;Ai
j i D

1

ıij

bX
kD1

ıik�ik 8piqj ¤ 0, JpiJqj ¤ 0: (4.1)

Proof. Whenever piqj ¤ 0, JpiJqj ¤ 0, by using (3.8) twice, we have

ı
B�hB;Ai
j i D

�Tji

T
B�hB;Ai
j i

D ı�1ij

bX
kD1

ıik�ik :

Assumption 4.2. We assume for the remainder of this section that A�B is extremal, i.e.,
AL

2BB is extremal so that�DD and ı satisfies the equivalent conditions of Lemma 3.18.
In particular, there are row vectors E� D .�i /aiD1 2 Ra>0 and E� D .�j /bjD1 2 Rb>0, unique
up to uniform scaling both �; � by the same positive scalar, such that ıij D �j =�i for all
1 � i � a and 1 � j � b.

We now iterate the basic construction one more time to get the first 4 algebras of the
Jones tower: A D A0 � B D A1 � A2 � A3.

Corollary 4.3. The distortions ıA1�A2 D ı.A1L
2A2A2/ and ıA2�A3 D ı.A2L

2A3A3/ are
related to ı D ı.AL2BB/ by

ı
A1�A2
j i D

.E�DT /i

.E�/j
; ı

A2�A3
ij D

.E�DTD/j

.E�DT /i
: (4.2)

(Observe that the above formulas are independent of the choice of E� up to uniform positive
scaling.)

Proof. The first equality is proven by substituting ıij D �j =�i in (4.1):

ı
A1�A2
j i D

�i

�j

bX
kD1

�k

�i
Dik D

1

�j

bX
kD1

�kDik 8piqj ¤ 0, JpiJqj ¤ 0

and then extending ıA1�A2j i for every j; i as in Lemma 3.18. The second equality follows
by iteration with

DT
D D.A1L

2A2A2/

in place of D D D.AL2BB/ and E�DT in place of E� .
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Theorem 4.4. Consider the topological space

¹.ıij / 2 Mata�b.R>0/ j ıij ıi 0j 0 D ıij 0ıi 0j 81 � i; i 0 � a; 81 � j; j 0 � bº Š RaCb�1>0 :

The distortion dynamical system

.ıij /
ˆ
7�!

�
.E�DTD/j

.E�DT /i

�
(4.3)

where E� 2 Rb>0 is as in Lemma 3.18(2) for ı, has a unique fixed point � given by �ij WD
dX ǰ =˛i , where Ę, Ě, dX are as in Notation 3.23.

Proof. Arguing by induction, we see that iterating this dynamical system n times starting
with ıij D �j =�i yields

ˆn.ı/ D

�
.E�.DTD/n/j

.E�.DTD/n�1DT /i

�
:

Since ıij > 0 for all 1 � i � a and 1 � j � b, it is well known that

d�2nX
E�.DTD/n

n!1
����! c Ě

for some c > 0 as the matrix d�2nX .DTD/n tends to the projection onto R Ě. This means
that given any input ı to the dynamical system, iterating yields

ˆn.ı/
n!1
����!

c. ĚDTD/j

c. ĚDT /i
D
d2X ǰ

dX˛i
D
dX ǰ

˛i
:

Hence there is at most one fixed point given by �ij WD dX ǰ =˛i . One immediately sees
that this � is indeed a fixed point under the dynamical system ˆ.

Definition 4.5. Given a connected, extremalA�B bimoduleAXB we say thatX has stan-
dard distortion if ı D � , the unique fixed point under the distortion dynamical system
(4.3).

4.2. Distortion and the downward basic construction

We now compare the various notions of downward basic construction for a finite index
connected finite multifactor inclusion A � B that appear in the literature.

Definition 4.6. Suppose A � B is a finite index connected finite multifactor inclusion.
Let trB be the unique Markov trace on B and d2 the Markov index.

• A trace independent downward basic construction consists of a von Neumann sub-
algebra C � A and a unital �-algebra isomorphism  W B ! JC 0J \ B.L2A/ such
that  jA D idA.
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• A Jones downward basic construction cf. [37, Lem. 3.1.8] consists of a projection
f 2B with central support 1 together with a leftA-module unitary u WL2A!L2Bf .

• A Popa downward basic construction cf. [57, Prop. 1.2.7] consists of a projection
e 2 B with EA.e/ D d�2 such that setting C WD ¹eº0 \A, C � .A; trA/ � .B; trB ; e/
is the Jones basic construction, i.e., the map aeC b 7! aeb for a; b 2 A extends to
a trace-preserving isomorphism hA; C i Š B . Observe that in this case, EC .a/ WD
d2EA.eae/ is the unique Markov trace-preserving conditional expectation; indeed,
setting trC WD trA jC , for all a 2 A and c 2 C ,

trC
�
EC .a/c

�
D trA

�
d2EA.eae/c

�
D d2 trB.eaec/

D d2 trB.eac/ D d2 trB
�
EA.e/ac

�
D trA.ac/: (4.4)

It is relatively straightforward to show that a Popa downward basic construction is a
Jones downward basic construction which, in turn, is a trace independent basic construc-
tion. The main result of this section builds on [57, Prop. 1.2.7] to prove the equivalence of
all these notions and further quantifies the existence of a downward basic construction in
terms of the distortion ı.

Lemma 4.7. Suppose A � B is a finite index connected inclusion of finite multifactors.
For any projection f 2 B ,

vNdimL
�
Ai .piL

2Bfqj /
�
D �j ıij�ij 81 � i � a

where � D trZB .f /, i.e., �j D trBj .f qj /.

Proof. Fix 1 � i � a, and recall that ıij�ij D vNdimL.Ai .piL
2Bqj // by (3.1). Thus by

[37, (2.1.3)],

vNdimL
�
Ai .piL

2Bfqj /
�
D trA0i .Jf qjJ /ıij�ij D trJA0iJ .f qj /ıij�ij :

But since Bj � JA0iJ is a II1 subfactor (whose unit is also qj ), we must have that

trJA0iJ .f qj / D trBj .f qj / D �j

by the uniqueness of the trace on Bj . The result follows.

Fact 4.8. Since the minimal central projections of the basic construction hB; Ai are the
JpiJ , by (2.10), the center-valued trace of eA 2 hB;Ai has i -th component

trhB;Aii .eAJpiJ / D
trhB;Ai.eAJpiJ /
trhB;Ai.JpiJ /

D
trhB;Ai.eApi /
trhB;Ai.JpiJ /

D
d�2 trA.pi /

trhB;Ai.JpiJ /
D

(2.10)

1Pb
jD1 ıij�ij

:

Proposition 4.9. Let A � B be a finite index connected inclusion of finite multifactors,
and let trB be the unique Markov trace. For a projection f 2 B , the following are equiv-
alent.



Distortion for multifactor bimodules and representations of multifusion categories 539

(1) L2A Š L2Bf as left A-modules.

(2) the vector � WD trZB .f / 2 Œ0; 1�
b satisfies

Pb
jD1 �j ıij�ij D 1 for all 1 � i � a.

(3) f is equivalent to eA in hB;Ai � B.L2.B; trB//.

Proof. (1),(2): This follows immediately from Lemma 4.7:

vNdimL
�
Ai .piL

2Bf /
�
D vNdimL

� bM
jD1

Ai .piL
2Bfqj /

�
D

bX
jD1

vNdimL
�
Ai .piL

2Bfqj /
�
D

bX
jD1

�j ıij�ij :

HenceL2Bf ŠL2A as leftA-modules if and only if
Pb
jD1�j ıij�ij D 1 for all 1� i � a.

(2))(3): Whenever qjJpiJ ¤ 0, by uniqueness of the trace on Bj , for all b 2 B ,

trBj .bqj / D
trhB;Aii .bqjJpiJ /
trhB;Aii .qjJpiJ /

D
trhB;Aii .bqjJpiJ /

T
B�hB;Ai
ij

:

Hence for our projection f 2 B ,

trhB;Aii .fJpiJ / D
bX

jD1

trhB;Aii .f qjJpiJ / D
bX

jD1

�jT
B�hB;Ai
ij

D
(3.8)

Pb
jD1 �j ıij�ijPb
kD1 ıik�ik

D
1Pb

kD1 ıik�ik
:

By Fact 4.8, trZ
hB;Ai

.f / D trZ
hB;Ai

.eA/.
(3))(1): Recall that two projections in a finite multifactor are equivalent if and only

if they are unitarily conjugate. Suppose f 2 B and u 2 U.hB;Ai/ such that eA D uf u�.
Since the commutant of the left A-action on L2B is the right-hA; Bi action, and since
ŒJ; eA� D 0 [20, Prop. 3.6.1 (ii)], we have isomorphisms of left A-modules

L2A Š eAL
2B D L2BeA D L

2Buf u� D .L2Bf /u� Š L2Be:

Theorem 4.10 (cf. [57, Prop. 1.2.7]). SupposeA�B is a finite index connected inclusion
of finite multifactors. The following are equivalent.

(D1) A � B admits a trace independent downward basic construction.

(D2) A � B admits a Jones downward basic construction, i.e., there is a projection
f 2 B with central support 1 such that L2A Š L2Bf as left A-modules.

(D3) There exists a projection f 2 B with central support 1 such that the vector
� WD trZB .f / 2 .0; 1�

b satisfies
Pb
jD1 �j ıij�ij D 1 for every 1 � i � a.

(D4) There is a projection f 2 B with central support 1 which is equivalent to eA 2
hB;Ai � B.L2.B; trB// where trB is the unique Markov trace.
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(D5) A�B admits a Popa downward basic construction, i.e., there is a projection e 2
B withEA.e/D d�2 such that setting C WD ¹eº0 \A, C � .A; trA/� .B; e; trB/
is the Jones basic construction and EAC .a/ WD d

2EA.eae/ is the Markov trace-
preserving conditional expectation.

Proof. (D1))(D5): SupposeC �A�B is an independent downward basic construction,
and suppose there is a �-isomorphism B Š hA; C i on L2A. Identify L2A D L2.A; trA/
where trA is the unique Markov trace for C � A, and identify B D hA; C i D hA; eC i
where eC is the orthogonal projection onto L2.C; trC / and trC WD trA jC . Then by [37,
Props. 3.1.4 and 3.4.1], EA.eC / D d�2, C D ¹eC º0 \ A, and EC .a/eC D eCaeC for all
a 2 A. Taking EA, we get EC .a/ D d�2EA.eCaeC /.

(D5))(D2): We set f D e, which we may identify with the Jones projection eC for
C � .A; trA/. By [37, Prop. 3.1.5 (iv)], the central support of eC is 1. We then have the
following isomorphisms of left A-modules:

L2BeC Š L
2A�C L2AeC Š L2A�C L2C Š L2A:

(D2))(D1): This follows from the argument in [37, Lem. 3.1.8]. Using the isomor-
phism L2A Š L2Be as left A-modules, we get a normal left B-action on L2A extending
the left A-action. Now define C WD .JABJA/0 on L2A, which is manifestly a downward
basic construction.

(D2),(D3),(D4): This follows by Proposition 4.9 together with the assumption that
the central support of f is 1.

Remark 4.11. Suppose A � B is a finite index connected inclusion of finite multifactors.
The Jones tower .An; trn; enC1/n�0 is a Markov tower in the sense of [10, Def. 3.1].
Suppose f 2 B is a projection satisfying the equivalent conditions of Proposition 4.9
such that EA.f / D d�2, except the central support z of f in B is possibly not 1. We
can perform a one step downward Markov tunnel by defining A�1 WD ¹f º0 \ A, tr�1 WD
trA jA�1 , and e0 WD f . Observe thatE�1.a/ WD d2EA.e0ae0/ still defines the unique trace-
preserving conditional expectation by (4.4). Note, however, that zBz (which is possibly
not B) is the basic construction of A�1 � .A; trA/.

For (non-)examples, we refer the reader to Examples 4.18 and 4.19 below.

Corollary 4.12. Suppose A � B is a finite index connected II1 multifactor inclusion such
that (D3) holds. The distortion 
 of the inclusion C � A corresponding to projection
f 2 B is given by 
j i D 1

�j ıij
.

Proof. To compute 
j i , we compute 
vNdimR

�
.piL

2Arj /Cj
�

vNdimL
�
Ai .piL

2Arj /
� !1=2

where the rj are the minimal central projections of C . To define C , we transported the
left B action on AL

2Bf to AL
2A under the left A-module isomorphism. This means
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the left A-module isomorphism extends to an A � B 0 bimodule isomorphism, where the
right action of B 0 is exactly the right action of C . Hence we may identify AL

2AC Š

AL
2BffBf . Since Z.fBf / D f Z.B/, we may identify the rj with f qj .
First, by Lemma 4.7,

vNdimL
�
Ai .piL

2Arj /
�
D vNdimL

�
Ai .piL

2Bfqj /
�
D �j ıij�ij :

Second, by [37, (2.1.4)] and (3.1),

vNdimR

�
.piL

2Arj /Cj
�
D vNdimR

�
Ai .piL

2Bfqj /fBjf
�

D
1

trBj .f qj /
vNdimR

�
Ai .piL

2Bqj /Bj
�
D

�ij

�j ıij
:

We conclude that 
j i D 1
�j ıij

as claimed.

Remark 4.13. Under the hypotheses of Corollary 4.12, observe that ı and 
 satisfy (4.1):

1


j i

aX
kD1


jk�
T
jk D �j ıij

aX
kD1

1

�j ıkj
�kj D ıij

aX
kD1

�kj

ıkj

D ıij

aX
kD1

vNdim
�
.pkL

2Bqj /Bj
�

D ıij vNdim
�
.L2Bqj /Bj

�
D ıij :

Moreover, we can easily see that for all 1 � i � a,

bX
jD1

�j ıij�ij D

bX
jD1

�Tji


j i
D vNdim

�
.L2Api /Ai

�
D 1:

Corollary 4.14. SupposeA�B is a finite index connected inclusion of finite multifactors
and suppose e1; e2 2 B satisfy (D5), with C1 WD ¹e1º0 \ A and C2 WD ¹e2º0 \ A. The
following are equivalent.

(1) There is a u 2 A such that ue1u� D e2.

(2) There is a u 2 A such that uC1u� D C2.

(3) trZB .e1/ D trZB .e2/.

Proof. (1))(2): Suppose u 2 A such that ue1u� D e2. Then for all c 2 C1,

ucu�e2 D uc.u
�e2u/u

�
D uce1u

�
D ue1cu

�
D ue1u

�ucu� D e2ucu
�;

so ucu� 2 C2. Similarly, for all c 2 C2, u�cu 2 C1. Hence uC1u� D C2.
(2))(3): We prove the contrapositive. If trZB .e1/ ¤ trZB .e2/, then by Corollary 4.12,

the distortions ıC1�A and ıC2�A will not agree. We conclude no such unitary can exist.
(3))(1): The proof is similar to [51, Prop. 1.7 (i) and Cor. 1.8 (ii)].
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First, a similar argument to [51, Prop. 1.7 (i)] proves that for any finite index connected
inclusion A � B of finite multifactors, the map u 7! ueAu

� descends to a bijection from
U.B/=U.A/ to the set of projections®

f 2 P
�
hB;Ai

�
j EB.f / D d

�2 and trZ
hB;Ai.f / D trZ

hB;Ai.eA/
¯
:

Now suppose e1; e2 2B withEA.e1/DEA.e2/D d�2 and trZB .e1/D trZB .e2/. Similar
to the proof of [51, Cor. 1.8 (ii)], it follows from the above bijection applied to C1 � A
with hC1; Ai D B that there is a unitary u 2 A such that ue1u� D e2.

4.3. Popa’s homogeneity

We now study Popa’s notion of homogeneity for finite index connected inclusions A � B
of finite multifactors. We obtained the following definition by combining [57, Def. 1.2.11]
and [32, Ex. 2.7 and Prop. 3.1 (1)].

Definition 4.15. We say A � B is homogeneous of index � if vNdimL.AipiL
2B/ D �

for all 1 � i � a.

Theorem 4.16. Suppose thatA�B is a finite index extremal connected inclusion of finite
multifactors. Let trB be the unique Markov trace, trA D trB jA, E the unique Markov/mini-
mal conditional expectation, and e1 2 B.L2.B; trB// the Jones projection. The following
are equivalent.

(H1) A � B is homogeneous of index d2.

(H2)
Pb
jD1 ıijDij D d

2 for all 1 � i � a.

(H3) ˆ.ı/ D ı, i.e., ı is a fixed point of the dynamical system (4.3) (which is unique
by Theorem 4.4).

(H4) ıij D d ǰ =˛i .

(H5) trZ
hB;Ai

.e1/ 2 C, where trZ
hB;Ai

is the canonical center-valued trace;

(H6) trA.pi / D trhB;Ai.JpiJ / for all i .

(H7) A � B is super-extremal in the sense of [17, Def. 4.1, Lem. 4.2]: trA.pi / D ˛2i
where Ę 2 Ra>0 is the eigenvector for DDT with eigenvalue d2 normalized so
that

Pa
iD1 ˛

2
i D 1.

In addition, if A and B are of type II1, the above are equivalent to:

(H8) The inclusion A � B admits an infinite Jones tunnel, i.e., we can iterate the
downward basic construction infinitely many times.

Proof. (H1),(H2): Observe that

vNdimL.AipiL
2B/ D

bX
jD1

vNdimL.AipiL
2BqjBj / D

bX
jD1

ıijDij :
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(H2))(H3): Combining (H2) and (4.1), we have ıB�hB;Aij i D d2=ıij . Applying (4.1)
again with ıB�hB;Ai in place of ı and DT in place of D, we have

ˆ.ı/ij D
ıij

d2

aX
`D1

d2

ı j̀
DT
j` D ıij

aX
`D1

D j̀

ı j̀
D

(3.1)
ıij

aX
`D1

vNdimR.A`
�
p`L

2Bqj /Bj
�
D ıij :

Hence ı is the unique fixed point under the dynamical system (4.3).
(H3))(H4): This follows from Theorem 4.4.
(H4))(H2): If ıij D d ǰ =˛i , then for all i ,

Pb
jD1 ıijDij D

Pb
jD1 d

ǰ

˛i
Dij D d

2.
(H2),(H5): By Fact 4.8, the i -th component of the center-valued trace of e1 is given

by

trhB;Aii .e1JpiJ / D
1Pb

jD1 ıij�ij
:

Hence e1 has scalar central trace if and only if
Pb
jD1 ıij�ij is the same scalar for all

1 � i � a. Since trhB;Ai.e1/ D d�2, this scalar must be equal to d�2.
(H6),(H2): By (2.10) (cf. [20, (3.7.3.1)]),

d2 trhB;Ai.ri / D trA.pi /
bX

jD1

Dij ıij :

Hence trA.pi / D trhB;Ai.ri / for all 1 � i � a if and only if (H2) holds.
(H4),(H7): Since A � B is extremal by Theorem 3.26, we have D D � and

ıij D d

�
trB.qj /

ǰ

��
˛i

trA.pi /

�
81 � i � a 81 � j � b;

where trB is the unique Markov trace and trA D trB jA. By uniqueness in Lemma 3.18 (2),
ıij D d ǰ =˛i if and only if trB.qj / D ˇ2j and trA.pi / D ˛2i for all i; j .

(H5),(H8): This is [57, Cor. 1.2.10].

Corollary 4.17. Let A � B be extremal and fulfill the equivalent conditions of Theo-
rem 4.16. Denote by .An/n�0 the Jones tower for A D A0 � B D A1. Then

ı
A2n�A2nC1
ij D

d ǰ

˛i
and ı

A2nC1�A2nC2
j i D

d˛i

ǰ

8n � 0; (4.5)

i.e., the distortion matrices oscillate between two fixed matrices depending on the parity
of n.

Proof. Immediate by (H4) (ıij D d ǰ =˛i ) and (4.2).

Example 4.18. Suppose A � B is a connected inclusion of finite-dimensional von Neu-
mann algebras. Denote by E�D .�i /aiD1 2Na and E� D .�j /bjD1 2Nb the row vectors with
�2i and �2j equal to the algebraic dimensions of the full matrix algebras Ai and Bj . In this
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case, the inclusion is always extremal [17, Cor. 3.2], and the Bratteli diagram (bipartite
adjacency matrix) of the inclusion is equal to � D D. The equality E�D D E� corresponds
to unitality of the inclusion A � B .

By [17, Prop. 4.4], A � B is super-extremal if and only if E�DT D d2 E�, so that .d E� E�/
is a Frobenius–Perron eigenvector for right multiplication by�

0 D

DT 0

�
:

In particular, d D kE�k2=kE�k2 and the normalized Frobenius–Perron eigenvectors in this
case are Ę D E�=kE�k2 and Ě D E�=kE�k2. We then calculate from (4.5) the distortion matri-
ces for the Jones tower:

ı
A2n�A2nC1
ij D

�j

�i
and ı

A2nC1�A2nC2
j i D

�i

�j
8n � 0:

Example 4.19 ([57, Ex. 1.2.8]). Consider the finite-dimensional (and hence extremal)
inclusionP DC˚C�M2.C/˚CDQwhose bipartite adjacency matrix and distortion
matrices are given by

� D D D

�
1 0

1 1

�
and ı D

�
2 1

2 1

�
:6

The inclusion A D P ˝R � Q˝R D B does not admit any downward basic construc-
tion. Indeed, using Theorem 4.10, one easily verifies there is no strictly positive solution
to �

1

1

�
D

�
�1ı11�11 C �2ı12�12
�1ı21�21 C �2ı22�22

�
D

�
2 0

2 1

��
�1
�2

�
D

�
2�1

2�1 C �2

�
:

Taking the next two steps in the Jones tower A0 � A1 � A2 � A3, we get a Morita
equivalent inclusion A2 � A3 with the same standard invariant which manifestly admits
two downward basic constructions. One quickly observes these inclusions have different
distortions:

ı.A0L
2A1A1/ D ı.PL

2QQ/ D

�
2 1

2 1

�
; ı.A2L

2A3A3/ D

�
5=2 3=2

5=3 1

�
:

One calculates that for the Jones tower .An/n�0,

ı.A2nL
2A2nC1A2nC1/ D

�
F2nC2=F2n F2nC1=F2n
F2nC2=F2nC1 1

�
n!1
����!

�
�2 �

� 1

�
;

where Fn is the n-th Fibonacci number (F0 D F1 D 1) and � is the golden ratio.

6Initially, the .1; 2/-entry of ı is not defined as �12 D 0. This ı is the unique extension afforded by
Lemma 3.18 (3).
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Remark 4.20. In the previous example, although there is no downward basic construc-
tion, there is a two-step downward Markov tunnel as discussed in Remark 4.11. The
projection e11 2 M2.C/˚ C has central support .1; 0/, center-valued trace .�1; �2/ D
.1=2; 0/, and trace-preserving expectation EP .e11/ D d�2, giving a solution to

2X
jD1

�j ıij�ij D 1 for i D 1; 2:

SettingN WD ¹e11º0 \P ŠC andEN .x/ WD d�2EP .e11xe11/, the inclusionN � P has
bipartite adjacency matrix and distortion matrix given by

�N�P D DN�P
D
�
1 1

�
D ıN�P :

There is again no strictly positive solution to

1 D trZP .p/1 � ı
N�P
11 �N�P11 C trZP .p/2 � ı

N�P
12 �N�P12 D trZP .p/1 C trZP .p/2

as the center-valued trace trZP .p/2Z.P / of a projection p 2P DC2 can only have entries
in ¹0; 1º. Only p WD .1; 0/ satisfies EN .p/ D d�2 (one verifies EN ..0; 1// D 0), which
gives a further one-step Markov tunnelM WD¹pº0\N DC andEM .x/ WD d�2EN .pxp/.
Experts will identify M � N � P � Q as exactly the first 4 algebras in the Temperley–
Lieb–Jones A4 subfactor planar algebra with d D �.

5. Classification of finite depth hyperfinite multifactor inclusions

In Section 5.1, we show that given an indecomposable unitary 2-shaded planar algebra
P� with scalar loop parameters, there is a finite index homogeneous connected hyperfinite
II1 multifactor inclusion A � B whose standard invariant is �-isomorphic to P�. Then
in Section 5.2, we determine how distortion varies under Morita equivalence of bimod-
ules, and we use this to characterize all finite depth finite index connected hyperfinite II1
multifactor inclusions.

5.1. Construction of multifactor inclusions

Suppose C is an indecomposable unitary multifusion category. As in Definition 2.6, fix a
2-shading 1C D 1

C ˚ 1�, and suppose X D
L
Xij 2 CC� generates C . Let D D DX ,

d D dX , ˛, and ˇ be as in Definition 2.7. Let P .X/� be the indecomposable unitary
2-shaded planar algebra constructed from .C ; X/ from Section 2.4.

Theorem 5.1 (Existence of homogeneous inclusions). Suppose C.X/�P .X/� is a finite
depth standard invariant. There exists a finite index homogeneous connected hyperfinite
II1 multifactor inclusionA�B whose standard invariant is equivalent to C.X/�P .X/�.
Hence by Theorem 4.16, the distortion ı.AL2BB/ is the standard distortion � with respect
to X .
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Proof. Here, we give an outline of the proof, together with forward references for some
technical lemmas whose proofs appear in Appendix A.

(A) Suppose we are given .C ; X/ where X D 1C ˝ X ˝ 1� generates C and 1C ˚
1� D 1C , but 1C; 1� are not necessarily simple. Choose the standard unitary dual
functor _ with respect to X from Definition 2.7. The loop parameters are both
equal to dX times the identities of 1C or 1� depending on shading:

D coev�X ı coevX D dX id1C ; D evX ı ev�X D dX id1� :

Moreover, for all i; j , we have (2.3):

pi qj D
Dij ǰ

˛i
pi ; qjpi D

Dij˛i

ǰ

qj :

There is a unique spherical state7  on EndC .1C / given by

 .pi / WD ˛
2
i ;  .qj / WD ˇ

2
j (5.1)

which satisfies for all c 2 C and f W c ! c,  .tr_L.f // D  .tr
_
R.f //.

(B) We now construct a tower of commuting squares of finite-dimensional von Neu-
mann algebras together with a common Markov trace for canonical Jones projec-
tions. To do this, we define an alternating tensor product to the left by

xX ˝X ˝ � � � ˝ xX ˝X DW X alt˝2n (2n tensorands);

X ˝ xX ˝X ˝ � � � ˝ xX ˝X DW X alt˝2nC1 (2nC 1 tensorands)

We define xX alt˝k similarly. By convention, we defineX alt˝0 D 1� and xX alt˝0 WD

1C.
For n � 0, we now define

Qn;C WD EndC .X
alt˝n/ Qn;� WD EndC . xX

alt˝n/;

and observe we get a tower of commuting squares

� � � � Q3;C � Q2;C � Q1;C � Q0;C

[ [ [

� � � � Q2;� � Q1;� � Q0;�:

(5.2)

7Observe that the spherical state is normalized so that  .id1C
/ D 2. However, this is the correct nor-

malization so that  .idXalt˝n / D 1 D  .id xXalt˝n / for all n.
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Above, horizontal inclusions are given by tensoring by the appropriate identity
morphisms on the left, and vertical inclusions are given by tensoring by idX to
the right. Expanding the definitions, we have (5.2) is exactly

� � � � EndC .X˝ xX ˝X/ � EndC . xX˝X/ � EndC .X/ � EndC .1
�/

[ [ [

� � � � EndC .X˝ xX/ � EndC . xX/ � EndC .1
C/:

(5.3)

The Markov trace tr is given by the inductive limit of d�nX . ı tr_L/ on Qn;C

where  is the spherical state from (5.1). The Jones projections en;˙ 2 QnC1;˙

which implement the canonical trace-preserving conditional expectations Qn;˙

! Qn�1;˙ are given by

e2kC1;C WD
1

d
�

2
k D d�1.ev�X ı evX /˝ idXalt˝2k ;

e2kC2;C WD
1

d
�

2
k
C
1

D d�1.coevX ı coev�X /˝ idXalt˝2kC1 ;

e2kC1;� WD
1

d
�

2
k D d�1.coevX ı coev�X /˝ id xXalt˝2k ;

e2kC2;� WD
1

d
�

2
k
C
1

D d�1.ev�X ı evX /˝ id xXalt˝2kC1 :

(C) Since C is multifusion and X generates C , by Lemma A.8 (see Example A.9)
below, eventually these commuting squares are nondegenerate in the sense of
Definition A.3 in Appendix A. We truncate the sequence of commuting squares
(5.2) so that the first commuting square is nondegenerate.

M1 D Q2kC2;C � M0 D Q2kC1;C

[ [

N1 D Q2kC1;� � N0 D Q2k;�:

(5.4)

Moreover, by LemmaA.8 (see ExampleA.9), the sequence of commuting squares
after this point is isomorphic to the basic construction commuting square at each
level. (Observe that it does not matter where we truncate as we will take inductive
limits.)

(D) The GNS construction with respect to trB gives an inductive limit inclusion

A WD lim
�!

Qn;� ,! lim
�!

Qn;C DW B;

of II1 multifactors. By Lemma A.13 below, Z.A/D N 00 \N0 D End.1C/ acting
on the left, and Z.B/ DM 00 \M0 D End.1�/ acting on the right.
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By the Ocneanu Compactness Theorem C.1, A0 \ B D N 01 \M0 inside M1 D

EndC .X
alt˝2kC2/. By Corollary A.11 below, we see that

N 01 \M0 D id xXalt˝2kC1 ˝ EndC .X/ Š EndC .X/:

Under this identification, the inclusions Z.A/; Z.B/ ,! N 01 \M0 D EndC .X/

are given respectively by

p 7! p and q 7! q :

It follows that Z.A/ \Z.B/ D C, and the inclusion is connected.

(E) Observe now that the sequence of commuting squares (5.3) fits into a doubly
infinite lattice of commuting squares by alternately tensoring on the right by xX
and X to obtain new rows above those in (5.3).

:::
:::

:::
:::

[ [ [ [

� � � � EndC.X
alt˝5/ � EndC.X

alt˝4/ � EndC.X
alt˝3/ � EndC. xX˝X/

[ [ [ [

� � � � EndC . xX
alt˝4/ � EndC . xX

alt˝3/ � EndC .X ˝ xX/� EndC . xX/

[ [ [ [

� � � � EndC .X
alt˝3/ � EndC . xX ˝X/� EndC .X/ � EndC .1

�/

[ [ [

� � � � EndC .X ˝ xX/� EndC . xX/ � EndC .1
C/:

(5.5)

Moreover, truncating this lattice as in (5.4), by Lemma A.8 (see Example A.9),
all the commuting squares on the left are nondegenerate, and obtained by iterated
basic constructions.

:::
:::

:::
:::

:::

[ [ [ [ [

A3 � � � � � Q2kC6;C � Q2kC5;C � Q2kC4;C � Q2kC3;C

[ [ [ [ [

A2 � � � � � Q2kC5;� � Q2kC4;� � Q2kC3;� � Q2kC2;�

[ [ [ [ [

B D A1 � � � � � Q2kC4;C � Q2kC3;C � Q2kC2;C � Q2kC1;C

[ [ [ [ [

A D A0 � � � � � Q2kC3;� � Q2kC2;� � Q2kC1;� � Q2k;�:

(5.6)
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(F) Again by Lemma A.13 below, the inductive limit Aj of the j -th row of (5.6) is
a finite direct sum of II1 factors whose centers are isomorphic to EndC .1

C/ or
EndC .1

�/ depending on the parity. Moreover, they come equipped with inductive
limit traces trj coming from the normalized left traces on C composed with the
spherical state  . By the basic construction recognition lemma [41, Lem. 2.15],
the tracial von Neumann algebras .Aj ; trj /j�0 form a Jones tower where the
Jones projections fj 2 AjC1 such that AjC1 D hAj ; fj i are given by

f2`C1 WD
1

d
�

2
k
C
2
`

D d�1id xXalt˝.2kC2`/˝.coevX ı coev�X /2Q2kC2`C2;�

� A2`C2;

f2`C2 WD
1

d
�

2
k
C
2
`
C
1

D d�1idXalt˝.2kC2`C1/ ˝ .ev�X ı evX / 2 Q2kC2`C3;C

� A2`C3:

(G) For each j � 2, we can look at the composite sequence of commuting squares
consisting of the 0-th and j -th rows of (5.6). Again by Lemma A.8 (see Exam-
ple A.9), the first composite square is nondegenerate, and all subsequent com-
muting squares are obtained by iterating the basic construction.
Again by the Ocneanu Compactness Theorem C.1, we have that

PA�B
2n;C WD A

0
0 \ A2n D Q02kC1;� \Q2kC2n;�;

PA�B
2nC1;C WD A

0
0 \ A2nC1 D Q02kC1;� \Q2kC2nC1;C

Similarly, looking at composite sequence of commuting squares consisting of the
1-st and j -th rows of (5.6) and applying the Ocneanu Compactness Theorem C.1,
we have

PA�B
2n;� WD A

0
1 \ A2nC1 D Q02kC2;C \Q2kC2nC1;C;

PA�B
2nC1;� WD A

0
1 \ A2nC2 D Q02kC2;C \Q2kC2nC2;�

(H) By Corollary A.11, the map 'n;C WD id.X˝ xX/˝k ˝ � which adds 2k strands to
the left is a unital �-algebra isomorphism

P .X/2n;C WD EndC

�
.X˝ xX/˝n

�
!Q02kC1;�\Q2kC2n;� D PA�B

2n;C ;

P .X/2nC1;C WD EndC

�
.X˝ xX/˝n˝X

�
!Q02kC1;�\Q2kC2nC1;CDPA�B

2nC1;C

which maps the Jones projections fn 2 A00 \AnC1 DPA�B
nC1;C from (F) to en;C 2

P .X/nC1;C and is compatible with the right inclusion and the partial trace (con-
ditional expectation).
Similarly, the map 'n;� WD id.X˝ xX/˝k˝X ˝� which adds 2k C 1 strands to the
left is a unital �-algebra isomorphism:

P .X/2n;� WD EndC

�
. xX˝X/˝n

�
!Q02kC2;C\Q2kC2nC1;CDPA�B

2n;� ;

P .X/2nC1;� WD EndC

�
. xX˝X/˝n˝ xX

�
!Q02kC2;C\Q2kC2nC2;�DPA�B

2nC1;�
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which is compatible with the right inclusion and the left inclusion. Indeed, for all
y 2 P .X/n;�,

'nC1;C.idX ˝ y/ D id.X˝ xX/˝k˝X ˝ y D 'n;�.y/ 2 PA�B
n;� � PA�B

nC1;C

as A01 \ AnC1 � A
0
0 \ AnC1.

To see that the '� assemble into a planar �-algebra isomorphism, by [41, Proof of
Lem. 2.49], it suffices to check that capping on the left is compatible with 'n;C.
This argument (and indeed this entire part of the proof) is identical to [41, Proof
of Thm. 4.1 (iii)]. For n � 1, the left capping map PA�B

n;C ! PA�B
n�1;� is given

by x 7! d�1
P
b bxb

� [41, Thm. 250]. By non-degeneracy of the composite
commuting squares of (5.6) and Proposition A.15, there is a Pimsner–Popa basis
¹bº for Q2kC1;C � B over Q2k;� � A which is also a Pimsner–Popa basis for B
over A. We now employ Vaughan Jones’ diagrammatic trick from [41, Proof of
Thm. 4.1 (iii)]. For all y 2 P .X/n;C with n � 1,

1

d

X
b

b � 'n;C.y/ � b
�
D
1

d

X
b

2k

2k

n�1

n�1

y

b

b�

D
1

d

X
b

2k

2k

n�1

n�1

y

b

b�

D

2kC1

2kC1

n�1

n�1

y D 'n�1;�

0BBB@
n�1

n�1

y

1CCCA :
Hence '� W P .X/� ! PA�B

� is a planar �-algebra isomorphism.

(I) We claim the distortion for AL2BB is the standard distortion �ij D dX ǰ =˛i .
Indeed, since AL2BB is finite depth and thus extremal, it suffices to prove this
formula holds when piqj¤0. In this case, by (2.6) above, we have ıijDDij =Tij .
Now by (2.3) and (5.1),

Tij D trBj .piqj / D
trB.piqj /
trB.qj /

D

d�1X  

0B@ qjpi

1CA
ˇ2j

D

d�1X
Dij˛i

ǰ
 .qj /

ˇ2j
D
Dij˛i

dX ǰ

:

But combining (2.6), (3.1), and extremality of AL2BB , we also have Tij D
�ij =ıij D Dij =ıij . The result follows.
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Remark 5.2. Observe that the inclusion A � B constructed above in the proof of The-
orem 5.1 admits an infinite Jones tunnel. Indeed, By removing a copy of xX on the right,
we can add another row below the doubly infinite lattice of commuting squares (5.5). The
argument from step (F) above in the proof of Theorem 5.1 can be repeated for this new
row to obtain a multifactor A�1 � A0 such that A1 is isomorphic to the basic construc-
tion algebra hA0; A�1i. As one can keep removing tensor factors from the right, a simple
induction argument shows that we may continue in this fashion to obtain an infinite Jones
tunnel

� � � � A�2 � A�1 � A0 � A1 � A2 � � � � :

5.2. Distortions realizable by multifactor inclusions

For this section, we assume both Notations 2.12 and 3.23 for a finite index inclusion
A � B of finite multifactors. Recall from Definition 2.27 in Section 2.5 that given an
invertible A0 � A bimodule A0YA (so that A0 D .Aop/0 \ B.Y /), the Morita equivalent
inclusion is A0 � B 0 where B 0 WD .Bop/0 \ B.Z/ and ZB WD YA � L2BB . Remember
that the commutants of A and B are taken in different representations, so A0 � B 0 instead
of the reverse inclusion.

Proposition 5.3. Suppose A � B is a finite index connected inclusion of finite multifac-
tors,A0YA is a Morita equivalence bimodule, andA0�B 0 is the induced Morita equivalent
inclusion. Denote ı D ı.AL2BB/, and � D �.AL2BB/. The distortion ı0 of A0 � B 0 is
given by

ı0ij D ıij�
�1
i

aX
hD1

�h�hj ı
�1
hj

where �i WD vNdimR.YpiAi /.

Proof. For 1 � i � a, let p0i 2 Z.A
0/ be the minimal central projection corresponding

to pi 2 A, and for 1 � j � b, let q0j 2 Z.B
0/ be the minimal central projection in B 0

corresponding to qj 2 B . We calculate that

vNdimL.A0ip
0
iL
2B 0q0j / D

[59, Prop. 3.1]
vNdimL.A0ip

0
iY �A L

2B �A xY q0jB 0j /

D vNdimL.A0iYpi / vNdimL.AipiL
2B �A xY q0j /

D ��1i vNdimR.q
0
jY �A L

2BpiAi /

D ��1i vNdimR.Y �A L2BqjpiAi /

D ��1i

aX
hD1

vNdimR.Yph �Ah phL
2BqjpiAi /

D ��1i

aX
hD1

vNdimR.Yph/ vNdimR.phL
2BqjpiAi /

D ��1i

aX
hD1

�h vNdimR.phL
2Bqj �Bj qjL

2BpiAi /
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D ��1i

aX
hD1

�h vNdimR.phL
2BqjBj / vNdimR.qjL

2BpiAi /

D ��1i

aX
hD1

�h
�hj

ıhj
vNdimL.AipiL

2Bqj / (3.1)

D ��1i

aX
hD1

�h
�hj

ıhj
ıij�ij (3.1)

D ��1i ıij�ij

aX
hD1

�h
�hj

ıhj
:

By a similar calculation, we have

vNdimR.p
0
iL
2B 0q0jB 0j / D �iı

�1
ij �ij

� aX
hD1

�h
�hj

ıhj

��1
:

We conclude that the distortion ı0ij for A0 � B 0 is given by

ı0ij D

vuut vNdimL.A0ip
0
iL
2B 0q0j /

vNdimR.p
0
iL
2B 0q0jB 0j /

D ıij�
�1
i

aX
hD1

�h�hj ı
�1
hj

as claimed.

Corollary 5.4. Suppose A � B and A0 � B 0 are as in the hypotheses of Proposition 5.3.
If A � B is extremal, then so is A0 � B 0.

Proof. By Theorem 3.20, we must show A0L
2B 0B 0 has constant distortion and that ı0

satisfies (3.6). Observe that each of A0YA, AL2BB , and B 0ZB have constant distortion, so
A0L

2B 0B 0 has constant distortion by (2.19) and Corollary 3.4. Now to prove ı0 satisfies
(3.6), we use Lemma 3.18. Since A � B is extremal, there are � 2 Ra>0 and � 2 Rb>0
(unique up to a simultaneous uniform scaling) such that ıij D �j =�i . By Proposition 5.3,
we have

ı0ij D ıij�
�1
i

aX
hD1

�h�hj ı
�1
hj D

�j
Pa
hD1 �h�hj ı

�1
hj

�i�i
DW

� 0j

�0i
:

Thus by Lemma 3.18 (2) again, ı0 satisfies (3.6).

The next corollary follows immediately.

Corollary 5.5. Suppose A�B and A0�B 0 are as in the hypotheses of Proposition 5.3.
Moreover, assume A � B is extremal and X D AL

2BB has the standard distortion �ij D
dX ǰ =˛i . Then A0 � B 0 is extremal, and the distortion ı0 is given by

ı0ij D ˛
�1
i ��1i

aX
hD1

�hDhj˛h:



Distortion for multifactor bimodules and representations of multifusion categories 553

Theorem 5.6. Suppose A � B is a finite index extremal connected II1 multifactor inclu-
sion. Then there is a Morita equivalence A0YA such that the induced Morita equivalent
inclusion A0 � B 0 is homogeneous. That is, A0 � B 0 has the standard distortion � with
respect to AL2BB .

Proof. Let ı WD ı.AL2BB/. Since ı=� satisfies (1.1), by Lemma 3.18 (2), there are .�i / 2
Ra>0 and .�j / 2 Rb>0 such that

�j

�i
D
ıij

�ij
” �iıij D �j�ij :

There exists a Morita equivalence A0YA such that vNdimR.YpiAi / D ��1i . By Proposi-
tion 5.3, the distortion of the induced Morita equivalent inclusion A0 � B 0 is given by

ı0ij D ıij�i

aX
hD1

��1h ı
�1
hj Dhj D �j�ij

aX
hD1

��1j ��1hj Dhj D �ij

aX
hD1

��1hj Dhj

D �ij

aX
hD1

˛h

dX ǰ

Dhj D
�ij

dX ǰ

aX
hD1

˛hDhj D
�ij

dX ǰ

dX ǰ D �ij :

We conclude that A0 � B 0 has the standard distortion with respect to X D AL
2BB , and

thus this inclusion is homogeneous by Theorem 4.16.

Remark 5.7. Observe that Theorem 5.6 does not hold for A � B finite-dimensional.
Indeed, no inclusion of finite-dimensional von Neumann algebras with Bratteli diagram
the A4 Coxeter–Dynkin diagram can be homogeneous, since ı will always have rational
entries, but the standard distortion function � has irrational entries cf. Example 4.19.

Using Theorem 5.6, given a 2-shaded indecomposable unitary multifusion category
C and a generator X 2 CC�, we can say exactly which distortions of X arise from real-
izations of C.X/ as a standard invariant of a finite index connected inclusion of finite
multifactors A � B .

Proposition 5.8. Let C be a 2-shaded indecomposable unitary multifusion category with
generator X 2 CC� as in Definition 2.6, and let D D DX , d D dX , and ˛ be as in Defi-
nition 2.7. Suppose ı W ¹1; : : : ; aº � ¹1; : : : ; bº ! R>0 is an arbitrary function satisfying
(1.1), i.e.,

ıij ıi 0j 0 D ıij 0ıi 0j 81 � i; i 0 � a; and 1 � j; j 0 � b:

The following are equivalent.

(1) There is a finite index connected inclusion of hyperfinite II1 multifactors A � B
with standard invariant equivalent to C such that ı D ı.AL2BB/.

(2) There exists .�i / 2 Ra>0 such that ıij D ˛�1i ��1i
Pa
hD1 �hDhj˛h.

(3) Writing ıij D �j =�i (which is unique up to uniformly scaling all �j ; �i by Lemma
3.18(2)), we have �j D

Pa
hD1 �hDhj .
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Proof. (1))(2): Suppose ıD ı.AL2BB/ for some finite index connected inclusionA�B
of hyperfinite finite multifactors. By Corollary 3.22, A � B is extremal, and by Theo-
rem 5.6, it is Morita equivalent to an inclusion with standard distortion. Hence (2) follows
by Corollary 5.5.

(2))(1): By Theorem 5.1, there exists a finite index connected homogeneous hyper-
finite II1 multifactor inclusion A � B with standard distortion. Let YA be any faithful
right A-module such that �i D vNdimR.YpiAi /, and let A0 � B 0 be the induced Morita
equivalent hyperfinite inclusion. By Corollary 5.5,

ı0ij D ˛
�1
i ��1i

aX
hD1

�hDhj˛h

as desired.
(2))(3): Setting �j WD

Pa
hD1 �hDhj˛h and �i WD ˛i�i , we clearly have

�j D

aX
hD1

�hDhj :

(3))(2): Setting �i WD �i=˛i gives the desired formula for ıij .

Corollary 5.9. Suppose A � B is a finite depth finite index connected inclusion of finite
multifactors and trB is the unique Markov trace on B . The distortion ı ofAL2BB is given
by

ıij D

�
˛i

trA.pi /

� aX
hD1

�
trA.ph/
˛h

�
Dhj : (1.2)

Proof. By Corollary 3.22, A � B is extremal, so by Theorem 3.26,

ıij D d

�
trB.qj /

ǰ

��
˛i

trA.pi /

�
:

By Proposition 5.8 (3),

d

�
trB.qj /

ǰ

�
D

aX
hD1

�
trA.ph/
˛h

�
Dhj :

The result follows.

5.3. Classification of finite depth connected hyperfinite multifactor inclusions

We now recall Popa’s theorem for finite index finite depth homogeneous connected hyper-
finite II1 multifactor inclusions. We provide a proof here and in Appendix B for complete-
ness and convenience of the reader.

Theorem 5.10. Suppose A � B and zA � zB are two finite index homogeneous connected
hyperfinite II1 multifactor inclusions with isomorphic finite depth standard invariants.
For every isomorphism '� W P

A�B
� ! P

zA� zB
� , there exists a (non-unique) �-isomorphism

' W B ! zB taking A onto zA which induces the original �-isomorphism '� of standard
invariants.
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Proof. By Theorem B.9, there are generating tunnels .A�n/n2N and . zA�n/n2N . By tun-
nel/tower duality (see Fact B.1),8 '� induces isomorphisms

'
op
n;C W A

0
�n�1 \ A!

zA0�n�1 \
zA; 'op

n;� W A
0
�n \ B !

zA0�n \
zB

for all n 2 N which are compatible with the inclusions, conditional expectations, and
unique Markov traces. By the generating property, given this fixed generating tunnel, there
is a unique unitary isomorphism

u' W L
2
�[

A0�n \ B; tr
�
Š L2B ! L2

�[
zA0�n \

zB; tr
�
Š L2 zB

which intertwines the right A0�n \ B and zA0�n \ zB actions and the left A0�n�1 \ A and
zA0�n�1 \

zA actions. We conclude that Ad.u'/ is the desired isomorphism. Since ' restricts
to the isomorphisms 'op

n;˙ on the relative commutants of the Jones tunnel, again by tun-
nel/tower duality, ' induces the original �-isomorphism '� on the standard invariant.

Given two finite index extremal inclusions of finite multifactors A � B and zA � zB
together with isomorphisms '0;C W Z.A/! Z. zA/ and '0;� W Z.B/! Z. zB/, we say that
'0;˙ preserves distortion if

ı
zA� zB
'0;C.p/;'0;�.q/

D ıA�Bp;q

for all minimal projections p 2 Z.A/ and q 2 Z.B/. Here, we view ıA�B and ı zA� zB as
matrices indexed by minimal projections rather than some enumerations of these projec-
tions.

Corollary 5.11. Suppose A � B and zA � zB are two finite depth finite index connected
hyperfinite II1 multifactor inclusions. For every �-isomorphism of standard invariants '� W
PA�B
� ! P

zA� zB
� which preserves distortion, there exists a (non-unique) �-isomorphism

' W B ! zB taking A onto zA which induces the original �-isomorphism '� of standard
invariants.

Proof. Since '� preserves distortion, using Theorem 5.6, there exist faithful right modules
YA and zY zA such that:

• vNdimR.Yp/ D vNdimR. zY '.p// for every minimal projection p 2 Z.A/, and

• the induced Morita equivalent inclusionsA0�B 0 and zA0� zB 0 have the standard distor-
tion, and are thus homogeneous by Theorem 4.16. (Recall that A0 WD .Aop/0 \ B.Y /,
Z WD Y �A L2B , B 0 WD .Bop/0 \ B.Z/, and similarly for zA0; zZ, zB 0.)

8We warn the reader that there are two numbering conventions for the Jones tunnel. If one sets B D A1
and A D A0 as we do in the main body of this article, then the box spaces of standard invariant PA�B

n;˙

are given by PA�B
n;C WD A00 \ An and PA�B

n;� WD A01 \ AnC1, which are anti-isomorphic to A0�n�1 \ A0
and A0�n \ A1 respectively. However, in Fact B.1, we set B D B0 and A D B�1, under which we get that
B 00 \ Bn is anti-isomorphic to B 00 \ B�n. Thus while the first convention is more practical for discussing
the standard invariant, this second convention is more practical for discussing tunnel/tower duality.



M. Bischoff, I. Charlesworth, S. Evington, L. Giorgetti, and D. Penneys 556

By the first bullet point above, there exists a right A-linear unitary w W YA ! zY'.A/. By
Lemma 2.28, we have an isomorphism of standard invariants '0� W P

A0�B 0

� ! P
zA0� zB 0

�

given by the following commutative diagram:

PA�B
� P .AL

2BB/� P .A0L
2B 0B 0/� PA0�B 0

�

P
zA� zB
� P . zAL

2 zB zB/� P . zA0L
2 zB 0 zB 0/� P

zA0� zB 0

�

Š

'�

P .Y;Z; /� Š

'0�

Š P . zY ; zZ; z /� Š

By the second bullet point above and Theorem 5.10, there exists an isomorphism

'0 W .A0 � B 0/! . zA0 � zB 0/

such that P .'0/� D '0�. By (2.18), the isomorphism P .L2 zA0'0 ; L
2 zB 0'0 ;  '0/� fits in the

following commutative diagram:

PA�B
� P .AL

2BB/� P .A0L
2B 0B 0/� PA0�B 0

�

P
zA� zB
� P . zAL

2 zB zB/� P . zA0L
2 zB 0 zB 0/� P

zA0� zB 0

�

Š

'�

P .Y;Z; /�

P .L2 zA0
'0
;L2 zB 0

'0
; '0 /�

Š

P .'0/�D'
0
�

Š P . zY ; zZ; z /� Š

Now since A is the commutant of the right A0-action on A xYA0 and B is the commutant
of the right B 0 action on xY �A0 L2B 0B 0 Š xZB 0 , we may invoke Proposition 2.29 with
the roles of A; B; zA; zB; Y; Z swapped with A0; B 0; zA0; zB 0; xY ; xZ to get an isomorphism
' W .A � B/! . zA � zB/ such that the following diagram commutes:

PA�B
� P .AL

2BB/� P .A0L
2B 0B 0/� PA0�B 0

�

P
zA� zB
� P . zAL

2 zB zB/� P . zA0L
2 zB 0 zB 0/� P

zA0� zB 0

�

Š

'� P .L2 zA' ;L
2 zB' ; '/�

P .Y;Z; /�

P .L2 zA0
'0
;L2 zB 0

'0
; '0 /�

Š

P .'0/�D'
0
�

Š P . zY ; zZ; z /� Š

Finally, by (2.18), the isomorphisms P .L2 zA' ; L
2 zB' ;  '/� and P .'/� satisfy a commu-

tative square, and we conclude that P .'/� D '� as desired.

We now prove Theorem A in two parts.

Theorem 5.12 (Theorem A, Part I). The map A � B 7! .PA�B
� ; trMarkov

B jZ.A// descends
to a well-defined bijection8<:Finite depth finite index connected

hyperfinite II1 multifactor inclu-
sions A � B

9=;
' W B1

�
�! B2 taking A1 onto A2

Š

8<:Pairs .P�; �/ with P� a finite depth
indecomposable unitary 2-shaded planar
algebra and � a faithful state on P0;C

9=;
'� W P

1
�

�
�! P 2

� such that �2 ı '0;C D �1
:
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Proof. Well-defined: Suppose A � B and zA � zB are finite index finite depth connected
hyperfinite II1 multifactor inclusions. Let trB and tr zB denote the unique respective Markov
traces, and denote by �A and � zA their restrictions to Z.A/ and Z. zA/ respectively.

Suppose there is a �-isomorphism ' W B ! zB taking A onto zA. Then ' induces an
isomorphism

'� W P
A�B
� ! P

zA� zB
� :

Moreover, by uniqueness of the Markov trace, we must have tr zB ı' D trB , so � zA ı '0;C D
�A on PA�B

0;C D Z.A/.
Injective: Now supposeA�B and zA� zB have isomorphic pairs, i.e., there is a planar

�-algebra isomorphism
'� W P

A�B
� ! P

zA� zB
�

such that �A ı '0;C D � zA. Since the distortions ıA�B and ı zA� zB are determined by �A
and � zA respectively by (1.2), we see the isomorphism '� preserves distortion. By Corol-
lary 5.11, there is a �-isomorphism ' W B ! zB which maps A onto zA.

Surjective: Suppose P� is a finite depth unitary 2-shaded planar algebra and � is some
faithful state on P0;C. By Theorem 5.1, there is a finite index homogeneous connected
hyperfinite II1 multifactor inclusion A0 � B0 whose standard invariant is �-isomorphic
to P�. Taking �i WD �.pi /=˛i , by Proposition 5.8, there is a finite index connected hyper-
finite II1 inclusion A � B with standard invariant �-isomorphic to P� with distortion
ıij D ��1i

Pa
hD1 �hDhj . By Proposition 5.8 (3) and (1.2), the Markov trace trB on B

restricts to � on Z.A/ Š P0;C.

Theorem 5.13 (Theorem A, Part II). The mapA�B 7!PA�B
� descends to a well-defined

bijection8<:Finite depth finite index connected
hyperfinite II1 multifactor inclusions
A � B

9=;
Morita equivalence

Š

8<:Finite depth indecomposable
unitary 2-shaded planar alge-
bras P�

9=;
Planar �-algebra isomorphism

:

Proof. Well-defined: Morita equivalent multifactor inclusions have isomorphic standard
invariants by Lemma 2.28.

Injective: Suppose A � B and zA � zB are two finite depth finite index connected
hyperfinite II1 multifactor inclusions with isomorphic standard invariants. By Theorem 5.6
above, both A � B and zA � zB are Morita equivalent to homogeneous hyperfinite inclu-
sions A0 � B 0 and zA0 � zB 0 respectively. By Popa’s uniqueness theorem (Theorem 5.10),
there is a �-algebra isomorphism '0 W B 0! zB 0 taking A0 onto zA0 and inducing an isomor-
phism '0� of standard invariants. Thus L2 zA0'0 is a Morita equivalence zA0 � A0 bimodule
witnessing the Morita equivalence of the inclusions A0 � B 0 and zA0 � zB 0. We get our
desired Morita equivalence by composing Morita equivalences:

.A � B/ � .A0 � B 0/ � . zA0 � zB 0/ � . zA � zB/:

Surjective: Surjectivity is immediate from the Existence Theorem 5.1.
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6. Representations of unitary multifusion categories

For this section, C denotes a unitary multitensor category, and R denotes the hyperfinite
II1 factor.

Definition 6.1 ([26, Def. 3.1]). A representation of C is a tensor dagger functor ˛ W C !
Bim.M/ for some von Neumann algebraM . Given two representations ˛ W C ! Bim.M/

and ˇ W C ! Bim.N /, a morphism from ˛ to ˇ consists of an N �M bimodule NˆM
together with a family of unitary natural isomorphisms®

�c W ˆ�M ˛.c/! ˇ.c/�N ˆ
¯
c2C

satisfying the following coherence axiom:

ˆ�M ˛.c/�M ˛.d/ ˇ.c/�N ˆ�M ˛.d/ ˇ.c/�N ˇ.d/�N ˆ

ˆ�M ˛.c ˝ d/ ˇ.c ˝ d/�N ˆ

�c�id

id��˛
c;d

id��d

�
ˇ
c;d

�id

�c˝d

(6.1)

We call such a morphism an isomorphism if NˆM is an invertible N �M bimodule.

Remark 6.2. As discussed further in [26, §5.4], there are additional structures for rep-
resentations, like bi-involutivity and positivity, when C has the corresponding structure.
In the presence of such structures, one can ask for an additional coherence for repre-
sentations. Since we are only interested in the case C multifusion in this article, by [26,
Thm. A], it suffices to restrict our attention to representations of unitary multitensor cate-
gories in the absence of any additional structures and coherences.

Definition 6.3. Suppose C is an n � n unitary multitensor category, Irr.C/ a set of rep-
resentatives of simple objects of C , and ˛ W C ! Bim.R˚n/ is a representation where R
is a finite factor. The modular distortion of ˛ is the function ı˛ W Irr.C/! R>0 given by
ı˛.c/ WD ı.R˛.c/R/.

Since the distortion is multiplicative for finite factor bimodules by (3.2), ı˛ induces
a grading on C , and thus ı˛ descends to a groupoid homomorphism ı˛ W U! R>0 by
universality.

When C is unitary multifusion, U is finite. Thus all groupoid homomorphisms U!

R>0 factor uniquely through Gn similar to Theorem 2.5. Hence we may identify ı˛ with
a groupoid homomorphism Gn ! R>0.

Example 6.4. Suppose ˛ W C ! Bim.R˚n/ is a representation with distortion ı˛ . Since
the fundamental group F .R/ of the hyperfinite II1 factor is R>0 [47], for any vector
.�i / 2 Rn>0, there is an invertible Morita equivalence R˚n �R˚n bimoduleˆ with �i WD
vNdimL.piˆ/ D ı.piˆ/. Since distortion is multiplicative for II1 factor bimodules by
(3.2), for all c 2 Cij ,

ı
�
piˆ� ˛.c/� x̂pj

�
D ı.piˆ/ı

�
˛.c/

�
ı.pj x̂ / D �iı

˛
ij�
�1
j :
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Then conjugating ˛ by ˆ yields a representation Ad.ˆ/ ı ˛ W c 7! ˆ� ˛.c/� x̂ with
distortion given by

ı
Ad.ˆ/ı˛
ij D �iı

˛
ij�
�1
j : (6.2)

Indeed, since ˆ is invertible, by [60, Prop. 3.1] and [65, Thm. 4.7] (see also [5, §4] and
[50, Cor. 3.34]), there is an R˚n � R˚n bilinear unitary uˆ W x̂ �R˚n ˆ ! L2R˚n,
unique up to unique unitary automorphism of ˆ, such that . x̂ ; uˆ; uˆ�/ exhibits x̂ as the
unitary spherical dual of ˆ. Denoting uˆ by a cap, the tensorator

�
Ad.ˆ/ı˛
a;b

W ˆ� ˛.a/� x̂ �ˆ� ˛.b/� x̂ ! ˆ� ˛.a˝ b/� x̂

is given by

�
Ad.ˆ/ı˛
a;b

WD

ˆ

ˆ

x̂

x̂

x̂ ˆ˛.a/ ˛.b/

˛.a˝b/

�˛
a;b D idˆ �

�
�˛a;b ı .id˛.a/ � uˆ � id˛.b//

�
� id x̂ :

Moreover, ˆ induces a canonical isomorphism .ˆ; �/ W ˛ ! Ad.ˆ/ ı ˛ by defining

�c WD

ˆ

ˆ

˛.c/

˛.c/ x̂ ˆ

D idˆ � id˛.c/ � u�ˆ W ˆ� ˛.c/! ˆ� ˛.c/� x̂ �ˆ:

6.1. Existence of representations of unitary multifusion categories

Let C be an n � n unitary multifusion category, let R be a hyperfinite II1 factor, and
denote the minimal central projections of R˚n by ¹p1; : : : ; pnº. It follows directly from
Theorem 5.1 that representations of unitary multifusion categories exist.

Proposition 6.5. Let C be an n� n unitary multifusion category. There exists a represen-
tation ˛ W C ! Bim.R˚n/.

Proof. We may reduce to the case that n � 2 by replacing C with Mat2.C/ if n D 1.
Let 1C D 1C ˚ 1� be a non-trivial 2-shading of C , where a D dim.EndC .1

C// � 1,
b D dim.EndC .1

�// � 1, and n D aC b. Pick an arbitrary generator X 2 CC� (e.g., we
may take X D

L
c2Irr.CC�/ c). By Theorem 5.1, there is a finite index homogeneous con-

nected hyperfinite II1 multifactor inclusionADR˚a �R˚b DB such that C.AL
2BB/ is

equivalent to C.X/. The equivalence ˛ WC.X/ ,!C.AL
2BB/ is such a representation.

Proposition 6.6. Suppose C is an n�n unitary multifusion category and ˛ WC!Bim.R˚n/
is a representation. For any groupoid homomorphism ı W Gn! R>0, there is an invertible
bimodule ˆ inducing an isomorphism .ˆ; �/ W ˛ ! Ad.ˆ/ ı ˛ such that ıAd.ˆ/ı˛ D ı.
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Proof. Since ı˛ and ı are groupoid homomorphisms Gn ! R>0, so is the ratio ı˛=ı. By
Corollary 3.19, there exists .�i / 2 Rn>0, unique up to uniform scaling, such that ı˛ij =ıij D
�j =�i for all 1� i; j � n. As discussed in Example 6.4, there is an invertibleR˚n �R˚n

bimodule ˆ with �i D ı.piˆ/ for all 1 � i � n. By (6.2), the representation

Ad.ˆ/ ı ˛ W C ! Bim.R˚n/

has distortion ı as desired.

The next corollary now follows immediately by combining Propositions 6.5 and 6.6.

Corollary 6.7. Suppose C is an n � n unitary multifusion category. For any groupoid
homomorphism ı W Gn ! Rn>0, there is a unitary tensor functor ˛ W C ! Bim.R˚n/ with
distortion ı˛ D ı.

Remark 6.8. The realization result for unitary multifusion categories obtained in Propo-
sition 6.5 appears also in [19, Cor. 3.10]. The proof in [19] follows different ideas and
techniques, namely it is shown that every unitary multifusion category C is equivalent
to the category of special bimodules over a fixed standard C�-Frobenius algebra A in
a unitary fusion category, the latter can be realized in Bim.R/, and the realization of C

into Bim.R˚n/ is obtained by considering the non-factorial extension of R given by A,
cf. Theorem 5.1. In [19] it is also shown that every unitary multitensor category, with no
restriction on the cardinality of the set of isomorphism classes of simple objects by [18],
and every rigid C� 2-category with finitely decomposable horizontal units can be realized
as well into Bim.N˚n/ where N is a II1 factor, not necessarily hyperfinite.

6.2. Uniqueness of representations of unitary multifusion categories

In [31, Thm. 2.2], Izumi adapts Popa’s uniqueness theorem for finite depth hyperfinite III1
subfactors [57, Cor. 6.11] to prove uniqueness of representations of unitary fusion cate-
gories as endomorphisms of the hyperfinite III1 factor. We now adapt Izumi’s proof using
Corollary 5.11 to the setting of representations of an n � n unitary multifusion category
C into Bim.R˚n/ where R is the hyperfinite II1 factor.

Definition 6.9. Suppose C be an n� n unitary multifusion category,A is a II1 multifactor
with n-dimensional center, ˛ W C ! Bim.A/ is a representation, and ' W A! B is a �-
isomorphism. Consider the B �A bimoduleL2B' with rightA-action transported via the
isomorphism '. The representation induced by ' is Ad.L2B'/ ı ˛ W C ! Bim.B/, and
we call L2B' the isomorphism induced by ' from ˛ to Ad.L2B'/ ı ˛. Since ı.L2B'/
is the n � n identity matrix, we see that Ad.L2B'/ ı ˛ and ˛ have the same distortion by
(6.2). Hence an isomorphism induced by a �-algebra isomorphism can never change the
distortion.

Theorem 6.10. Suppose ˛ W C ! Bim.A/ and ˇ W C ! Bim.B/ are two representations
with ı˛ D ıˇ , whereA andB are both hyperfinite type II1 multifactors with n-dimensional
centers. Then there is an isomorphism .ˆ;�/ from ˛ to ˇ which is induced by a �-algebra
isomorphism ' W B ! A.
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Proof. Fix an arbitrary generator X 2 C such that every object of C is isomorphic to a
direct sum of summands of tensor powers ofX ˝ xX (e.g., we may takeX D

L
c2Irr.C/ c).

Consider the full subcategory zC � C whose objects are the tensor powers of X ˝ xX . To
construct an equivalence from ˛ to ˇ, it suffices to construct an equivalence .ˆ; �/ from
˛j zC to ˇj zC . The result will then follow by idempotent completion.

Define M to be the commutant of the right A-action on ˛.X/, and define N to be
the commutant of the right B-action on ˇ.X/. By [60, Prop. 3.1], ˛.X/ is an invertible
M � A bimodule, and ˇ.X/ is an invertible N � B bimodule. Since ˛.X/ and ˇ.X/
are dualizable, we immediately have that A �M and B � N are finite index multifactor
inclusions. Since X generates C , both these inclusions are connected.

Consider the amplification Mat2.C/ with generator X12 corresponding to X in the
component C12, i.e.,

Mat2.C/ D
�

C C

C C

�
X12 D

�
0 X

0 0

�
:

Denote by C.X12/ the abstract standard invariant and P .X12/� the associated unitary
2-shaded planar algebra.

We now construct a distinguished isomorphism between the standard invariants of the
two multifactor inclusions C.AL

2MM / and C.BL
2NN / which passes through C.X12/.

First, observe that amplifying ˛; ˇ gives representations

Mat2.˛/ W C.X12/! Bim.A˚ A/ and Mat2.ˇ/ W C.X12/! Bim.B ˚ B/

whose CC corners may be identified with ˛ and ˇ respectively. Moreover, ıMat2.˛/ D

ıMat2.ˇ/ by construction. We now compose these representations with Ad.L2A˚ ˛.X//
and Ad.L2B ˚ ˇ.X// respectively to get representations z̨ W C.X12/ ! Bim.A ˚M/

and ž W C.X12/! Bim.B ˚N/. That is,

z̨

�
a b

c d

�
WD

 
˛.a/ ˛.b/�A ˛.X/M

M˛.X/�A ˛.c/ M˛.X/�A ˛.d/�A ˛.X/M

!
2 Bim.A˚M/

and similarly for zB . Since ı˛ D ıˇ and ıMat2.˛/D ıMat2.ˇ/, we also have ı z̨ D ı ž. Observe
now that z̨.X/ D A˛.X/ �A ˛.X/M which is canonically isomorphic to AL

2MM by
[60, Prop. 3.1]; similarly, ž.X/ Š BL

2NN . We thus have the following zig-zag of iso-
morphisms of standard invariants:

C.AL
2MM /

z̨
 � C.X12/

ž

�! C.BL
2NN /:

Inverting z̨ on its essential image C.AL
2MM / and passing to planar algebras gives us

a distinguished isomorphism '� W P
A�M
� ! PB�N

� which preserves distortion. Since
'� came from a zig-zag of isomorphisms, we have 'n;˙.z̨.f // D ž.f / for every f 2
P .X/n;˙. Looking at the principal even part, we have '2n;C.˛.f // D ˇ.f / for all f 2
End zC ..X ˝ xX/

˝n/.
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By Corollary 5.11, there is a �-isomorphism ' W M ! N taking A onto B which
induces the above isomorphism of standard invariants PA�M

� Š PB�N
� . Since the func-

tor from the 1-groupoid of inclusions to the 1-groupoid of standard invariants factors
through the 2-groupoid of standard bimodules as in (2.13), the invertible 1-morphism
.L2B' ;L

2N ' ;  '/ WAL
2NN ! BL

2MM produces the isomorphism of standard invari-
ants '� by the ‘encircling’ action. Here, the isomorphism  ' W BL

2B' �A L2MM !

BL
2N �N L2N ' is as in (2.17).
In more detail, denote the four von Neumann algebras A; B; M; N by the shaded

regions
D A; DM; D B; D N;

and the standard and Morita equivalence bimodules by

D AL
2MM ; D BL

2NN ; D BL
2B'.A/; D NL

2N'.M/:

We denote the conjugate bimodules by the horizontal reflection, and the restriction toA; zA
respectively by changing the shading. We abbreviate the isomorphisms  ' ;  ' ;  �' ;  '

�

by 4-valent vertices:

WD  ' ; WD  ' ;

WD  �' ; WD  '
�

:

We illustrate the ‘encircling’ action for f 2 zC..X ˝ xX/˝1 ! .X ˝ xX/˝2/:

ˇ.f / D ˛.f / D zC.'/
�
˛.f /

�
:

We now define BˆA WD BL
2B'.A/ and

� WD �X˝ xX WD

WD  '  ' W Bˆ�A ˛.X ˝ xX/„ ƒ‚ …
AL2MA

A
�
�! B ˇ.X ˝ xX/„ ƒ‚ …

BL2NB

�BˆA:
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For n� 2, we define �n D �.X˝X/˝n by concatenating n copies of � along the blue string,
e.g.,

�3 D W Bˆ�A ˛
�
.X ˝ xX/˝3

�
A
�
�! Bˇ

�
.X ˝ xX/˝3

�
�B ˆA:

Now since .X ˝ xX/˝k ˝ .X ˝ xX/˝n D .X ˝ xX/˝.kCn/ suppressing associators, the
coherence axiom (6.1) automatically holds. Naturality immediately follows by the reca-
bling relations (2.14).

We now prove Theorem B in two parts.

Theorem 6.11 (Theorem B, Part I). Let R be either the hyperfinite II1 or II1 factor. The
map ˛ 7! ı˛ descends to a bijection®

Representations ˛ W C! Bim.R˚n/
¯

Iso .ˆ;�/ induced by ' 2Aut.R˚n/
Š ¹Groupoid homomorphsims ı W Gn!R>0º:

Proof. Well-defined: As discussed in Definition 6.9 above, isomorphisms induced by �-
algebra isomorphisms must preserve the distortion.

Injective: This follows immediately from Theorem 6.10.
Surjective: This follows immediately from Corollary 6.7.

Theorem 6.12 (Theorem B, Part II). Let R be either the hyperfinite II1 or II1 factor.
Suppose ˛; ˇ W C ! Bim.R˚n/ are two arbitrary representations. Then there is an iso-
morphism .ˆ; �/ from ˛ to ˇ.

Proof. First, since R and B.`2/˝R are Morita equivalent, Bim.R˚n/ and Bim..B.`2/˝
R/˚n/ are equivalent. Hence we may assume A and B are both II1 multifactors. Second,
by Proposition 6.6, by conjugating ˛ and ˇ by appropriate invertible A � A and B � B
bimodules respectively, we may assume that ı˛ D ıˇ . The result now follows by Theo-
rem 6.10.

A. Commuting squares of finite index finite multifactors

Consider a quadrilateral of unital finite index inclusions of finite multifactors

N � M

[ [

Q � P

(A.1)

together with a faithful tracial state tr on M . Let EMN W M ! N , EMP W M ! P , and
EMQ W M ! Q be the canonical trace-preserving conditional expectations, where N and
P are considered as subalgebras of M .
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Definition A.1. The quadrilateral (A.1) is called a commuting square if

EMN E
M
P D E

M
P E

M
N D E

M
Q :

A.1. Nondegeneracy

Recall that by [20, Thm. 3.6.4 (i)], given a finite index inclusion of finite multifactors
N � M together with a faithful normal trace tr on M and the unique trace-preserving
conditional expectation, there exists a (finite) Pimsner–Popa basis for M over N .

Lemma A.2 (cf. [55, Prop. in §1.1.5]). For a commuting square of finite index inclusions
of finite multifactors (A.1) the following are equivalent:

(N1) Every Pimsner–Popa basis for P over Q is also a Pimsner–Popa basis for M
over N .

(N2) Every Pimsner–Popa basis for N over Q is also a Pimsner–Popa basis for M
over P .

(N3) There is a Pimsner–Popa basis for P overQ which is a Pimsner–Popa basis for
M over N .

(N4) There is a Pimsner–Popa basis forN overQ which is a Pimsner–Popa basis for
M over P .

(N5) M D spanPN .

(N6) M D spanNP .

Proof. Clearly (N1))(N3))(N5) and (N2))(N4))(N6), and obviously (N5),(N6).
(N5))(N1): Suppose ¹bº is a Pimsner–Popa basis for P overQ, and let x 2M . Since

M D spanPN , we can write x D
Pn
iD1 pini . We then calculate

X
b

bEN .b
�x/ D

X
b

nX
iD1

bEN .b
�pini / D

X
b

nX
iD1

bEN .b
�pi /ni

D

nX
iD1

X
b

bEQ.b
�pi /ni D

nX
iD1

pini D x:

(N6))(N2): This follows by an argument similar to the above swapping the roles of
P and N .

Definition A.3 (cf. [55, §1.1.5]). A commuting square of finite index finite multifactors
(A.1) is called nondegenerate if the equivalent conditions of Lemma A.2 hold.

Lemma A.4 (cf. [54, Proof of Lem. 6.1]). Suppose we have a commuting square of finite
index inclusions of finite multifactors as in (A.1) above such that N � .M; tr/ is Markov
with index d2. In this setting, nondegeneracy of (A.1) is equivalent to

(N7) The inclusion Q � .P; tr jP / is also Markov with index d2.
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Proof. The canonical map hP;Qi D PePQP ! hM;N i D Me
M
N M by aePQb 7! aeMN b

is a well-defined (possibly non-unital) �-homomorphism by the commuting square con-
dition. This homomorphism preserves the canonical commutant trace on hP;Qi given by
aePQb 7! tr.ab/. Hence the inclusion Q � .P; tr jP / is always Markov. However, it may
be the case that the Markov index of Q � .P; tr jP / is strictly less than d2. The image of
1 2 hP;Qi in hM;N i under the canonical map is an orthogonal projection in hM;N i. We
see that this projection is equal to 1 2 hM;N i if and only if (N3) holds. But we also have
that this projection is equal to 1 2 hM;N i if and only if the Markov index ofQ� .P; tr jP /
is equal to d2. The result follows.

Facts A.5. We have the following facts concerning commuting squares.

• (Basic construction of commuting squares cf. [54] and [55, §1.1.6]) Suppose we have
a nondegenerate commuting square of finite index finite multifactors as in (A.1),
equipped with the unique Markov trace trM for the inclusion N � M . Consider the
basic construction commuting square

M � hM;N i

[ [

P � hP;Qi

(A.2)

with the canonical Markov trace trhM;N i on hM;N i where the inclusion hP;Qi ,!
hM;N i is given by the canonical map

aePQb 7! aeMN b:

By nondegeneracy, there is a Pimsner–Popa basis for P over Q which is also a
Pimsner–Popa basis for M over N , which implies the inclusion hP;Qi ,! hM;N i
is unital. Viewing all algebras as subalgebras of hM;N i thus identifies ePQ with eMN .
Thus hP;Qi D spanPeMN P , so

spanM hP;Qi D spanMPeMN P D spanMeMN NP D spanMeMN M D hM;N i;

and the commuting square (A.2) is also nondegenerate by (N6).
If in addition all the algebras in (A.1) are finite-dimensional, then the Bratteli diagram
for hP;Qi ,! hM;N i is the same as the Bratteli diagram for the inclusionQ � N by
[54, Lem. 6.1] or [36, Lem. 5.3.3].

• (Composite commuting squares cf. [55, Cor. in §1.1.5]) A composite of two commut-
ing squares of finite index finite multifactors

T � Q � M

[ [ [

S � P � N

is again a commuting square. The composite square is nondegenerate if and only if the
two component commuting squares are nondegenerate.
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A.2. Nondegenerate commuting squares from unitary multifusion categories
In this section, we study some nondegenerate commuting squares which arise from a
unitary multifusion category C . The results in this section are technical lemmas used in
the proof of Theorem 5.1.

Definition A.6. For c 2 C , we denote by 1s.c/ and 1t.c/ are the source and target sum-
mands of 1C for c 2 C , i.e., the minimal subobjects of 1C such that c D 1s.c/ ˝ c ˝ 1t.c/.

Assumption A.7. Fix objects a; b; c 2 C . Suppose there is a unitary dual functor _ on C

such that

• ev�a ıevaD�aid1s.a/ and coevc ı coev�cD�c id1t.c/ for some positive scalars �a; �c , and

• there is a faithful spherical state  on EndC .1C / satisfying  ı tr_L D  ı tr_R on hom
categories of C .

Under the above assumptions, we have a commuting square of finite-dimensional von
Neumann algebras

ba

x 7!
a c

x

a b

x EndC .a˝ b/ � EndC .a˝ b ˝ c/
ca

x

7! [ [ 7!

b

x EndC .b/ � EndC .b ˝ c/
cb

x

b

x 7!
cb

x

(A.3)

where we equip EndC .a ˝ b ˝ c/ with the faithful trace tr WD  ı tr_L D  ı tr_R. The
canonical trace-preserving conditional expectations are given by the partial trace on the
left/right and dividing by �a; �c respectively, which obviously commute.

Lemma A.8. Suppose that the set of isomorphism classes of simple summands of b and
b ˝ c ˝ c_ agree. Then the commuting square (A.3) is nondegenerate. Moreover, the
basic construction commuting square is given by

EndC .a˝ b ˝ c/ � EndC .a˝ b ˝ c ˝ c
_/

[ [

EndC .b ˝ c/ � EndC .b ˝ c ˝ c
_/

(A.4)

A similar statement holds if the set of isomorphism classes of simple summands of a_ ˝
a˝ b and b agree.

Proof. We prove (A.3) is nondegenerate under the condition (N3), and the second is simi-
lar. Let � be a set of representatives for the common set of isomorphism classes of simple
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summands of b and b ˝ c ˝ c_. For each s 2 � , pick a basis ¹vsº of C.s! b ˝ c ˝ c_/

consisting of isometries with orthogonal ranges so that

idb˝c˝c_ D
X
s2�

X
vs

vs ı v
�
s and v�s ı vs D ids 8 s 2 � :

For every s 2 � , pick a single isometry ws 2 C.s ! b/ so that

idb˝c˝c_ D
X
s2�

X
vs

vs ı v
�
s D

X
s2�

X
vs

vs ı w
�
s ı ws ı v

�
s :

Now using isotopy, for each s 2 � and isometry basis element vs , we set

us WD
p
�c �

b

b c

c

s

vs

w�s

D .idb˝c ˝ coev�c / ı .vs ˝ idc_/:

Then we see thatqs2�¹usº satisfies the condition

idb˝c˝c_ D
1

�c

X
s2�

X
us

us

u�s

D

X
s2�

X
us

usf u
�
s (A.5)

where f WD 1
�c
� idb ˝ .coevc ı coev�c /, which immediately implies the inclusion

EndC .b/ � EndC .b ˝ c/

1
�c
.idb˝.coevcıcoev�c //

� EndC .b ˝ c ˝ c
_/

is standard, i.e., a Jones basic construction by [36, Lem. 5.3.1, Cor. 5.3.2]. The only inter-
esting part in checking the hypotheses for this recognition lemma is checking EndC .b ˝

c˝ c_/ is generated by EndC .b˝ c/ and f , which follows from (A.5) using the following
graphical argument:

x D
1

�2c

X
s;t2�

X
us ;�t

us

u�s

x

�t

��t

D
1

�2c

X
s;t2�

X
us ;�t

us

xs;t

��t

D
1

�2c

X
s;t2�

X
us ;�t

us

xs;t

��t

:
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Under this identification with the Jones basic construction, qs2�¹usº forms a Pimsner–
Popa basis for EndC .b ˝ c/ over EndC .b/. By tensoring with a on the left, we immedi-
ately get

ida_˝a˝b˝c D
1

�a

X
v

us

u�s

:

It follows that

EndC .a˝ b/ � EndC .a˝ b ˝ c/

1
�c

ida˝b˝.coevcıcoev�c /
� EndC .a˝ b ˝ c ˝ c

_/

is standard and qs2�¹ida ˝ usº is a Pimsner–Popa basis for EndC .a ˝ b ˝ c/ over
EndC .a˝ b/. Hence (N3) holds, and (A.3) is nondegenerate. It is immediate that (A.4) is
the basic construction commuting square.

Example A.9. Suppose C has chosen generator X and is equipped with the standard uni-
tary dual functor with respect toX . By (A) in the proof of Theorem 5.1, there is a spherical
state  on EndC .1C / such that  ı tr_L D  ı tr_R. Taking aD X alt˝2n�1, b D xX alt˝2kCj ,
c D X or xX depending on parity of j , and reflecting about the y-axis, Lemma A.8 tells
us there is a k 2 N such that for every n 2 N and j � 0, the commuting squares

EndC .X
alt˝2kC2nCjC1/ � EndC .X

alt˝2kC2nCj / � EndC .X
alt˝2kC2nCj�1/

[ [ [

EndC . xX
alt˝2kCjC2/ � EndC . xX

alt˝2kCjC1/ � EndC . xX
alt˝2kCj /

are nondegenerate, and the left commuting square is the basic construction commuting
square of the right commuting square. A similar result holds for the other 3 types of
composite commuting squares from the lattice (5.6).

Lemma A.10. Under Assumption A.7, consider the commuting square

EndC .a˝ b/ � EndC .a
_ ˝ a˝ b/

[ [

EndC .a/ � EndC .a
_ ˝ a/:

The subalgebra

.EndC .a
_
˝ a˝/idb/0 \ .ida_ ˝ EndC .a˝ b// � EndC .a

_
˝ a˝ b/

is exactly ida_˝a ˝ EndC .b/.

Proof. Observe that the projection

ea WD
1

�a
� D

1

�a
� .ev�a ı eva/˝ idb 2 EndC .a

_
˝ a/˝ idb
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is an orthogonal projection. Suppose that x 2 EndC .a˝ b/ such that

ida_ ˝ x 2 .EndC .a
_
˝ a/˝ idb/0 \ .ida_ ˝ EndC .a˝ b//:

Then since ea 2 EndC .a
_ ˝ a/˝ idb , ida_ ˝ x and ea commute. Hence

x D

x

D�a �

x

ea

D�a �

x

e2a
D�a � x

ea

ea

D
1

�a
� x 2ida˝EndC .c/:

The result follows.

Corollary A.11. Under the hypotheses of Lemma A.10, for the commuting square

EndC .a
alt˝2k ˝ b/ � EndC .a

_ ˝ aalt˝2k ˝ b/

[ [

EndC .a
alt˝2k/ � EndC .a

_ ˝ aalt˝2k/;

.EndC .a
_ ˝ aalt˝2k/˝ idb/0 \ .ida_ ˝ EndC .a

alt˝2k ˝ b// D ida_˝aalt˝2k ˝ EndC .b/.

Proof. The proof follows from Lemma A.10 by a simple induction argument.

A.3. Inductive limits of nondegenerate commuting squares

For this section, we fix a nondegenerate commuting square of finite-dimensional von Neu-
mann algebras

M0 � M1

[ [

N0 � N1

(A.6)

such that the inclusion M0 � .M1; tr1/ is Markov with index d2. By Lemma A.4 above,
N0 � .N1; tr1 jN1/ is also Markov with index d2. Iterating the basic construction, we
get an increasing sequence of nondegenerate commuting squares. DefineM1 WD lim

�!
Mn,

N1 WD lim
�!

Nn, and tr1 WD lim
�!

trn on M1. Notice that tr1 is faithful on M1 since trn is
faithful on Mn for all n by nondegeneracy.

It is straightforward to verify thatM1 acts onH WD L2.M1; tr1/ by bounded opera-
tors, where kx�xkB.H/ � kx�xkMn for x 2Mn. LetM WDM 001 �B.H/ andN WDN 001 �
B.H/. Define tr on M by tr.x/ WD hx�;�i where � 2 H is the image of 1 2M1.

Lemma A.12. The normal state tr on M is a faithful trace.
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Proof. Traciality follows by normality of tr, SOT density ofM1 inM , and the Kaplansky
density theorem. To show tr is faithful, we use the proof in [39, §6.2], which we include
for completeness and convenience.

Suppose tr.x�x/ D 0. Then for all m 2M1,

kxm�k22 D kxRm�k
2
2 D kRmx�k

2
2 � kRmk

2
kx�k22 D kRmk

2 tr.x�x/ D 0

where for a;m2M1, Rma�Dam� is the bounded right action as tr1 is a trace onM1.
We conclude x D 0.

We thus have an increasing sequence of finite-dimensional nondegenerate commut-
ing squares with an inductive limit inclusion of finite von Neumann algebras with the
canonical inductive limit faithful normal tracial state tr on M . Notice that at each itera-
tion, identifying NnC1 with a subalgebra of MnC1 identifies the Jones projection fn for
Nn�1 � Nn with the Jones projection en for Mn �Mn�1.

M0 � M1

e1
� M2

e2
� M3

e3
� � � � � M

[ [ [ [ [

N0 � N1
e1
� N2

e2
� N3

e3
� � � � � N

(A.7)

Lemma A.13. The finite von Neumann algebras M and N are finite direct sums of II1
factors with Z.M/ D Z.M0/ \Z.M1/ and Z.N/ D Z.N0/ \Z.N1/.

Proof. We prove the result for M and the result for N is similar. The Bratteli diagram for
the inclusion M0 � M1 is a disjoint union of dim.Z.M0/ \ Z.M1// connected graphs.
Denote the minimal projections of Z.M0/ \ Z.M1/ by ¹pº. Then the Bratteli diagram
of each inclusion pM0 � pM1 is connected with Markov trace x 7! tr1.px/= tr1.p/.
Iterating the basic construction, we have Mn D

L
pMn for all n, and the von Neu-

mann algebra generated by lim
�!

pMn in the GNS representation with respect to the unique
Markov trace is clearly isomorphic to pM , as multiplication by p is SOT continuous.
We know that each pM is a II1 factor as the unique trace is faithful by an argument
similar to Lemma A.12. Thus M D

L
p pM is a finite direct sum of II1 factors with

Z.M/ D span¹pº D Z.M0/ \Z.M1/.

Proposition A.14. The Watatani index of the inductive limit hyperfinite type II1 inclusion
N � M from (A.7) is equal to the Watatani index

P
b bb

� of the inclusion N0 � M0,
where ¹bº is any (left) Pimsner–Popa basis for M0 over N0.

Proof. The proof is identical to [36, Cor. 5.7.4]. By nondegeneracy and Facts A.5, there is
a Pimsner–Popa basis ¹bº forM0 overN0 which is also a Pimsner–Popa basis forMn over
Nn for every n. This means for every x 2

S
n�0Mn, we have x D

P
b bEN .b

�x/. This
equation clearly varies ultraweakly continuously in x, and thus ¹bº is a right Pimsner–
Popa basis for M over N . We conclude that the Watatani index of N � M is equal toP
b bb

�.
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Remark A.15. If the commuting square (A.1) is nondegenerate and horizontally con-
nected, i.e., Z.M0/ \ Z.M1/ D C and Z.N0/ \ Z.N1/ D C, then N � M is a II1
subfactor whose Jones index ŒM W N� is equal to the Watatani index

P
b bb

�, which by
[36, Lem. 5.3.3] or [54, Cor. 6.2], is necessarily equal to k��T k where � is the bipartite
adjacency matrix for the Bratteli diagram of the inclusion N0 �M0.

B. Popa’s theorem for homogeneous connected finite depth
hyperfinite II1 multifactor inclusions

In this section, for completeness and convenience of the reader, we give a proof of Popa’s
theorem that a homogeneous finite index finite depth connected hyperfinite II1 multifac-
tor inclusion is completely determined by its standard invariant. We adapt the proof for
subfactors from [54].

Suppose A � .B; trB/ is a finite index connected II1 multifactor inclusion with its
unique Markov trace. As in Definition 2.18, A � .B; trB/ is strongly Markov.

Fact B.1 (Tunnel-tower duality cf. [55, §1.3.2]). Suppose B�1 DA� B D B0 is a homo-
geneous connected II1 multifactor inclusion of index d2. Consider the Jones tower of
length n together with any Jones tunnel of length n:

B�n � � � � � B�1 � B0
e0
� B1 � � � � � Bn:

Identifying the tower with the multistep basic construction from Facts 2.20 onL2.B0; tr0/,
we have that Bn D .JB�nJ /0 for all n > 0, and conjugation by J D J0 moves the Jones
projections as Je�nJ D en as in [54, §3.2]. In particular, we have conjugation by J is an
anti-isomorphism between the centralizer algebras:

B 0�n \ B0 Šanti
J.B 0�n \ B0/J D JB�nJ

0
\ JB0J D Bn \ B

0
0:

Lemma B.2 (cf. [7, Lem. 4.5]). Suppose A � B is finite index with standard invariant
.C ; X/. Suppose p 2 A0 \ B is a minimal projection. Then the standard invariant of the
reduced subfactor pA � pBp is equivalent to some 2 � 2 unitary multifusion category
generated by a single simple object of C .

Proof. Let pi 2 Z.A/ be the minimal projection such that ppi D p, and let qj 2 Z.B/
be the minimal projection such that pqj D p. Consider the bimodules AipL

2BjBj and
pAL

2.pBp/pBp . Their dual Q-systems are isomorphic. Indeed, since pBp D pBjp and
pA D pAi , observe that

pBpL
2.pBp/�Ap L2.pBp/pBp D pBpL

2.pBjp/�pAi L
2.pBjp/pBp

Š pBppL
2B �Bj L

2Bjp �pAi pL
2Bj �Bj L

2BppBp

Š pBppL
2B �Bj L

2Bjp �Ai pL
2Bj �Bj L

2BppBp

and pBppL
2BjBj is an invertible bimodule. We conclude that the standard invariant of

pA � pBp is equivalent to the 2 � 2 unitary multifusion subcategory of C generated by
the simple object AipL

2BjBj 2 Cij .
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Corollary B.3 (cf. [54, Thm. 3.8]). Suppose A � B is finite index and finite depth with
standard invariant .C ; X/. Define M WD max¹dim.c/2 j c 2 Irr.C/º <1.

(1) If .An/n2N is the Jones tower of A0 D A � B D A1, then for every n 2 N and
any minimal projection p 2 A00 \ An, we have ŒpAnp W pA0� �M .

(2) If moreover A� B is homogeneous, then for any homogeneous tunnel .A�n/n2N ,
for any n�0 and any minimal projection p2A0�n\B , we have ŒpBp WpA�n��M.

Proof. By tunnel-tower duality from Fact B.1, it suffices to prove the first statement. This
is immediate by Lemma B.2.

Lemma B.4 (cf. [54, Thm. 4.3]). Suppose A � B has finite depth. There is a � > 0

such that for any homogeneous tunnel .A�n/n2N , we have EA�n_.A0�n\B/.x/ � �x for all
x 2 BC, n 2 N.

Proof. The proof of [54, Thm. 4.3] applies verbatim with Corollary B.3 in place of
[54, Thm. 3.8]. (The proof of [54, Lem. 4.2] also applies verbatim when M is a II1 multi-
factor.)

Lemma B.5 (cf. [54, Lem. 4.4]). SupposeA�B is hyperfinite. Suppose we have a choice
of finite homogeneous tunnel .A�n/

j
nD1. For any " > 0 and any finite set F � A�j _

.A0
�j \ B/, there is a k � j and a homogeneous continuation of the tunnel .A�n/knD1

such that f 2" A0�k \ B for all f 2 F .

Proof. Since A0
�j \B � A

0
�k
\B whenever k � j , it suffices to consider the case where

F � A�j .
Fix an isomorphism A�j Š R

˚c for c 2 ¹a; bº, and consider the diagonal embedding
� WR ,!R˚c ŠA�j . Let z1; : : : ; zc be the minimal central projections inA�j . Then every
x 2A�j can be uniquely expressed in the form xD

Pc
iD1 �.xi /zi for some x1; : : : ;xc 2R.

Since each zi 2A0�k \B whenever k � j , it suffices to consider the case where F � �.R/.
The proof now proceeds as in [54, Lem. 4.4]. View R as generated by a sequence

.ei /
1
iD0 of Jones projections with � the Markov index of A � B . Given " > 0 and a finite

subset F � �.R/, there is N 2 N such that F �" Alg¹1; �.e1/; : : : ; �.eN�1/º.
Let .A.0/�n/

jCN
nDjC1 be any homogeneous continuation of the tunnel and let .e.0/�nC1/

jCN
nDjC1

be the corresponding Jones projections, which have constant center-valued trace by homo-
geneity. There exists a Z.A�j /-valued trace-preserving isomorphism between the finite-
dimensional algebras Alg¹1; �.e1/; : : : ; �.eN�1/º and Alg¹1; e.0/

�j�1; : : : ; e
.0/
�j�NC1º. Thus

there exists a unitary u 2 A�j such that �.ei / D ue
.0/
�j�iu

� for each i . Setting A�n WD
uA

.0/
�nu

� for j C 1 � n � j C N gives a homogeneous continuation of the tunnel with
the desired property.

Corollary B.6 (cf. [54, Cor. 4.5]). Suppose A � B has finite depth and is hyperfinite.
There is a choice of homogeneous tunnel .A�n/n2N such that C WD .

S
A0�n \ B/

00 has
finite (Pimsner–Popa) index in B .
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Proof. The proof of [54, Cor. 4.5] with Lemma B.4 in place of [54, Thm. 4.3] and Lemma
B.5 in place of [54, Lem. 4.4] applies verbatim, up to the final sentence. We obtain that
there is a � > 0 such that 

EC .x/

22 � �kxk22 8x 2 BC: (B.1)

Observe now that by construction, Z.C/ D Z.B/, so C � B is a finite direct sum of II1
subfactors. Now each of these component II1 subfactors satisfies (B.1), and thus each has
Jones index at most ��1 by [51, Thm. 2.2]. We conclude that EC W B ! C has finite
Pimsner–Popa index.

The following lemma is well known to experts. We include a proof for the reader’s
convenience.

Lemma B.7. Suppose C is a von Neumann algebra with a faithful normal tracial state tr,
and .Cn/n�0 is an increasing sequence of unital �-subalgebras whose union is strongly
dense in C . Let En W C ! Cn be the unique trace-preserving conditional expectation.
Then for all x 2 C , kx� �En.x/�k2 ! 0 as n!1.

Proof. Fix x 2 C , and consider the unital �-subalgebra C ı WD
S
n�0 Cn � C . Let X

be the k � k1-closed ball of C of radius kxk1. Recall from [39, Prop. 9.1.1] that X is
a complete metric space in k � k2, and the k � k2 topology on X agrees with the strong
operator topology. Fix " > 0, and let B".x/ denote the open ball of radius " in k � k2
about x. Pick an open neighborhood U � C for the strong operator topology such that
U \X D B".x/ \X .

By the Kaplansky density theorem, there is an y 2C ı \X with y 2B".x/. LetN 2N
such that y 2CN . Then sinceEn.x/ 2Cn is the unique element inCn closest to x in k � k2,
for all n � N , kx� �En.x/�k2 � kx� � y�k2 < ".

Proposition B.8. Suppose A � B has finite depth and .A�n/n2N is a homogeneous tun-
nel for A � B such that C WD

�S
A0�n \ B

�00 has finite Pimsner–Popa index in B as in
Corollary B.6.

(1) For every n � k 2 N, the following are commuting squares when equipped with
the Markov trace-preserving conditional expectations:

A0�n \ B � C � B

[ [ [

A0�n \ A�k � C \ A�k � A�k :

(B.2)

(2) For n sufficiently large, there is a Pimsner–Popa basis for A0�n \ B over A0�n \
A�k which is also a Pimsner–Popa basis for both C over C \ A�k and for B
over A�k .

(3) There is a Pimsner–Popa basis forC overC \A�k which is also a Pimsner–Popa
basis for B over A�k .
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Proof. (1) By [53, Lem. 1.2.2], for every inclusion of von Neumann algebras N �M �
P with P type II1 with a faithful normal trace, the unique trace-preserving conditional
expectations EN 0\P and EM commute. Hence EA0�n\B and EA�k commute whenever
n � k. This means the large composite square commutes.

Observe
EA0�n\B D E

C
A0�n\B

ıEC (B.3)

by uniqueness of the trace-preserving conditional expectation. By Lemma B.7, for every
x 2 B ,

EC .x/� �EA0

�j\B
.x/�




2
D


EC .x/� �ECA0

�j\B

�
EC .x/

�
�



2

j!1
����! 0:

Since EA0
�j\B

and EA�k commute for all j � k, EC and EA�k commute, so the square
on the right of (B.2) commutes.

Now since EC
A0�n\B

D EA0�n\B jC by (B.3) and ECC\A�k D EA�k jC since the square
on the right of (B.2) commutes, the square on the left of (B.2) commutes.

(2) Since A�k � B D A0 has finite depth, we can choose n large so that both

A�k � A0
f
� Ak and A0�n \ A�k � A

0
�n \ A0

f
� A0�n \ Ak

are multi-step basic constructions as in Facts 2.20 with the same Jones projection f .
Hence there is a finite subset ¹bº � A0�n \ A0 such that

P
b bf b

� D 1A0�n\Ak D 1Ak .
Then for all x 2 B D A0, we have x D

P
b bEA�k .b

�x/. Since EA�k and EC commute
by statement (1), we see that r D

P
b bE

C
A�k\C

.b�r/ for all r 2 C . Hence ¹bº is the
desired Pimsner–Popa basis.

(3) Observe that every inclusion in the commuting square of finite multifactors on
the right of (B.2) has finite index. Indeed, C � B was assumed to have finite index, and
A�k �B has finite index as a composite of finite index submultifactors in the Jones tunnel.
By statement (2), we see C \A�k � C has the same (finite) Watatani index as A�k � B .
We conclude that C \ A�k � B has finite index.

The result now follows immediately by statement (2) and Lemma A.2.

Theorem B.9 (cf. [54, Thm. 4.9]). Suppose A � B is a homogeneous connected hyper-
finite II1 multifactor inclusion with finite depth. There is a choice of homogeneous tunnel
.A�n/n2N such that B D .

S
A0�n \ B/

00 and A D .
S
A0�n \ A/

00.

Proof. Suppose for contradiction that there is no such choice of generating homogeneous
tunnel. By Corollary B.6, we can pick a homogeneous tunnel .A�n/n2N for A � B such
that C WD .

S
A0�n \ B/

00 has finite Pimsner–Popa index in B . Then by [54, Cor. 4.8],
which apply verbatim to the multifactor setting, there exist a free ultrafilter ! on N, an
x 2 B! with kxk2 D 1, and an increasing sequence .kj / � N such that

x ?
�Y
!

A�kj

�
C!

�Y
!

A�kj

�
:



Distortion for multifactor bimodules and representations of multifusion categories 575

We now proceed exactly as in the proof of [54, Thm. 4.9]. For each k 2 N, we use 3
of Proposition B.8 to pick a Pimsner–Popa basis ¹bki º

`n
iD1 for A�k over C \A�k which is

also a Pimsner–Popa basis for B over C .
We may arrange so that `k D ` is independent of k 2 N. Indeed, the Watatani indices

of C \ A�k � A�k and C � B are both given by

`nX
iD1

bki .b
n
i /
�
2 Z.A�k/ \Z.B/ D C;

i.e., they are both the same scalar d2. Since Z.C/ D Z.B/ and Z.C \A�k/ D Z.A�k/,
both of the inclusions C \A�k � A�k and C � B are finite direct sums of II1 subfactors
with the same Jones index. Hence each Pimsner–Popa basis ¹bki º for A�k over C \ A�k
can be chosen to have cardinality dd2e by [51].

Thus for each n 2 N,
P`
iD1 b

n
i C D B . Setting bi WD .b

kj
i / 2

Q
! A�kj , we haveP`

iD1 biC
! D B! . But B! 3 x ?

P`
iD1 biC

! 2 .
Q
! A�kj /C

! , a contradiction.

C. Ocneanu compactness

We now prove a more general version of the Ocneanu compactness theorem than that
which appears in the literature. Here, we adapt the proof that appears in [36, Thm. 5.7.1]
to apply to a more general class of commuting squares. This result was certainly known
to Asaeda–Haagerup [2], Schou [62], and Popa [54] among other experts.

Theorem C.1 (Ocneanu compactness). Suppose we have a nondegenerate commuting
square of finite-dimensional von Neumann algebras as in (A.6) such that the inclusion
M0 � .M1; tr1/ is Markov. LetN �M be the inductive limit hyperfinite type II1 inclusion.
Then the relative commutant N 0 \M is equal to N 01 \M0 considered inside M1.

Proof. The outline of the proof follows [36, Thm. 5.7.1] closely. We postpone our modi-
fied proofs of the technical lemmas, which appear below.

(A) The same argument from [36, Thm. 5.7.1] shows that for all 1 � p < q, N 0q \
Mp D N

0
1 \M0. This immediately implies that N 01 \M0 � N

0 \M .

(B) Let En W M ! Mn be the canonical trace-preserving conditional expectation,
and let � be the image of 1M in L2M . Let x 2 M and set xn D En.x/. By
Lemma B.7, kx� � xn�k2 ! 0 as n!1.

(C) Starting with an x 2 N 0 \M , we want to show that the sequence .xn/n�0 from
(B) is getting arbitrarily close to the finite-dimensional subspace N 01 \M0 in
k � k2. We could then conclude by (B) that x 2 N 01 \M0. We break this step up
as follows.

(i) For k � 0, we have a map ˆk W N 00 \Mk ! N 02 \MkC2 which sends
N 0j \Mk to N 0jC2\MkC2 and N 0j \Nk to N 0jC2\NkC2 for all 0�j �k.
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We define this map explicitly in Definition C.2 below, and we prove many
properties about it in Proposition C.3. Of particular importance are:

• each ˆk is a �-algebra map, and

• for all y 2 N 00 \Mk , ˆk.ENk .y// D ENkC2.ˆk.y//.

(ii) In general, the mapsˆn do not preserve the Markov trace, and thus theˆn
are not isometries on .N 00 \Mn/�. However, ˆn gets closer to being an
isometry as n!1. Indeed, for n 2N, we consider the composites‰n WD
ˆn�1 ı � � � ı ˆ1 ı ˆ0 which map N 0j \Mk ! N 02nCj \M2nCk for all
0 � j � k. By (i), ‰n maps the subalgebra N 0j \Nk ! N 02nCj \N2nCk .
Now setting j D k D 0,‰n mapsZ.N0/D N 00 \N0 toZ.N2n/D N 02n \
N2n, which is a canonically isomorphic algebra as N0 is Morita equivalent
to N2n via Nn and the multistep basic construction (see Facts 2.20). Thus
starting with the trace �0 D tr0 on Z.N0/, we obtain a sequence of traces
on Z.N0/ by setting �n D tr2n ı‰n. We show that each �n on Z.N0/ is
faithful, and that .�n/n�0 converges to a faithful trace �1 on Z.N0/. We
prove this result in Proposition C.7 below in the language of densities with
respect to the trace tr0 on Z.N0/.

(iii) Now since all faithful traces on a finite-dimensional algebra are compara-
ble, for every n 2 N, there is a Cn > 0 such that C�1n tr0 � �n � Cn tr0 on
Z.N0/ D N

0
0 \N0. Since ¹�n j n 2 Nº [ ¹�1º is compact by (ii), there is

a C > 0 independent of n such that C�1 tr0 � �n � C tr0 for all n 2 N.

(iv) For all y 2 N 00 \M0,

‰n.y/�

2 D tr2n
�
‰n.y/

�‰n.y/
�
D
(i)

tr2n
�
‰n.y

�y/
�

D tr2n
�
EN2n

�
‰n.y

�y/
��
D
(i)

tr2n
�
‰n
�
EN0.y

�y/
��

D �n
�
EN0.y

�y/
�
:

Thus for all n 2 N and all y 2 N 00 \M0, by (iii) we have

C�1ky�k2 �


‰n.y/�

2 � Cky�k2:

(v) It is a simple algebraic calculation that xn 2 N 0n \Mn � N
0
0 \Mn for all

n � 0. We use the notation Hn D .N 0n \Mn/� for this finite-dimensional
Hilbert space, and we see from (A) that for all n 2 N,

Hn \HnC1 D .N
0
n \Mn/\ .N

0
nC1 \MnC1/DN

0
nC1 \Mn DN

0
1 \M0:

(vi) Given a Hilbert space X with closed subspaces Y; Z, we can define two
norms on X=.Y \Z/ by

k�k1 WD


.� C Y; � CZ/



X=Y˚`1X=Z
D dist.�; Y /C dist.�; Z/;

k�k2 WD k� C Y \ZkX=.Y\Z/ D dist.�; Y \Z/:
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When X=.Y \ Z/ is finite-dimensional, these two norms are equivalent.
SettingX D .N 00 \M1/�, Y DH0D .N 00 \M0/� andZ DH1D .N 01 \
M1/�, there is a K > 0 such that for all y 2 N 00 \M1,

dist.y�;H0 \H1/ � K
�

dist.y�;H0/C dist.y�;H1/
�
:

In particular, for all y 2 H0 D N 00 \M0,

dist.y�;H0 \H1/ � K dist.y�;H1/:

(vii) Finally, we calculate for each x2n D E2n.x/ 2 N 02n \M2n, since‰n.Hk/
D H2nCk ,

dist
�
x2n�; .N

0
1 \M0/�

�
D dist.x2n�;H2n \H2nC1/ (v)

� C dist
�
‰�1n .x2n/�;H0 \H1

�
(iv)

� CK dist
�
‰�1n .x2n/�;H1

�
(vi)

� C 2K dist.x2n�;H2nC1/ (iv)

� C 2K dist.x2n�; x2nC1�/ (v)

! 0 as n!1: (B)

This completes the outline of the proof.

The rest of the appendix consists of the technical details of the above proof.

C.1. The maps ˆn

We now define the mapsˆn which were the main tool for the difficult part of Theorem C.1.

Definition C.2. Let ¹bº be a Pimsner–Popa basis for N1 over N0. Since the commuting
square (A.1) is horizontally Markov, ¹bº is also a basis forM1 overM0. We define ˆn on
N 00 \Mn by ˆn.x/ D d2n

P
b be1e2 � � � enC1xen � � � e2e1b

� (compare with the formula
in [6, Thm. 2.13]). Note that ˆn on N 00 \Mn is independent of the choice of basis as in
[41, Rem. 2.30]. Whenever z 2 N 00 \Mn,X

b

b ˝ b� 7!
X
b

bzb�

is well defined, and the left-hand side is independent of the choice of ¹bº. Since for every
u 2 U.N0/, ¹ubº is another Pimsner–Popa basis, we see that ˆn.x/ 2 N 00 \MnC2.

Proposition C.3. The maps ˆn on N 00 \Mn enjoy the following properties:

(1) For all x 2 N 00 \Nn, ˆn.x/ 2 N 00 \NnC2.

(2) ˆnjMk
D ˆk for all 0 � k � n.
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(3) ˆn is a �-algebra map.

(4) For all 0 � k � n, if x 2 N 0
k
\Mn, then ˆn.x/ 2 N 0kC2 \MnC2.

(5) For all x 2 N 00 \Mn, ENnC2.ˆn.x// D ˆn.ENn.x//.

Proof. We prove each statement in order.

(1) Since ¹bº � N1, if x 2 N 00 \Nn, then ˆn.x/ 2 N 00 \NnC2.

(2) If x 2Mk , then Œx; ej � D 0 for all k C 1 � j � nC 1. Thus

ˆn.x/ D d
2n
X
b

be1e2 � � � enC1xen � � � e2e1b
�

D d2n
X
b

be1e2 � � � ekekC1 � � � enenC1en � � � ekC1xek � � � e2e1b
�

D d2k
X
b

be1e2 � � � ekC1xek � � � e2e1b
�

D ˆk.x/:

(3) For all x; y 2 N 00 \Mn, we have

ˆn.x/ˆn.y/

D d4n
X
a;b

ae1e2 � � � enC1xen � � � e2e1a
�be1e2 � � � enC1yen � � � e2e1b

�

D d4n
X
a;b

ae1e2 � � � enC1xen � � � e2e1EN0.a
�b/e1e2 � � � enC1yen � � � e2e1b

�

D d4n
X
a;b

aEN0.a
�b/e1e2 � � � enC1xen � � � e2e1e2 � � � enC1yen � � � e2e1b

�

D d2n
X
b

be1e2 � � � enC1xyen � � � e2e1b
�

D ˆn.xy/:

(4) Suppose x 2 N 0
k
\Mn for 0 � k � n, and suppose y 2 NkC2. We calculate

‰n.x/y D ‰n.x/y1NkC2

D

�
d2n

X
a

ae1e2 � � � enC1xen � � � e2e1a
�
�
y

�

�
d2k

X
b

be1e2 � � � ekekC1ek � � � e2e1b
�
�

D d2.nCk/
X
a;b

.ae1e2 � � � enxenC1en � � � ekC2/

� .ekC1 � � � e2e1a
�ybe1e2 � � � ekC1/„ ƒ‚ …

za;bekC1

.ek � � � e2e1b
�/:
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Since ekC1NkC2ekC1 D NkekC1, for all a 2 ¹aº and b 2 ¹bº, there is a za;b 2
Nk such that .ekC1 � � � e2e1a�ybe1e2 � � � ekC1/ D za;bekC1, as indicated in the
underbrace above. Continuing the above calculation, we obtain

‰n.x/y D d
2.nCk/

X
a;b

.ae1e2 � � � enxenC1en � � � ekC2/.za;bekC1/.ek � � � e2e1b
�/

D d2.nCk/
X
a;b

ae1e2 � � � enxza;benC1en � � � e2e1b
�: (C.1)

Starting with yˆn.x/, a similar calculation shows

y‰n.x/ D 1NkC2y‰n.x/

D d2.nCk/
X
a;b

ae1e2 � � � enza;bxenC1en � � � e2e1b
�: (C.2)

Since each za;b 2 Nk and x 2 N 0
k
\Mn, (C.1) is equal to (C.2), and we are fin-

ished.

(5) Suppose x 2 N 00 \Mn. Since

Mn � MnC2

[ [

Nn � NnC2

is a commuting square,ENnC2.x/DENn.x/. SinceENnC2 isNnC2 �NnC2 bilin-
ear, we have

ENnC2
�
ˆn.x/

�
D ENnC2

�
d2n

X
b

be1e2 � � � enC1xen � � � e2e1b
�
�

D d2n
X
b

be1e2 � � � enC1ENnC2.x/en � � � e2e1b
�

D d2n
X
b

be1e2 � � � enC1ENn.x/en � � � e2e1b
�

D ˆn
�
ENn.x/

�
:

C.2. Behavior of the traces �n

For n 2 N, we define ‰n D ˆn�1 ı � � � ı ˆ1 ı ˆ0. We now observe the behavior of the
sequence of traces �n WD tr2n ı‰n on Z.N0/ D N 00 \ N0, with �0 D tr0 by convention.
The following lemma is a straightforward calculation.

Lemma C.4. For all x 2 Z.N0/ and n 2 N,

�n.x/ D d
�2n

X
b1;:::;bn2B

tr0
�
x �EN0.b

�
1EN0.b

�
2 � � �EN0.b

�
nbn/ � � � b2/b1/

�
where B is any Pimsner–Popa basis for N1 over N0.
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There is a unique k 2 N such that Z.N0/ Š Ck . For x 2 Z.N0/, we denote by Ex the
vector in Ck corresponding to x. We define:

• ƒ is the bipartite adjacency matrix of the Bratteli diagram for the inclusion N0 � N1,
i.e., ƒi;j is the number of times the i -th simple summand of N0 is contained in the
j -th simple summand of N1.

• �i is the Markov trace column vector for Ni , whose j -th entry �i .j / is the trace of a
minimal projection in the j -th simple summand of Ni . This means ƒƒT �0 D d2�0
andƒTƒ�1D d2�1. Observe that since tr1 is a faithful Markov trace for the inclusion
N0 � N1, the matrices ƒƒT and ƒTƒ are both direct sums of primitive symmetric
non-negative integer matrices, all of which have the same Frobenius–Perron eigen-
value d2.

• mi is the dimension (row) vector for Ni , i.e., the j -th simple summand of Ni is a full
matrix algebra of size mi .j /. Notice that mi�i D 1 for i D 0; 1.

• � D diag.m0.i//kiD1 is the diagonal k � k matrix whose .i; i/-th entry is m0.i/.

Example C.5. For the A4 inclusion N0 D C ˚M2.C/ � M3.C/ ˚M2.C/ D N1 we
have:

ƒ D

�
1 0

1 1

�
; �0 D

1

1C 2�

�
1

�

�
; �1 D

1

2C 3�

�
�

1

�
;

m0 D
�
1 2

�
; m1 D

�
3 2

�
; and � D

�
1 0

0 2

�
:

Proposition C.6. There is a Pimsner–Popa basis B for N1 over N0 such that for every
x 2Z.N0/,

P
b2B EN0.b

�xb/ 2Z.N0/. Moreover, under the isomorphismZ.N0/ŠCk ,
we have

�����������!X
b2B

EN0.b
�xb/ D ��1ƒƒT�Ex:

Proof. We use the loop basis for N0 � N1 afforded by [41, §3.1 and §3.2]. We label the
edges of ƒ by ", with source s."/ an even vertex corresponding to a simple summand of
N0, and target t ."/ an odd vertex corresponding to a simple summand ofN1. We introduce
a new vertex ? with edges �, with each source s.�/ D ?, and target t .�/ an even vertex
corresponding to a simple summand ofN0. The number of edges � from ? to the i -th even
vertex is equal to m0.i/. We denote by "� and �� the edge with the reverse orientation.

We give an explicit basis for N0 by loops of length 2 starting at ?, where adjoint is
given by the conjugate linear extension of Œ�i��j �

� D Œ�j�
�
i �, and multiplication is given by

Œ�i�
�
j � � Œ�k�

�
`
�D ıjDk Œ�i�

�
`
�. We give an explicit basis forN1 by loops of length 4 starting

at ?, where adjoint is given by the conjugate linear extension of Œ�i"j "�k�
�
`
��D Œ�`"k"

�
j �
�
i �,

and multiplication is given by

Œ�i"j "
�
k�
�
` � � Œ�m"n"

�
p�
�
q � D ı`DmıkDnŒ�i"j "

�
p�
�
q �:
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The trace tr1 on N1 is given by

tr1
�
Œ�i"j "

�
k�
�
` �
�
D ı�iD�`ı"jD"k�1

�
t ."j /

�
;

and the trace tr0 on N0 is given by tr0.Œ�i��j �/ D ı�iD�j �0.t.�i //. The unital inclusion
N0 � N1 is given by

Œ�i�
�
j � 7!

X
s."/Dt.�i /

Œ�i""
���j �;

and the unique trace-preserving conditional expectation is given by

EN0
�
Œ�i"j "

�
k�
�
` �
�
D ı"jD"k

�
�1
�
t ."j /

�
�0
�
s."j /

��Œ�i��` �:
For example, the inclusionN0 DC˚M2.C/�M3.C/˚M2.C/DN1 from Exam-

ple C.5 could be represented in the loop basis as follows:

?

C M2.C/

M3.C/ M2.C/

�1 �2 �3

"1 "2 "3

Now by [41, Prop. 3.22] and [41, Rem. 3.23], a Pimsner–Popa basis for N1 over N0 is
given by B D B1 q B2 where

B1 D

´�
�0
�
s."2/

�
d�1

�
t ."2/

��1=2 X
�Wt.�/Ds."1/

Œ�"1"
�
2�
�� j s."1/ D s."2/ and t ."1/ D t ."2/

µ
;

B2 D

´�
�0
�
s."2/

�
m0
�
s."2/

�
d�1

�
t ."2/

��1=2Œ�1"1"�2��2 � j s."1/ ¤ s."2/µ:
Here, the sum in B1 is over � such that Œ�"1"�2�

�� forms a loop.
Now the minimal central projection in N0 corresponding to the i -th simple summand

is equal to pi D
P
�Wt.�/Di Œ��

��. One calculates thatX
b2B1

EN0.b
�pib/ D

X
j

ƒ2i;jpi ;

while X
b2B2

EN0.b
�pib/ D

X
i 0¤i

X
j

m0.i/

m0.i 0/
ƒi;jƒi 0;jpi 0 :

Hence we have that
P
b2B EN0.b

�pib/ is in Z.N0/ with corresponding vector in Ck

equal to ��1ƒƒT�Eei . Now since every element of Z.N0/ is a linear combination of
the pi , the result follows.
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Equipped with this explicit Pimsner–Popa basis, we are prepared to analyze the traces
�n. Note that an arbitrary tracial state � on Z.N0/ is always of the form �.y/ D tr0.y � h/
for some positive operator h 2 Z.N0/ with tr0.h/ D 1 called the density of � . Let T

be the topological space of traces on Z.N0/, and note that we may identify the pointed
topological space .T ; tr0/ with .¹h 2 Z.N0/ j h � 0 and tr.h/ D 1º; 1Z.N0//.

We see from Lemma C.4, using the Pimsner–Popa basis B from Proposition C.6, that
the densities hn 2 Z.N0/ of the �n are given inductively by

hn D d
�2
X
b2B

EN0.b
�hn�1b/ for all n 2 N:

Letting Ehn 2 Ck be the vector corresponding to hn 2 Z.N0/, Proposition C.6 tells us that
Ehn D d

�2��1ƒƒT�Ehn�1 for all n 2 N. Since the density h0 of �0 D tr0 is 1Z.N0/, for
all n 2 N,

Ehn D d
�2n��1.ƒƒT /n�E1; (C.3)

where E1 2 Ck is the vector whose entries are all 1.

Proposition C.7. The traces �n are faithful and converge to a faithful trace �1 onZ.N0/.

Proof. The density vector Ehn D d�2n��1.ƒƒT /n�E1 from (C.3) has strictly positive
entries, and thus �n is faithful for all n. Second, the limit of d�2n��1.ƒƒT /n�E1 as n!
1 is well known to be ��1E�, where E� is a suitably normalized Frobenius–Perron eigen-
vector forƒƒT . Since E�1 had all entries strictly positive, E� has all entries strictly positive.
(This follows by looking at the direct sum decomposition of ƒƒT into its primitive sym-
metric blocks, all which have the same Frobenius–Perron eigenvalue by the existence of
a Markov trace trŠ on N0 � N1.) Hence the densities Ehn converge to Eh1 D ��1E�, which
gives a faithful trace �1 on Z.N0/. (Note that �1 is not tr0 even if � D Ik , since its
density with respect to tr0 is E�, which is in general not E1.)

Acknowledgments. The authors are indebted to André Henriques for many ideas, includ-
ing Definition 3.1 of the modular distortion, the importance of (1.1), Definition 2.27 of a
Morita equivalent multifactor inclusion, and Definition 6.3 of the distortion of a repre-
sentation of a unitary multitensor category. We also thank him for his help with many
proofs in this manuscript including Proposition 3.3, an older proof of Proposition 4.1,
Theorem 4.16, and Propositions 5.3 and 5.8. The authors would also like to thank Corey
Jones, Roberto Longo, Cris Negron, and Sorin Popa for helpful conversations.

Funding. This project began at the 2018 AMS MRC on Quantum Symmetries: Subfac-
tors and Fusion Categories; this and further collaboration support was funded by NSF
DMS grant 1641020. M. Bischoff was supported by NSF DMS grant 1700192/1821162.
I. Charlesworth was supported by NSF DMS grant 1803557. S. Evington was supported
by EPSRC grant EP/R025061/1. L. Giorgetti was supported by EU H2020-MSCA-IF-
2017 grant beyondRCFT 795151, ERC Advanced Grant QUEST 669240, MIUR Excel-
lence Department Projects Mat@TOV and MatMod@TOV awarded to the Department



Distortion for multifactor bimodules and representations of multifusion categories 583

of Mathematics of the University of Rome Tor Vergata CUP E83C18000100006 and
E83C23000330006, and by GNAMPA-INdAM. D. Penneys was supported by NSF DMS
grants 1500387/1655912 and 1654159.

References

[1] C. Anantharaman and S. Popa, An introduction to II1 factors. 2017, preprint available at
http://www.math.ucla.edu/�popa/books.html visited on 7 April 2025

[2] M. Asaeda and U. Haagerup, Exotic subfactors of finite depth with Jones indices .5C
p
13/=2

and .5C
p
17/=2. Comm. Math. Phys. 202 (1999), no. 1, 1–63 Zbl 1014.46042

MR 1686551
[3] J. C. Baez and M. Shulman, Lectures on n-categories and cohomology. In Towards higher

categories, pp. 1–68, IMA Vol. Math. Appl. 152, Springer, New York, 2010 Zbl 1191.18008
MR 2664619

[4] M. Baillet, Y. Denizeau, and J.-F. Havet, Indice d’une espérance conditionnelle. Compositio
Math. 66 (1988), no. 2, 199–236 Zbl 0657.46041 MR 0945550

[5] A. Bartels, C. L. Douglas, and A. Henriques, Dualizability and index of subfactors. Quantum
Topol. 5 (2014), no. 3, 289–345 Zbl 1406.46044 MR 3342166

[6] D. Bisch, Bimodules, higher relative commutants and the fusion algebra associated to a sub-
factor. In Operator algebras and their applications (Waterloo, ON, 1994/1995), pp. 13–63,
Fields Inst. Commun. 13, American Mathematical Society, Providence, RI, 1997
Zbl 0894.46046 MR 1424954

[7] M. Bischoff, Y. Kawahigashi, R. Longo, and K.-H. Rehren, Tensor categories and endomor-
phisms of von Neumann algebras—with applications to quantum field theory. SpringerBriefs
Math. Phys. 3, Springer, Cham, 2015 Zbl 1328.46047 MR 3308880

[8] A. Brothier, M. Hartglass, and D. Penneys, Rigid C�-tensor categories of bimodules over
interpolated free group factors. J. Math. Phys. 53 (2012), no. 12, article no. 123525
Zbl 1285.46050 MR 3405915

[9] M. Burns, Subfactors, planar algebras and rotations. In Proceedings of the 2014 Maui and
2015 Qinhuangdao conferences in honour of Vaughan F. R. Jones’ 60th birthday, pp. 25–114,
Proc. Centre Math. Appl. Austral. Nat. Univ. 46, Australian National University, Canberra,
2017 Zbl 1403.46044 MR 3635668

[10] D. Coles, P. Huston, D. Penneys, and S. Srinivas, The module embedding theorem via towers
of algebras. J. Funct. Anal. 280 (2021), no. 11, article no. 108965 Zbl 1479.46074
MR 4227743

[11] A. Connes, Noncommutative geometry. Academic Press, San Diego, CA, 1994
Zbl 0818.46076 MR 1303779

[12] P. Das, S. K. Ghosh, and V. P. Gupta, Perturbations of planar algebras. Math. Scand. 114
(2014), no. 1, 38–85 Zbl 1312.46056 MR 3178106

[13] P. Etingof, S. Gelaki, D. Nikshych, and V. Ostrik, Tensor categories. Math. Surveys Monogr.
205, American Mathematical Society, Providence, RI, 2015 Zbl 1365.18001 MR 3242743

[14] D. E. Evans and Y. Kawahigashi, Quantum symmetries on operator algebras. Oxford Math.
Monogr., Oxford University Press, New York, 1998 Zbl 0924.46054 MR 1642584

[15] P. Ghez, R. Lima, and J. E. Roberts,W �-categories. Pacific J. Math. 120 (1985), no. 1, 79–109
Zbl 0609.46033 MR 0808930

http://www.math.ucla.edu/~popa/books.html
https://doi.org/10.1007/s002200050574
https://doi.org/10.1007/s002200050574
https://zbmath.org/?q=an:1014.46042
https://mathscinet.ams.org/mathscinet-getitem?mr=1686551
https://doi.org/10.1007/978-1-4419-1524-5_1
https://zbmath.org/?q=an:1191.18008
https://mathscinet.ams.org/mathscinet-getitem?mr=2664619
https://zbmath.org/?q=an:0657.46041
https://mathscinet.ams.org/mathscinet-getitem?mr=0945550
https://doi.org/10.4171/QT/53
https://zbmath.org/?q=an:1406.46044
https://mathscinet.ams.org/mathscinet-getitem?mr=3342166
https://doi.org/10.1090/fic/013/02
https://doi.org/10.1090/fic/013/02
https://zbmath.org/?q=an:0894.46046
https://mathscinet.ams.org/mathscinet-getitem?mr=1424954
https://doi.org/10.1007/978-3-319-14301-9
https://doi.org/10.1007/978-3-319-14301-9
https://zbmath.org/?q=an:1328.46047
https://mathscinet.ams.org/mathscinet-getitem?mr=3308880
https://doi.org/10.1063/1.4769178
https://doi.org/10.1063/1.4769178
https://zbmath.org/?q=an:1285.46050
https://mathscinet.ams.org/mathscinet-getitem?mr=3405915
https://zbmath.org/?q=an:1403.46044
https://mathscinet.ams.org/mathscinet-getitem?mr=3635668
https://doi.org/10.1016/j.jfa.2021.108965
https://doi.org/10.1016/j.jfa.2021.108965
https://zbmath.org/?q=an:1479.46074
https://mathscinet.ams.org/mathscinet-getitem?mr=4227743
https://zbmath.org/?q=an:0818.46076
https://mathscinet.ams.org/mathscinet-getitem?mr=1303779
https://doi.org/10.7146/math.scand.a-16639
https://zbmath.org/?q=an:1312.46056
https://mathscinet.ams.org/mathscinet-getitem?mr=3178106
https://doi.org/10.1090/surv/205
https://zbmath.org/?q=an:1365.18001
https://mathscinet.ams.org/mathscinet-getitem?mr=3242743
https://doi.org/10.1093/oso/9780198511755.001.0001
https://zbmath.org/?q=an:0924.46054
https://mathscinet.ams.org/mathscinet-getitem?mr=1642584
https://doi.org/10.2140/pjm.1985.120.79
https://zbmath.org/?q=an:0609.46033
https://mathscinet.ams.org/mathscinet-getitem?mr=0808930


M. Bischoff, I. Charlesworth, S. Evington, L. Giorgetti, and D. Penneys 584

[16] L. Giorgetti, Minimal index and dimension for inclusions of von Neumann algebras with
finite-dimensional centers. In #operatortheory27, pp. 183–191, Theta Ser. Adv. Math., Edi-
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