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Partially multiplicative quandles and simplicial Hurwitz
spaces

Andrea Bianchi

Abstract. We introduce partially multiplicative quandles (PMQ), a generalisation of both partial
monoids and quandles. We set up the basic theory of PMQs, focusing on the properties of free
PMQs and complete PMQs. For a PMQ Q with completion yQ, we introduce the category of yQ-
crossed topological spaces, and define the Hurwitz space Hur�.Q/: it is a yQ-crossed space, and it
parametrises Q-branched coverings of the plane. The definition recovers classical Hurwitz spaces
when Q is a discrete group G. Finally, we analyse the class of PMQs S

geo
d

arising from the sym-
metric groups Sd , and we compute their enveloping groups and their PMQ completions.
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1. Introduction

The first goal of the article is to introduce the notion of partially multiplicative quandle
(PMQ), which generalises both notions of quandle and of partial monoid:

• a quandle is a set with a binary operation behaving like conjugation in a group; quandles
were introduced in [21];
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• a partial monoid is a set with a partially defined binary operation behaving like the
product in an associative monoid;

• a PMQ is a set Q with both structures simultaneously, satisfying some compatibility
conditions (see Definition 2.4 for more details).

We use PMQs to construct Hurwitz spaces in a categorical way. Classical Hurwitz spaces
[11, 12, 17, 19, 20, 33] are defined by fixing an integer k � 0 and a group G: an ele-
ment of hurk.G/, which we refer to as a configuration, is the datum .P; '/ of a set
P � .0; 1/2 � C of k points in the open unit square, together with a G-valued mono-
dromy ', i.e., a group homomorphism 'W �1.C n P / ! G. The topology on hurk.G/
is usually defined leveraging the topology of configuration spaces, in such a way that the
assignment .P;'/ 7!P gives a covering map hurk.G/!Ck..0;1/

2/, with target the con-
figuration space of k unordered points in .0; 1/2. The classical Fox–Neuwirth–Fuchs cell
stratification on Ck..0; 1/2/ [14, 18] can then be lifted to a cell stratification on hurk.G/.

In this article we take an opposite point of view: we define the Hurwitz spaces hurk.G/,
and more generally a Hurwitz space Hur�.Q/ of configurations .P;  / with monodromy
in a PMQ Q, by first mimicking the cell stratification. Note the absence of the parameter
k in the notation “Hur�.Q/”: using the partial product on the PMQ Q, we can make two
or more points of P approach and collide in a controlled way, so that the cardinality of the
support of a configuration is no longer locally constant on Hur�.Q/.

The space Hur�.Q/ is obtained as difference between the geometric realisations of
a certain bisimplicial complex Arr.Q/ and a subcomplex NAdm.Q/. It turns out that
Hur�.Q/ is a dense open subspace of jArr.Q/j, and vice versa jArr.Q/j gives a natural
“bordification” of Hur�.Q/; if Q is normed and finite (Definition 4.1), then jArr.Q/j is
a disjoint union of compactifications of the components of Hur�.Q/. The decoration “�”
reminds us of the simplicial flavour of the construction, and we will also refer to Hur�.Q/
as a “simplicial” Hurwitz space, to distinguish it from a “classical” Hurwitz space of the
form hurk.G/ as above, defined as a certain covering space of Ck..0; 1/2/.

The connection between the two notions of Hurwitz spaces is apparent if we consider
the PMQ Q D G t ¹1º obtained from a discrete group G by adding a disjoint unit 1, in
which conjugation is induced by group conjugation in G, and the partial product is trivial:
in this case we have a homeomorphism Hur�.Q/ Š

`
k�0 hurk.G/.1

Our motivating examples of PMQs are the family S
geo
d

, for d � 1: the PMQ S
geo
d

is obtained from the symmetric group Sd by keeping the group conjugation, and by
restricting the group product to certain pairs of permutations, satisfying a “geodesic”
requirement. In future work [4], we will establish a connection between the Hurwitz
spaces associated with these PMQs, and the moduli spaces of Riemann surfaces with
boundary.

1We add a disjoint unit in order to treat the neutral element of G as a non-unit element of Q and make
the homeomorphism hold; note indeed that a configuration in hurk.G/ is allowed to have some trivial local
monodromies.
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1.1. Statement of results

We highlight some of the results of the paper. The paper begins with the basic theory of
PMQs, which is in many respects parallel to classical group theory. To introduced the fol-
lowing, which is Proposition 2.22, we mention that each PMQ Q admits a completion yQ,
which is the initial PMQ receiving a map of PMQs from Q and having a product defined
for all pairs of its elements.

Proposition A. The canonical map Q! yQ from a PMQ to its completion is injective.

This is analogous to the classical result stating that a partial monoid M injects into its
monoid completion yM . To appreciate the non-triviality of the result, we note that, instead,
the canonical map from Q to its enveloping group G .Q/ need not be injective: here by
enveloping group of Q we mean the initial group receiving a map of PMQs from Q.

An important notion, analogous to the one given in [21, Definition 9.1] in the context
of quandles, is the one of PMQ-group pair: roughly speaking, it is a pair .Q; G/ of a
PMQ Q and a group G that are interrelated with each other (see Definition 2.15). Our
main results regarding PMQ-group pairs are concerned with the example of .FQk

l
; Fk/,

for 0 � l � k: here Fk is the free group on k generators f1; : : : ; fk , and FQk
l
� Fk is the

sub-PMQ containing the neutral element and the conjugacy classes of the first l generators
f1; : : : ; fl of Fk . The following is an informal rephrasing of Theorem 3.3.

Theorem B. The PMQ-group pair .FQk
l
; Fk/ is a free object in the category of PMQ-

group pairs, on l generators of PMQ-type and k � l generators of group-type.

To state the next result, let 0 � r � l � k and consider the Artin action of the braid
group Brr on the subgroup F r � Fk spanned by the first r generators f1; : : : ; fr of Fk ;
note that the product f1 : : : fr 2 Fk is fixed by this action. Let Brr act on the entire Fk

by acting trivially on the last k � r generators. The following is a rephrasing of Proposi-
tion 3.7.

Proposition C. The Artin action of Brr on Fk is transitive on the set of decompositions
of the element f1 : : : fr 2 Fk as a product of r elements in FQk

l
.

These last two results will play an important role in future work [3], where a geometric
construction of Hurwitz spaces with monodromies in a PMQ-group pair is developed. This
motivates our interest in PMQ-group pairs.

In analogy with the construction of the group ringRŒG� of a groupG, we introduce the
PMQ-ring RŒQ� of a PMQ Q with coefficients in a commutative ring R (Definition 4.26).
This ring will play an important role in the computation of the stable homology of Hurwitz
spaces in future work [5]. The following is Theorem 4.28, translating properties of a PMQ
into properties of the PMQ-ring.

Theorem D. Let Q be a PMQ with the following three properties: it is maximally decom-
posable (Definition 4.17), coconnected (Definition 4.20) and pairwise determined (Defin-
ition 4.24). Then RŒQ� is a quadratic R-algebra.
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The following is Lemma 4.31: its proof is quite elementary, but the statement is a little
surprising, considering that RŒQ� is in general not a commutative ring.

Lemma E. Let the enveloping group G .Q/ act onRŒQ� by conjugation. Then the subring
A.Q/ � RŒQ� of conjugation-invariant elements is a commutative ring.

After the basics of the theory of PMQs are settled, we turn to Hurwitz spaces. In
order to make the definition of simplicial Hurwitz spaces more conceptual, we introduce
a categorical framework. For a complete PMQ yQ and a category A we introduce the cat-
egory XA. yQ/ of yQ-crossed objects in A; this notion generalises the classical notion of
G-crossed objects, for a group G. The following proposition summarizes the discussion
of Section 6.1, leading in particular to Definition 6.5.

Proposition F. Let A be a braided closed monoidal category, and let yQ be a complete
PMQ. Then the category XA. yQ/ of yQ-crossed objects in A is endowed with a braided
monoidal structure.

For an augmented PMQ Q (Definition 4.9) with completion yQ, the machinery of yQ-
crossed objects is used to define simplicial Hurwitz spaces with monodromies in a PMQ Q.
We first introduce a bisimplicial yQ-crossed set Arr.Q/, containing a sub-bisimplicial yQ-
crossed set NAdm.Q/ � Arr.Q/; the yQ-crossed space Hur�.Q/ is then defined as the
difference between the geometric realisations of Arr.Q/ and NAdm.Q/. The following is
Theorem 6.14, classifying components of Hur�.Q/.

Theorem G. Let Q be an augmented PMQ with completion yQ. Then the unique map of
yQ-crossed spaces !WHur�.Q/! yQ induces a bijection on connected components.

As an application of simplicial Hurwitz spaces, we consider the case in which G is a
group and Q WDG t ¹1º, considered as a PMQ with trivial product, unit 1 and conjugation
extending group conjugation on G. The following is Theorem 6.15.

Theorem H. Let Q D G t ¹1º as above; then Hur�.Q/ Š
`
k�0 hurk.G/.

In particular, when Q D G t ¹1º as in the previous theorem and G is finite, then
jArr.G/j splits as a disjoint union of compact spaces jArr.G/kj, each containing hurk.G/
as an open dense subspace: vice versa, this provides hurk.G/ with a natural compactifica-
tion jArr.G/kj. Moreover, combining Theorems G and H, we obtain a bijection between
�0.

`
k�0 hurk.G// and the completion of the PMQ G t ¹1º.

Besides the difference space Hur�.Q/ D jArr.Q/j n jNAdm.Q/j, we can study the
couple of spaces .jArr.Q/j; jNAdm.Q/j/. In the case in which Q is Poincaré (see Defin-
ition 6.19), the relative homology of this pair agrees with the cohomology of Hur�.Q/:
this justifies our interest in the relative homology of the couple .jArr.Q/j; jNAdm.Q/j/.
The following is Theorem 6.18.

Theorem I. LetR be a commutative ring and Q be an augmented PMQ. Then the cellular
chain complex Ch�.jArr.Q/j; jNAdm.Q/jIR/ is isomorphic to the reduced total chain
complex associated with the double bar construction B�;�.RŒQ�; R; "Q/.
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As already mentioned, our main motivation to introduce PMQs and to generalise Hur-
witz spaces comes from the family of PMQs denoted S

geo
d

, for d � 1. The following
theorem combines Lemma 7.2 and Proposition 7.13.

Theorem J. Let d � 2. The enveloping group of S
geo
d

coincides with the index 2 subgroup
of Z �Sd of pairs .r; �/ such that r and � have the same parity.

The PMQ completion bSgeo
d

of S
geo
d

is the set of all sequences

.� IP1; : : : ;P`I r1; : : : ; r`/;

consisting of a permutation �2Sd , an unordered partition P1; : : : ;P` of the set ¹1; : : : ;dº,
and a system of weights r1; : : : ; r` � 0 on the pieces of the partition, satisfying the follow-
ing properties:

(1) � preserves each piece Pj of the partition;

(2) rj C 1 � jPj j is greater or equal to the number of cycles of the restricted per-
mutation � jPj 2 SPj , for all 1 � j � `;

(3) rj has the same parity as the restricted permutation � jPj 2SPj , for all 1� j � `.

Lastly, we highlight the following, which is Proposition 7.14.

Proposition K. LetR be a commutative ring and d�1. The quadraticR-algebraRŒSgeo
d
�

is Koszul.

1.2. Outline of the article

In Section 2 we introduce partially multiplicative quandles (PMQs) and the notions of
PMQ-group pair, completion of a PMQ, and enveloping group of a PMQ. We prove Pro-
position A.

In Section 3 we study the PMQs FQk
l

and their relation to the free groups Fk ; we
prove Theorem B and Proposition C.

In Section 4 we introduce the notion of norm on a PMQ, and study several combinat-
orial properties that a PMQ can enjoy. We also introduce the PMQ-ring RŒQ� associated
with a PMQ Q. We study how properties of the PMQ Q are reflected into properties of
the ring RŒQ�, and in particular we prove Theorem D and Lemma E.

In Section 5 we describe, for a braided monoidal category A, a procedure taking as
input a morphism f WA! B of commutative algebras in A, and giving as output a bisim-
plicial object in A, denoted B�;�.A; B; f / and called the double bar construction. The
material of this section is largely standard and is given in detail only to make the article
self-contained.

In Section 6 we introduce, for a category A and a complete PMQ yQ, the category
of yQ-crossed objects in A, and prove Proposition F. Given an augmented PMQ Q with
completion yQ, we define the bisimplicial yQ-crossed set Arr.Q/, its sub-bisimplicial yQ-
crossed set NAdm.Q/, and the simplicial Hurwitz spaces Hur�.Q/, which is a yQ-crossed
space. We prove Theorems G, H and I.
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In Section 7 we give a detailed analysis of the family of PMQs S
geo
d

. We prove
Theorem J and Proposition K. The results of this section are partially contained in [2, Sec-
tion 8.1.3].

Finally, in the appendix, we discuss how the theory changes if we relax the notion of
PMQ to the notion of partially multiplicative rack: in particular we explain the failure of
Theorem 3.3 in the context of partially multiplicative racks, thus motivating our focus on
the more restrictive notion of PMQ.

1.3. Motivation

This is the first article in a series about Hurwitz spaces. The scope we have in mind, for this
and the following articles, is to define and study generalised Hurwitz spaces Hur.XIQ/
of finite configurations of points in a subspace X � C endowed with monodromies in a
PMQ Q.

In this article we achieve a first, simplicial definition of a generalised Hurwitz space,
the space Hur�.Q/; this space comes with a stratification by open cells which reminds
of the Fox–Neuwirth–Fuchs stratification of the classical configuration spaces Ck.C/ of
the plane; we remark that a similar cell stratification has been used in [11] in the study of
classical Hurwitz spaces.

The simplicial definition of Hurwitz spaces is, in a certain sense, not coordinate-free, in
the sense that it uses dramatically the two standard, Euclidean coordinates of the plane C.
One of the main achievements of the second article of the series [3] will be a coordinate-
free definition of the generalised Hurwitz spaces, allowing for more flexible manipula-
tions. The results of this article will give the algebraic input for the second article.

The third article in the series [5] will use the algebraic input of the first article, together
with the topological input of the second, to study Hurwitz spaces as topological monoids,
and compute their deloopings.

Finally, the fourth article in the series [4] will apply the entire machinery of generalised
Hurwitz spaces to the study of moduli spaces Mg;n of Riemann surfaces of genus g with
n � 1 ordered and parametrised boundary curves: the PMQs S

geo
d

will play a prominent
role and motivate the very definition of PMQs, but we prefer to set up the theory more
generally to allow other applications and to make the exposition more conceptual.

The attempt to generalise Hurwitz spaces to PMQs should also be seen as an attempt
to unify two classical notions in topology: classical Hurwitz spaces, and configuration
spaces with summable labels. Both notions deal with decorated configurations of points
in a background space X. The decoration of a configuration P � X is:

• for classical Hurwitz spaces hurk.G/, a monodromy with values in a group G and
defined on certain loops in C n P (here X is taken to be C or a subspace of it, e.g.,
the square .0; 1/2);

• a labeling with values in an abelian group G (or more generally in a partial abelian
monoid M ) and defined on the points of P , for configuration spaces with summable
labels (here X can be any topological space).
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Neither of these two classical notions is more general than the other; in particular there
are two aspects under which the two notions can be compared:

• a commutativity property is required for the labels of a configuration space with sum-
mable labels (i.e., the group or partial monoid must be abelian); differently, classical
Hurwitz spaces can take monodromies in a non-abelian group (or, more generally, a
non-abelian quandle or even in a rack);

• collisions between points of a configuration are not allowed in the classical setting of
Hurwitz spaces; differently, collisions between points of a configuration with summable
labels is allowed whenever one can replace the old labels by their sum.

The “intersection” of these two classical notions only contains configuration spaces of
points in C with labels in a set S .

1.4. A brief history of Hurwitz spaces

The notion of Hurwitz spaces goes back to Clebsch [7] and Hurwitz [20]. For a fixed k � 0
and a discrete group G, the classical Hurwitz space hurk.G/ contains configurations of
the form .P; '/, where

• P D ¹z1; : : : ; zkº is a collection of k distinct points in C;

• 'W�1.C n P /! G is a group homomorphism.

A homotopy theoretic characterisation, which can be found in [12, Section 1.3] and [32,
Section 4], is the following. There is a natural action of the braid group Brk on the setGk :
the standard generator bi , for 1 � i � k � 1, sends the k-tuple .g1; : : : ; gk/ to the k-tuple
.g1; : : : ; gi�1; giC1; g

�1
iC1gigiC1; giC2; : : : ; gk/. The classical Hurwitz space hurk.G/ is

then homotopy equivalent to the homotopy quotient Gk==Brk . This homotopic definition
of Hurwitz spaces admits a straightforward extension to the case in which the group G
is replaced by a rack. Recall that a rack is a set R with a binary operation R �R! R,
.a; b/ 7! ab , satisfying the relation .ab/c D .ac/b

c
for all a; b; c 2 R; then Brk acts on

Rk , by letting bi 2 Brk send .g1; : : : ; gk/ to .g1; : : : ; gi�1; giC1; g
giC1
i ; giC2; : : : ; gk/.

The most familiar example of rack is a group G, and the reader will note that, according
to this second description, the homotopy type of hurk.G/ only depends on the underlying
structure of rack that a group G has, and not, for instance, on the product of G.

The notion of quandle is slightly more restrictive than the notion of rack: a rack R is
a quandle if aa D a for all a 2 R. See Definition 2.1 for more details, [15] for a classical
account on the history of these notions, and the recent preprints [8, 23] for an updated
account.

Classical Hurwitz spaces have been shown to admit a structure of algebraic variety,
and have been employed to study the geometry of the moduli space of curves Mg in dif-
ferent characteristics (see [33] for an account on the history of applications of Hurwitz
spaces in algebraic geometry). More recently, Hurwitz spaces have been employed as a
topological tool to obtain results about the Cohen–Lenstra heuristics and Malle’s conjec-
ture over function fields [11, 12, 32].
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Finally, a version of Hurwitz spaces with coefficients in a space has been introduced
in [13], and further investigated in [28, 29].

1.5. A brief history of configuration spaces with summable labels

Another classical notion is that of configuration space with summable labels C.XIM/,
depending on a topological space X and on a partial abelian monoid M .

This notion was originally considered by Dold and Thom [9] in the special case in
whichM is an abelian group, under the familiar name of symmetric product; later McCord
[26] considered the case of an abelian monoid, Kallel [22] the case of a partial abelian
monoid, and Salvatore [34] the case of a partial En-algebra, in the assumption that X is a
framed n-manifold. Similar, classical constructions occur in [27, 35].

Configuration spaces with labels in a space (without a partial abelian structure) also
appear in the literature [6, 25, 36].

Part I
Algebraic theory of partially multiplicative quandles

2. Partially multiplicative quandles and their relation to groups

We usually denote by G a discrete group, with neutral element 1 D 1G .

2.1. Basic definitions and first examples

Definition 2.1. A quandle (with unit) is a set Q with a marked element 1 2Q, called unit,
and a binary operation Q � Q ! Q, denoted .a; b/ 7! ab and called conjugation, such
that:

(1) for all a 2 Q the map .�/aWQ! Q is bijective;

(2) for all a 2 Q we have 1a D 1 and a1 D a;

(3) for all a 2 Q we have aa D a;

(4) for all a; b; c 2 Q we have .ab/c D .ac/.b
c/.

We denote by .�/a
�1
WQ! Q the inverse map of .�/aWQ! Q.

The conjugacy class of an element a 2 Q, denoted by conj.a/, is the smallest subset
S �Q which contains a and is closed under the operations .�/b and .�/b

�1
for all b 2Q.

We denote by conj.Q/ the set of conjugacy classes of Q.
A quandle Q is abelian, if .�/c is the identity of Q for all c 2 Q.
A morphism of quandles is a morphism of the underlying sets that preserves unit and

conjugation. Quandles form a category Qnd.

Note that for all c in a quandle Q, the map .�/c WQ ! Q is automatically an auto-
morphism of Q as a quandle.

The usual definition of “quandle” in the literature differs from Definition 2.1 in that no
unit 1 2 Q is required, and condition (2) is dropped. Note however that if Q is a quandle
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without unit, then the set Qt ¹1º can be given a unique structure of quandle, such that 1 is
the unit and the inclusion Q � Q t ¹1º preserves conjugation. Throughout the article we
will use the word “quandle” in the sense of Definition 2.1. If instead we drop condition (3)
from Definition 2.1, we obtain the classical definition of rack (with unit). In the appendix
we will briefly discuss the possibility to extend the results of this article to the generality
of racks, and we will describe what difficulties arise.

Example 2.2. LetG be a group with unit 1, and let 1 2Q �G be a conjugation invariant
subset. Then Q is a quandle by setting ab WD b�1ab, for all a; b 2 Q.

Note that an abelian quandle only contains the information of its underlying pointed
set: more precisely, there is a fully faithful functor Set�!Qnd with essential image given
by abelian quandles.

Definition 2.3. A partial monoid M is a set M with a marked element 1 2 M , called
unit, a subset D � M �M and a map D ! M , denoted .a; b/ 7! ab and called partial
product. We say that the product ab is defined if .a; b/ 2 D. The following properties
must hold:

(1) for all a 2M both 1a and a1 are defined and equal to a;
(2) for all a; b; c 2 M , each of the following conditions is satisfied if and only if the

other is satisfied:

• ab is defined and .ab/c is defined;
• bc is defined and a.bc/ is defined.

Moreover, whenever both conditions are satisfied, we further have .ab/c D a.bc/.

A partial monoid M is abelian if for all a; b 2M either of the following holds:

• both products ab and ba are not defined;
• both products ab and ba are defined, and ab D ba.

A partial monoidM has trivial product if for all a; b 2M the product ab is defined if and
only if at least one between a and b is equal to 1.

A morphism of partial monoids M ! M 0 is a map of the underlying sets sending
1M 7! 1M 0 and the following holds: whenever a 7! a0, b 7! b0 and ab is defined in M ,
then a0b0 is defined in M 0 and ab 7! a0b0.

We can amalgamate Definitions 2.1 and 2.3 into the following one.

Definition 2.4. A partially multiplicative quandle (PMQ) is a set Q with a marked element
1 2 Q, called unit, such that Q is both a quandle and a partial monoid, the unit is 1 in
both cases and for all a; b; c 2 Q the following equalities hold:

(1) ab is defined if and only if b.ab/ is defined, and whenever both ab and b.ab/ are
defined we have ab D b.ab/; we usually write bab for b.ab/;

(2) a.bc/ D .ab/c , whenever the product bc is defined;
(3) ab is defined if and only if .ac/.bc/ is defined, and whenever both ab and .ac/.bc/

are defined we have .ab/c D .ac/.bc/.
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A PMQ Q is abelian if the underlying quandle is abelian: condition (1) implies that also
the underlying partial monoid of Q is abelian. A PMQ has trivial product if the underlying
partial monoid has trivial product.

A morphism of PMQs is a map of sets that is both a morphism of quandles and of
partial monoids; the category of PMQs is denoted PMQ.

Example 2.5. LetG be a group; then G is a PMQ by setting ab D b�1ab for all a; b 2 G
and by using the group product, defined on the entire G � G; the unit is 1 2 G. This
construction defines a forgetful functor Grp! PMQ from the category of groups to the
category of PMQs.

Example 2.6. Let Q be a quandle; then Q is a PMQ with trivial product. This construction
defines a functor Qnd! PMQ, which is the left adjoint to the forgetful functor PMQ!
Qnd forgetting the partial product; in particular this construction makes every pointed set
S into an abelian PMQ with trivial product.

Example 2.7. Let M be a partial abelian monoid; then M is an abelian PMQ by setting
ab D a for all a; b 2 M ; this construction gives an equivalence between the category of
abelian PMQs and the category of partial abelian monoids.

The following definition gives a method to obtain PMQs as subsets of groups.

Definition 2.8. Let G be a group and let 1 2 S � G be a conjugation invariant subset of
G satisfying the following property: for all 1 � i < j � r , if a1; : : : ; ar are elements in S
and if the product a1 : : : ar lies in S , then also the product ai : : : aj lies in S (this property
is to ensure condition (2) from Definition 2.3 after we define the partial product on S ).
Then S inherits from G a structure of PMQ as follows:

• the unit is 1;

• the conjugation is defined as in G;

• given two elements a; b 2 S , if their product ab 2 G lies in S , then we declare ab to be
also their product in S as PMQ; otherwise the product ab is not defined.

Note that if S � G inherits from G the structure of PMQ, then the inclusion S ,! G

is a map of PMQs, where G is a PMQ as in Example 2.5.

2.2. Enveloping group of a PMQ

Conversely as in Example 2.5, we can construct a group from a PMQ as follows.

Definition 2.9. Let Q be a PMQ. We define its enveloping group G .Q/ as the group with
the following presentation.

Generators For all a 2 Q there is a generator Œa�.
Relations � Œb��1Œa�Œb� D Œab� for all a; b 2 Q.

� Œa�Œb� D Œab� for all a; b 2 Q such that ab is defined in Q.
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The assignment Q 7! G .Q/ gives the left adjoint of the forgetful functor Grp! PMQ
from Example 2.5. We denote by � D �QWQ! G .Q/ the unit of the adjunction: it is the
map of PMQs defined by a 7! Œa� for all a 2 Q.

In general � is not injective, as we see in the following (compare also with [21, Sec-
tion 6]).

Definition 2.10. Let G be a group acting on right on a set S . We define a PMQ G Ë S .
The underlying set is ¹1º tG t S ; the neutral element is 1; the partial product ab is only
defined if a or b is 1 (in which case its value is determined by 1 being the unit), or if both
a; b 2 G; the quandle structure is given as follows:

• as D a for all a 2 G Ë S and s 2 S ;

• hg D g�1hg for all g; h 2 G;

• sg D s � g for all g 2 G and s 2 S ;

• 1a D 1 and a1 D a for all a 2 G Ë S .

Note that for g 2 G and s 2 S the following equalities hold in G .G Ë S/:
• Œg��1Œs�Œg� D Œs � g�;

• Œs��1Œg�Œs� D Œg�.

Putting them together one obtains the equality Œs� D Œs � g� 2 G .G Ë S/. Hence the map
�WG Ë S ! G .G Ë S/ identifies the elements s and s � g of S , and is not injective unless
G acts trivially on S .

2.3. Adjoint action and PMQ-group pairs

Notation 2.11. For a PMQ Q we denote by AutPMQ.Q/ the group of automorphisms of
Q as a PMQ; we use the classical convention that automorphisms, as functions in general,
act on left. We denote by AutPMQ.Q/

op the opposite group, whose elements are still those
functions of sets Q ! Q that are automorphisms of PMQs (and such functions can be
evaluated on elements of Q), but whose composition is reversed.

By definition of PMQ there is a map of PMQs Q!AutPMQ.Q/
op given by a 7! .�/a.

This map gives rise to a homomorphism of groups �WG .Q/!AutPMQ.Q/
op, i.e., to a right

action of G .Q/ on Q: we call this the adjoint action. Note that the map �WQ! G .Q/ (see
Definition 2.9) is G .Q/-equivariant if we consider the right action of G .Q/ on itself by
conjugation.

Notation 2.12. We denote by K.Q/ � G .Q/ the kernel ker.�/.

Lemma 2.13. The subgroup K.Q/ is contained in the centre of G .Q/.

Proof. Let g 2 G .Q/ be an element with �.g/ D IdQ. Then conjugation by g fixes the
image of �WQ! G .Q/, which contains all generators of G: hence conjugation by g fixes
G .Q/, i.e., g is central in G .Q/.
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In general equality does not hold, as we see in the following example. LetG be a group
acting on a set S . Using Definitions 2.9 and 2.10, it is immediate to see that G .G Ë S/
is isomorphic to G �

L
S=G Z, i.e., the direct product of G and the free abelian group

on the orbits of the action of G on S . If we assume that G has non-trivial centre Z.G/

and acts faithfully on S , then K.G Ë S/ is the subgroup
L
S=G Z, whereas the centre

Z.G .G Ë S// is the strictly larger subgroup Z.G/ �
L
S=G Z.

Consider now the special case of a finite PMQ Q; then the group AutPMQ.Q/ is also
finite, and therefore we have a central extension of groups with finite cokernel

1 K.Q/ G .Q/ Im.�/ 1:

Since G is a functor, it transforms automorphisms of PMQs into automorphisms of
groups, hence G gives a map of groups AutPMQ.Q/ ! AutGrp.G .Q//. We obtain the
following lemma.

Lemma 2.14. There is a natural sequence of maps of PMQs:

Q G .Q/ AutPMQ.Q/
op AutGrp.G .Q//

op:
� � G

The following definition generalises the situation of Lemma 2.14. Compare also with
[21, Definition 9.1].

Definition 2.15. A PMQ-group pair consists of a PMQ Q, a group G, a map of PMQs
eWQ! G and an right action rWG! AutPMQ.Q/

op of G on Q, such that the composition
r ı eWQ!AutPMQ.Q/

op is equal to the map � ı �, and such that the map e isG-equivariant
if G acts on Q by r and on itself by right group conjugation.

We usually denote by .Q; G; e; r/ a PMQ-group pair, or just by .Q; G/, leaving the
maps e and r implicit. A map of PMQ-group pairs .Q; G; e; r/! .Q0; G0; e0; r0/ is given
by a pair .‰;ˆ/, where‰WQ!Q0 is a map of PMQs andˆWG! G0 is a map of groups,
such that the following diagrams of PMQs commute, the second for all g 2 G:

Q G Q Q

Q0 G0; Q0 Q0:

e

‰ ˆ

r.g/

‰ ‰

e0 r0.ˆ.g//

We obtain a category PMQGrp of PMQ-group pairs.

By Lemma 2.14, .Q; G .Q/; �; �/ is a PMQ-group pair for all PMQ Q; moreover,
since � factors through the quotient by K.Q/ (see Notation 2.12), we also have that
.Q; G .Q/=K.Q// is naturally a PMQ-group pair. Finally, if S and G are as in Defini-
tion 2.8, then .S;G/ is a PMQ-group pair in a natural way.

Definition 2.16. Let .Q; G; e; r/ and .Q0; G0; e0; r0/ be PMQ-group pairs. We define the
product .Q;G/� .Q0;G0/ as the PMQ-group pair .Q �Q0;G �G0; e� e0; r� r0/, where:
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• the conjugation on Q � Q0 is defined component-wise, and the product .a; a0/.b; b0/
is defined if and only if the products ab 2 Q and a0b0 2 Q0 are defined: in this case
.a; a0/.b; b0/ D .ab; a0b0/;

• G �G0 is given the product group structure, and e � e0W .a; a0/ 7! .e.a/; e0.a0//;

• for .g; g0/ 2 G �G0 we set r � r0W .g; g0/ 7! ..a; a0/ 7! .r.g/.a/; r.g0/.a0///.

The product .Q; G/ � .Q0; G0/ is the categorical product of .Q; G/ and .Q0; G0/ in
PMQGrp, and its projections are denoted

p.Q;G/W .Q; G/ � .Q
0; G0/! .Q; G/ and p.Q0;G0/W .Q; G/ � .Q

0; G0/! .Q0; G0/:

Notation 2.17. We will denote by .1; 1/ the unique PMQ-group pair .Q; G/ for which
both Q and G consist of the only element 1.

2.4. Complete PMQs

Definition 2.18. A PMQ Q is complete if the product is defined for all pairs of ele-
ments. Complete PMQs are also called multiplicative quandles and form a full subcat-
egory MQ � PMQ. A PMQ-group pair .Q; G/ is complete if Q is complete.

Definition 2.19. The inclusion functor MQ! PMQ admits a left adjoint: given a PMQ
Q, we construct its completion yQ as follows:

• as a monoid, yQ is freely generated by elements Oa for a 2 Q, with generating relations

given by O1 D 1, Oa Ob Dcab whenever the product ab is defined in Q, and Oa Ob D Obbab for
all a; b 2 Q;

• there is a natural map of partial monoids Q ! yQ given by a 7! Oa; the map of partial
monoids � ı �WQ ! AutPMQ.Q/

op extends to a map of monoids yQ ! AutPMQ.Q/
op;

we can compose the latter with the natural maps of groups

AutPMQ.Q/
op ,! AutPMon.Q/

op
! AutMon. yQ/

op ,! AutSet. yQ/
op
I

• the adjoint yQ � yQ ! yQ of the map yQ ! AutSet. yQ/
op makes yQ into a quandle; all

axioms of PMQ are satisfied.

Our next aim is to prove that the map of PMQs Q ! yQ is injective, and the subset
yQ nQ � Q is an ideal, in the following sense.

Definition 2.20. Let Q be a PMQ and let I � Q be a subset. We say that I is an ideal if
the following hold:

• I is conjugation invariant, i.e., for all a 2 I and b 2 Q we have ab; ab
�1
2 I ;

• I absorbs products when they are defined, i.e., for all a 2 I and b 2 Q, if ab is defined
then it lies in I , and if ba is defined then it lies in I .

Note that if ‰WQ ! Q0 is a map of PMQs and I 0 � Q0 is an ideal, then also I WD
‰�1.I 0/ � Q is an ideal.
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Definition 2.21. Let .Q; G; e; r/ be a PMQ-group pair: we define a new PMQ-group pair
.Q ‰ G;G; Ne; Nr/. As a set, we put Q ‰ G D Q tG; for a 2 Q and g 2 G we let Na and
Ng be the corresponding elements in Q‰ G.

To define conjugation in Q ‰ G, for a; b 2 Q and g; h 2 G we set Na Nb D ab , Na Ng D
r.g/.a/, Ng Na D e.a/�1ge.a/ and Ng Nh D h�1gh.

The product of the PMQ Q‰ G is defined for all pairs of elements: for a; b 2 Q and
g; h 2 G we set Ng Nh D gh, Na Ng D e.a/g, Ng Na D ge.a/; moreover, if ab is defined in Q we
set Na Nb D ab, otherwise we set Na Nb D e.a/e.b/. The unit of Q‰ G is N1 2 Q.

For a 2Q and g;h 2G, the map NeWQ‰G!G is given by Ne. Na/D e.a/ and Ne. Ng/D g;
the automorphism Nr.g/ 2 AutPMQ.Q‰ G/op sends Na 7! r.g/.a/ and Nh 7! g�1hg.

Let now Q be any PMQ and fix a PMQ-group pair of the form .Q;G/, e.g., .Q;G .Q//.
Note that the natural inclusion Q�Q‰G is a map of PMQs, extending with the identity
of G to a map of PMQ-group pairs .Q; G/! .Q ‰ G;G/. Note also that Q ‰ G is a
complete PMQ; therefore the inclusion Q � Q ‰ G induces a map of complete PMQs
‰W yQ! Q‰ G. Since the composition Q! yQ

‰
�! Q‰ G is injective, also Q! yQ is

injective, so we can regard Q as a subset of yQ.
Moreover G � Q‰ G is an ideal, hence ‰�1.G/ � yQ is also an ideal. We claim that

‰�1.G/ D yQ n Q. Since ‰.Q/ D Q, we have the inclusion ‰�1.G/ � yQ n Q. On the
other hand an element w 2 yQ n Q can be represented by a word Oa1 : : : Oar such that the
product a1 : : : ar is not defined in Q (otherwise w would lie in Q � yQ). By definition of
the product on Q‰ G we have ‰.w/ 2 G. We obtain the following proposition.

Proposition 2.22. Let Q be a PMQ. Then the natural map of PMQs Q! yQ is injective,
and yQ nQ is an ideal of yQ.

To conclude the subsection, note that if Q is already a complete PMQ, then the natural
map of PMQs Q ! yQ is an isomorphism. In particular every complete PMQ is in the
essential image of the completion functor PMQ! MQ, and thus, whenever we want to
consider a complete PMQ, we can assume that it has the form yQ for some PMQ Q. For this
reason we shall often abuse notation and denote by yQ a generic multiplicative quandle,
even if no “underlying” PMQ Q is specified, whose completion is yQ.

Notation 2.23. For a PMQ Q we denote by J.Q/ the ideal yQ nQ of yQ. Since the natural
map Q! yQ is injective, we will often abuse notation and denote by a 2 yQ the element Oa
corresponding to a 2 Q.

3. Free groups and associated PMQs

In this section we study certain PMQs arising as subsets of free groups.

3.1. Free sub-PMQs

We fix natural numbers 0 � l � k throughout the section.
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Notation 3.1. We denote by Fk the free group on k generators f1; : : : ; fk . The abelian-
isation of Fk is identified with Zk , generated by the classes of the generators f1; : : : ; fk .
We denote by abWFk ! Zk the abelianisation map.

Definition 3.2. Let 0 � l � k. We denote by FQk
l
� Fk the union of ¹1º and the con-

jugacy classes of the generators f1; : : : ; fl . The set FQk
l

inherits from Fk the structure of
PMQ in the sense of Definition 2.8, and we call it the free sub-PMQ of Fk on the first l
generators.

To check that the conditions from Definition 2.8 are satisfied, note that each non-unit
element of the set FQk

l
is mapped under the map ab to a vector in Zk with one entry

(among the first l) equal to 1, and all other entries equal to 0: hence the product in Fk

of two or more non-trivial elements in FQk
l

does not lie in FQk
l

, and thus FQk
l

inherits
from Fk a structure of trivial PMQ (see Definition 2.4). It follows that .Fk ; FQk

l
/ is a

PMQ-group pair (see Definition 2.15).
The following theorem generalises [21, Theorem 4.1].

Theorem 3.3. Let .Q;G;e;r/ be a PMQ-group pair, let a1; : : : ;al2Q and let glC1; : : : ;gk
2G. Then there are unique maps 'WFk!G .Q/ of groups and WFQk

l
!Q of PMQs such

that Wfi 7! ai for all 1� i � l , 'Wfi 7! gi for all l C 1� i � k and . ;'/W .FQk
l
;Fk/!

.Q; G/ is a map of PMQ-group pairs.

Before proving Theorem 3.3 we introduce some notation.

Notation 3.4. Let w 2 Fk . The reduced expression of w as a word in the letters f ˙11 ; : : : ;

f ˙1
k

takes the form w D f
"1
j1
: : : f

"m
jm

, where "i D ˙1 for all 1 � i � m, and no two
consecutive letters cancel out in Fk . The number m is also called word-length norm of w
and denoted by jwj.

Proof of Theorem 3.3. Since Fk is a free group on f1; : : : ; fk , ' is uniquely determined
by the requirements '.fi / D e.ai / for 1 � i � l and '.fi / D gi for l C 1 � i � k. To
show existence of  , start by setting  .1/ D 1. Let g ¤ 1 be an element in FQk

l
; then

there are unique w 2 Fk and 1 � � � l such that:

(1) g D w�1f�w in Fk ;

(2) if w D f "1j1 : : : f
"m
jm

is the reduced expression of w, then m D 0 or fj1 ¤ f� .

For a 2 Q and g 2 G denote by ag 2 Q the image of a under the map r.g/WQ! Q. We
then set  .g/WD a'.w/� . This defines a map of sets  WFQk

l
! Q, with  .fi / D ai for all

1 � i � l .
If we drop condition (2), the choice of w and � fails to be unique only because of

the following ambiguity: one can replace w by f e� w, for some e 2 Z. Note however that

a� D a
e.a�/
� D a

e.a�/
�1

� , because a� D a
a�
� D a

a�1�
� : at this point the assumption that Q is

a quandle, and not only a rack, is crucial (see Definition 2.1). Therefore  is well defined
by the formula given above even if we drop condition (2) in the choice of w and �. By
construction  is a map of PMQs and . ; '/ is a map of PMQ-group pairs.



A. Bianchi 626

Conversely, let  0WFQk
l
! Q be a map of PMQs such that . 0; '/ is a map of PMQ-

group pairs, and such that  0W fi 7! qi for all 1 � i � l . Then  0 satisfies the formula
above for any g 2 FQk

l
, and hence  0 D  : this shows uniqueness of  .

In the proof of Theorem 3.3 we see for the first time why it is convenient to work with
quandles instead of racks, see the discussion after Definition 2.1. Theorem 3.3 motivates
the use of the word “free” in Definition 3.2.

3.2. Decompositions of elements in free groups

In the rest of the section we study the problem of decomposing elements g 2 Fk as
products of elements in FQk

l
in different ways. Proposition 3.7 ensures that if g has a

particularly nice form, then there is essentially only one such decomposition.

Definition 3.5. Let g 2 Fk ; a decomposition of g with respect to FQk
l

is a sequence
g D .g1; : : : ;gr / of elements in FQk

l
such that the product g1 : : :gr is equal to g.

In general, if an element g 2 Fk admits a decomposition with respect to FQk
l

, this
decomposition is not unique: for example, if g can be decomposed as g1 � g2, then it can

also be decomposed as g2 � g
g2
1 or g

g�11
2 � g1.

However we note that the number r of factors appearing in any decomposition g of
g with respect to FQk

l
is the same for any decomposition. To see this, consider again

the map ab from Notation 3.1: then ab.g/ D ab.g1/C � � � C ab.gr /, and each summand
ab.gi / is a vector with one entry equal to 1 and all other entries equal to 0; hence r only
depends on g and is equal to the sum of the entries in ab.g/.

Definition 3.6. LetQbe a quandle; a standard move on a sequence of elements .a1; : : : ;ar/
replaces, for some 1 � i � r � 1, the pair of consecutive elements .ai ; aiC1/ with either

.aiC1; a
aiC1
i / or .a

a�1i
iC1; ai /.

If one applies, after one other, two standard moves on the same pair of indices .i; iC1/,
using once each of the two rules

.ai ; aiC1/ 7!
�
aiC1; a

aiC1
i

�
and .ai ; aiC1/ 7!

�
a
a�1i
iC1; ai

�
;

one recovers the original sequence. In the case Q D Fk , the reader will notice the connec-
tion between standard moves and Artin’s action of the braid group Brn on the free group
Fn: for 1 � i � n� 1, the standard generator bi 2 Brn acts on Fn by mapping the list of
generators .f1; : : : ; fk/ to the list of generators .f1; : : : ; fi�1; fiC1; f

fiC1
i ; fiC2; : : : ; fk/,

i.e., by applying a standard move.

Proposition 3.7. Let Qg D f1 : : : fr for some 1 � r � l , and let . Qg1; : : : ; Qgr / be a decom-
position of Qg with respect to FQk

l
. Then it is possible to pass from the decomposition

. Qg1; : : : ; Qgr / to the decomposition .f1; : : : ; fr / by applying a suitable sequence of stand-
ard moves.
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We will prove Proposition 3.7 in the rest of the section.

3.3. Generalised decompositions and straightforward computations

Definition 3.8. A generalised decomposition (gd) in Fk is a formal, structured iteration of
the operations of conjugation by an element f ˙1i and of product, using only the elements
f1; : : : ; fk as elementary inputs and taking the associativity of the product into account.
More precisely, the set of all gds is recursively constructed as follows:

• for all 1 � i � k we have a gd fi ;

• if x and y are gds, then also x � y is a gd;

• if x is a gd, then for all 1 � i � k both .x/fi and .x/f
�1
i are gds.

Associativity of the product is formally taken into account, i.e., for any three gds x1; x2; x3
the two gds x1 � .x2 � x3/ and .x1 � x2/ � x3 are equivalent, and we write both of them as
x1 � x2 � x3. The weight kxk of a gd x is defined recursively by:

• kfik D 1 for all 1 � i � k;

• if x and y are gds, then kx � yk D kxk C kyk;

• if x is a gd and 1 � i � k, then k.x/fi k D k.x/f
�1
i k D kxk C 2.

Definition 3.9. Each gd x gives rise to an element Nx 2 Fk by straightforward computa-
tion, i.e., by interpreting product and conjugation inside Fk . We first define recursively a
formal computation associating with every gd x a word in the letters f ˙11 ; : : : ; f ˙1

k
:

• the formal computation of the gd fi is one-letter word .fi /;

• let x be a gd and suppose that the formal computation of x is .f "1�1 ; : : : ; f
"�
�� /; then the

formal computations of .x/fi and .x/f
�1
i are, respectively,

.f �1i ; f "1�1 ; : : : ; f
"�
��
; fi / and .fi ; f

"1
�1
; : : : ; f "��� ; f

�1
i /I

• let x and y be gds, then the formal computation of x � y is the concatenation of the
formal computations of x and of y.

If the formal computation of a gd x is .f "1�1 ; : : : ;f
"�
�� /, we set NxD f "1�1 : : :f

"�
�� 2Fk . We say

that the straightforward computation of the gd x involves no cancellation if no cancellation
between two consecutive occurrences of f ˙1i occurs in the product f "1�1 : : : f

"�
�� . For an

element g 2 Fk we say that x is a gd of g if g D Nx.

Example 3.10. For g D f1f2f3 2 F4 the following are gds of g:

• f1 � f2 � f3, having weight 3;

• f2 � .f1/f2 � f3, having weight 5;

• f3 � .f2 � .f1/f2/f3 , having weight 7;

• f3 � .f2/f3 � ..f1/f2/f3 , having weight 9;

• ..f3 � .f2 � .f1/f2/f3/f4/f
�1
4 , having weight 11.
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Note that the weight of a gd is the length of its formal computation. Clearly for any
gd x of g 2 Fk we have

kxk � jgj;

where kxk is the weight of x and jgj is the word-length norm of g 2 Fk (see Notation 3.4).
The equality occurs exactly when the straightforward computation of g from x involves
no cancellation.

Lemma 3.11. Let x be a gd of g 2 Fk and suppose that the straightforward computation
of x involves some cancellation. Then x contains a sub-gd that has one of the following
forms, where y1 and y2 are gds and 1 � i � k:

(1) .y1/fi � .y2/fi ;

(2) .y1/f
�1
i � .y2/

f �1i ;

(3) fi � .y1/fi or .fi � y1/fi ;

(4) .y1/f
�1
1 � fi or .y1 � fi /f

�1
1 ;

(5) ..y1/fi /f
�1
i or ..y1/f

�1
i /fi ;

(6) .y1 � .y2/fi /f
�1
i ;

(7) ..y1/fi � y2/f
�1
i ;

(8) .y1 � .y2/f
�1
i /fi ;

(9) ..y1/f
�1
i � y2/

fi ;

(10) .fi /fi or .fi /f
�1
i .

Proof. We start the straightforward computation of x from the innermost operations, and
we continue until the first cancellation occurs.

• Suppose that the first cancellation occurs after a conjugation, taking the form .�/fi

or .�/f
�1
i ; i.e., there is a sub-gd y in x such that the straightforward computation of

y involves no cancellation, but the straightforward computation of .y/fi or .y/f
�1
i

involves some cancellation. Then we are cancelling one instance of fi with one instance
of f �1i , and one of these two letters is the first or the last letter of the formal computa-
tion of y. Either the gd y is obtained by conjugating once a smaller gd (then we are in
case (5)), or y is obtained by multiplying two smaller gds (then we are in one of cases
(3), (4), (6), (7), (8) and (9)), or y is fi (then we are in case (10)).

• Suppose that the first cancellation occurs after a product, i.e., there are sub-gds y1 and y2
in x such that the straightforward computations of y1 and y2 involves no cancellation,
but the straightforward computation of y1 � y2 involves some cancellation. Then we are
cancelling the last letter of the formal computation of y1 with the first letter of the formal
computation of y2; up to reducing the size of y1 and y2 and using the associativity of the
product built in Definition 3.8, we can assume that neither y1 nor y2 is itself obtained
as a product of two smaller gds. If y1 or y2 is equal to fi , we are in one of cases (3) and
(4); if both y1 and y2 are obtained by conjugating a smaller gd, we are in one of cases
(1) and (2).
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Notation 3.12. Let g D .g1; : : : ; g�/ be a decomposition of an element g 2 Fk with
respect to FQk

l
(see Definition 3.6). For each 1 � i � � there is an element wi 2 Fk and

a generator f�i , such that gi D f
wi
�i and either wi D 1 or the first letter appearing in the

reduced expression of wi is not f ˙1�i
(see Notation 3.4 and compare with w and f� in the

proof of Theorem 3.3). We associate with .g1; : : : ;g�/ the following gd of g:

.f�1/
w1 � .f�2/

w2 � : : : � .f��/
w� ;

where .�/wi is the iteration of jwi j conjugations. We thus consider each decomposition g

of g with respect to FQk
l

also as a gd of g.

Using Notation 3.12, we have kgk D �C 2jw1j C � � � C 2jw�j.

Definition 3.13. Given a gd x of some element g 2 Fk , we can find a decomposition
g D .g1; : : : ;g�/ of g with respect to FQk

k
as follows:

• we first make a list .f�1 ; : : : ; f��/ of all sub-gds of x of the elementary form f� , reading
x from left to right;

• we change the previous list as follows: for all 1�i��we apply to the i th element f�i , in
the natural order, all conjugations .�/f

˙1
j which in x conjugate a sub-gd containing f�i .

We say that g is the decomposition of g with respect to FQk
k

associated with x.

Consider again the element g from Example 3.10 and the given list of gds: the corres-
ponding decomposition of g with respect to FQ4

4 are, respectively:

• .f1; f2; f3/;

• .f2; f
f2
1 ; f3/;

• .f3; f
f3
2 ; f

f2f3
1 / for the last three gds.

Note that if we start from a decomposition g of an element g 2 Fk with respect to FQk
l

,
consider g as a gd of g according to Notation 3.12, and then take again the associated
decomposition with respect to FQk

k
in the sense of Definition 3.13, we recover precisely

g: here we also use the inclusion FQk
l
� FQk

k
.

3.4. Proof of Proposition 3.7

The decomposition . Qg1; : : : ; Qgr / of Qg 2 Fk can be seen as a gd x0 of Qg as in Notation 3.12.
Suppose that x0 contains a sub-gd that has one of the forms (1)–(10) listed in Lemma 3.11.
Then we can obtain a new gd x1 of Qg by replacing the given sub-gd respectively by:

(1) .y1 � y2/fi ;

(2) .y1 � y2/f
�1
i ;

(3) y1 � fi ;

(4) fi � y1;

(5) y1;
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(6) .y1/f
�1
i � y2;

(7) y1 � .y2/f
�1
i ;

(8) .y1/fi � y2;

(9) y1 � .y2/fi ;

(10) fi .

Note that kx1k < kx0k in all cases. We iterate such replacements until it is no longer
possible, obtaining a sequence of gds x0; x1; x2; : : : I since the weight drops at each
replacement, we will reach a gd xn of Qg containing no sub-gd of the forms (1)–(10). By
Lemma 3.11 the straightforward computation of xn yields QgD f1 : : : fr without cancella-
tions. Since the reduced expression of Qg D f1; : : : ; fr 2 Fk does not contain letters of the
form f �1i , no conjugation can occur in xn, and we conclude that xn is just f1 � f2 � : : : � fr .

For 1 � � � n, let Qg
�
D . Qg�;1; : : : ; Qg�;r / be the decomposition of Qg with respect to

FQk
k

associated with the gd x� of Qg (see Definition 3.13); then for all 0 � � � n � 1 the
following holds:

• if passing from x� to x�C1 we have used a replacement of type (1)–(10) which is not of
type (3) or (4), then Qg

�
D Qg

�C1
;

• if passing from x� to x�C1 we have used a replacement of type (3) or (4), then Qg
�C1

is
obtained from Qg

�
by a standard move.

It now suffices to note that Qg
0
D . Qg1; : : : ; Qgr / and Qg

n
D .f1; : : : ; fr /; a posteriori we also

note that all decompositions Qg
�

of Qg are actually with respect to FQk
l
� FQk

k
.

4. Tameness properties for PMQs and the PMQ-ring
In this section we introduce the notion of norm for a PMQ, and discuss several properties
that a PMQ may enjoy, such as being augmented and locally finite, and, in the normed
case, being maximally decomposable, coconnected, pairwise determined, and Koszul. We
also define the PMQ-ring RŒQ� of a PMQ Q with coefficients in a commutative ring R,
and study its basic properties.

4.1. Normed PMQs and normed groups

Definition 4.1. A norm on a PMQ Q is a map of PMQs N WQ! N satisfying N�1.0/D
¹1º � Q; here the abelian monoid N is given the abelian PMQ structure from Defini-
tion 2.4. A PMQ Q is normed if it is endowed with a norm.

In most cases the normN that we consider on a PMQ Q is evident from the context and
left implicit, and we will only say that Q is normed. Note however that “being normed”
is not a property that a PMQ may or may not satisfy, but it is an additional structure. The
following are examples of PMQs with or without norms.

Example 4.2. The natural numbers N form a normed PMQ, with unit 1N D 0 and norm
the identity.
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Example 4.3. If Q is a PMQ with norm N WQ! N, we can extend N to a map of PMQs
N W yQ!N, using that N is a complete PMQ and the universal property of the completion
yQ of Q. The map N W yQ! N turns out to be a norm on yQ: if w 2 yQ, we can represent w
as a product a1 : : : ar with ai 2 Q; then N.w/ D N.a1/C � � � C N.ar /, so if N.w/ D 0
we must have N.ai / D 0 for all 1 � i � r , i.e., ai D 1, and hence w D 1 2 yQ.

Similarly as in the previous example, if Q is a PMQ with norm N , there is an induced
map between the enveloping groups G .N /WG .Q/! G .N/ D Z.

Example 4.4. The same PMQ Q may have different norms. For instance, if 1 2 S is a
pointed set, then S can be considered as a trivial abelian PMQ as in Example 2.6. Any
map of sets N WS ! N with N�1.0/ D ¹1º is a norm.

Example 4.5. A PMQ Q may not admit any norm. For instance, if G is a non-trivial
group, then G can be considered as a PMQ as in Example 2.5. Then there exists no norm
N on G, as for all 1 ¤ g 2 G we would have N.g/C N.g�1/ D N.1/ D 0, but both
N.g/ and N.g�1/ should be strictly positive integers.

Definition 4.1 is inspired by the following, standard definition.

Definition 4.6. A norm on a group G is a function of sets N WG ! N satisfying the
following properties:

• N.g/CN.h/ � N.gh/ for all g; h 2 G;

• N.g/ D 0 if and only if g D 1.

A norm is conjugation invariant if moreover N.g/ D N.h�1gh/ for all g; h 2 G.

The link between the notions of normed group and normed PMQ is given by the fol-
lowing definition, associating a normed PMQ with a normed group.

Definition 4.7. Let G be a group with a conjugation invariant norm N . We define a PMQ
GgeoDG

geo
N , called the geodesic PMQ associated withG. The underlying quandle ofGgeo

is the underlying quandle of G; the partial product of Ggeo is only defined on pairs .a; b/
of elements of G such that N.ab/ D N.a/ C N.b/, and coincides with the product ab
in G. The unit is the unit of G. The norm N WGgeo ! N is defined, as a map of sets, by
the norm N WG ! N.

The triangular inequality and conjugation invariance for N ensure that all conditions
in Definitions 2.3 and 2.4 are satisfied. The fact that N WGgeo ! N is a map of PMQs,
and in particular of partial monoids, follows from the fact that the products .a; b/ 7! ab

allowed in Ggeo are precisely those for which N is additive.
One can consider Definition 4.7 as a particular instance of Definition 2.8: we can

indeed consider the group G � Z, and let S � G � Z be the subset containing all pairs
of the form .g;N.g//. Then S contains the unit .1; 0/ of G � Z and inherits from G � Z
a structure of PMQ, which is isomorphic to Ggeo. Note also that .Ggeo; G/ is naturally a
PMQ-group pair (see Definition 2.15), by considering IdG as a map (of PMQs)Ggeo!G,
and by letting G act on Ggeo by right conjugation.



A. Bianchi 632

Definition 4.8. The map of PMQs IdG WGgeo ! G gives rise to a map of groups "geo D

G .IdG/WG .Ggeo/! G.

In Section 7 we will study in detail the PMQ S
geo
d

arising from the symmetric group
Sd , endowed with the word length norm with respect to transpositions.

4.2. Augmented and locally finite PMQs

A necessary condition, for a PMQ to admit norms, is that it is augmented.

Definition 4.9. Recall Definition 2.20. A PMQ Q is augmented if Q n ¹1º is an ideal
of Q. For an augmented PMQ Q we denote QC D Q n ¹1º. If Q and Q0 are augmented
PMQs, a map of PMQs ‰WQ! Q0 is augmented if ‰.QC/ � Q0C.

Example 4.10. Let ¹1; 0º be the abelian monoid with unit 1, such that 0 � 0 D 0, and
regard ¹1; 0º as an abelian (complete) PMQ. Then ¹1; 0º is augmented, as ¹0º is an ideal.
In fact, for a generic PMQ Q, the following are equivalent:

• Q is augmented;

• the map of sets Q! ¹1; 0º, given by a 7! 0 for a 2 Q n ¹1º and 1 7! 1, is a map of
PMQs.

This explains the use of the word augmented in Definition 4.9: we think of the map Q!

¹1; 0º as being an augmentation.

Example 4.11. Every PMQ with trivial product is augmented. More generally, a normed
PMQ Q is augmented: the set Q n ¹1º contains all elements of strictly positive norm and
is thus an ideal.

Definition 4.12. A PMQ Q is locally finite if for every a 2 Q there are finitely many
sequences .a1; : : : ; ar / of elements of Q n ¹1º with a D a1 : : : ar .

Example 4.13. We give an example of a complete and normed PMQ which is not locally
finite. Let Q D F2 be the free group on two elements, and consider it as a PMQ with
trivial multiplication. Define N WQ! N by declaring N.a/ D 1 for all a ¤ 1 2 Q. Since
every element a 2 Q can be factored only as a1 or 1a, we have that Q is locally finite.

The completion yQ is however not locally finite: for instance, if f1; f2 denote the gen-
erators of F2, then the element w D Of1 Of2 2 yQ can be rewritten in infinitely many ways
as a product of elements of norm 1:

Of1 Of2 D Of2 Of1
Of2
D Of1

Of2 Of2
Of1
Of2

D Of2
Of1
Of2 �
Of1
Of2� Of2 Of1 Of2

D � � � :

Example 4.14. Let G be a finite, non-trivial group and consider G as a PMQ with full
product. Then for all a 2 G there are finitely many pairs .b; c/ 2 G �G such that a D bc;
neverthelessG is not locally finite, since every element a can be written in infinitely many
ways as a product a1 : : : ar , for r arbitrarily large.
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Similarly, one can show that a locally finite PMQ must be augmented: if Q is not
augmented, there exist a; b 2 Q n ¹1º with ab D 1, and thus 1 can be decomposed as

ab D abab D ababab D � � � ;

in infinitely many ways, so that Q is not locally finite.

Example 4.15. Let Q be a finite, normed PMQ with norm N : then Q is locally finite.
Indeed for all n� 0 there are finitely many sequences .a1; : : : ; ar / of elements of QC with
N.a1/C � � � CN.ar / � n; a fortiori each element a 2 Q admits finitely many decompos-
itions as product of elements¤ 1.

4.3. Coconnected PMQs

If Q is a PMQ with normN and a 2Q, we may attempt to decompose a in Q as a product
a1 : : : ar of elements of norm 1.

Notation 4.16. For a normed PMQ Q and r � 0 we denote by Qr � Q the subset of
elements of Q of norm r .

Definition 4.17. Recall Definition 3.5, and let a be an element of a normed PMQ Q. A
decomposition of a with respect to Q1 is a (possibly empty) sequence .a1; : : : ; ar / of
elements of Q1, where r D N.a/, such that the product a1 : : : ar is defined in Q and is
equal to a. We say that Q is maximally decomposable if every element a 2 Q admits a
decomposition with respect to Q1.

Not every normed PMQ is maximally decomposable: for instance the normed PMQ S

from Example 4.4 is maximally decomposable if and only if all elements in S n ¹1º have
norm 1.

Definition 4.18. Let Q be an augmented PMQ. An element a 2 QC is irreducible if it
cannot be written as a product bc in Q with b; c 2 QC. For a generic element a 2 Q we
set h.a/ 2N [ ¹1º to be the supremum of r � 0 such that a admits a decomposition aD
a1 : : : ar with a1; : : : ; ar 2QC; by convention h.1/D 0 and h.a/D 1 if a is irreducible. If
h.a/ is finite for all a 2Q, we say that the function hWQ!N is the intrinsic pseudonorm
of Q.

A condition ensuring that h.a/ is finite for all a 2 Q is that Q is locally finite. Note
that for all a; b 2 Q we have h.ab/ � h.a/C h.b/, and h.a/ D 0 if and only if a D 1.
Note also that if h.a/ is finite and aD a1 : : : ah.a/ is a decomposition witnessing the value
h.a/, then the elements a1; : : : ; ah.a/ must be irreducible.

We can now characterise those augmented PMQs which admit a norm N for which
they are maximally decomposable. These are precisely those augmented PMQs satisfying
all of the following properties:

• for all a 2 Q, h.a/ is finite;

• for all a 2 Q and all decompositions a D a1 : : : ar of a into irreducibles, we have
r D h.a/.
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Definition 4.19. If Q satisfies the above properties, then the intrinsic pseudonorm h from
Definition 4.18 is in fact a norm, making Q into a maximally decomposable PMQ, with
Q1 being the set of irreducible elements; moreover h is the unique such norm. We will say
that h is the intrinsic norm on the augmented PMQ Q.

If Q does not satisfy the above properties, then there is no norm N WQ! N making
Q into a maximally decomposable PMQ.

We have discussed existence of maximal decompositions, let us now turn to unique-
ness. Recall Definition 3.6, and note that if .a1; : : : ; ar / is a decomposition of a 2 Q with
respect to Q1 and if r � 2, then we can apply a standard move to it and obtain a possibly
different decomposition, e.g., .a2; a

a2
1 ; a3; : : : ; ar /.

Definition 4.20. A normed PMQ Q is coconnected if it is maximally decomposable and
if, for all a 2 Q and for every pair of decompositions .a1; : : : ; ar / and .a01; : : : ; a

0
r / of a

with respect to Q1, there is a sequence of standard moves connecting the first decomposi-
tion to the second.

Example 4.21. The abelian monoid N, regarded as a normed, abelian PMQ, is cocon-
nected. More generally, for n � 0 the subset Q D ¹0; : : : ; nº � N can be regarded as an
abelian PMQ by virtue of Definition 2.8, with norm given by the inclusion in N: then Q

is coconnected.

Example 4.22. An example of a PMQ which is maximally decomposable but not cocon-
nected is Q D N [ ¹10º D ¹0; 1; 10; 2; 3; : : :º, regarded as an abelian, complete PMQ as
follows: switching to additive notation, we use the usual sum for pairs of elements of
N � Q and we set 10 C 0 D 0C 10 D 10, 10 C 10 D 2 and nC 10 D 10 C n D nC 1 for
all n 2 N n ¹0º. The norm N WQ! N is the identity on N � Q, and N.10/ D 1.

Note that 2 2 Q has four decompositions with respect to Q1 D ¹1; 1
0º, namely .1; 1/,

.10; 10/, .1; 10/, and .10; 1/; the last two are connected by a standard move, whose effect
is just swapping the two entries; however there is, for instance, no sequence of standard
moves connecting any two of the first three decompositions.

We conclude the subsection by giving a convenient description of the completion of a
coconnected PMQ Q. Let Q�1 D ¹1º [Q1 � Q be the subset containing all elements of
norm� 1. Then Q�1 can be considered as a PMQ with trivial multiplication. The inclusion
Q�1 � Q is a map of PMQs, inducing a map between the completions bQ�1 ! yQ.

Lemma 4.23. If Q is coconnected, the above map bQ�1 ! yQ is an isomorphism.

Proof. The monoid yQ is generated by the elements of Q, which in turn can be obtained as
products of elements in Q�1, since Q is maximally decomposable. This implies that the
map bQ�1 ! yQ is surjective.

To show injectivity, let .a1; : : : ; ar / and .a01; : : : ; a
0
r / be sequences of elements of Q1

such that the products a1 : : : ar 2 bQ�1 and a01 : : : a
0
r 2

bQ�1 are sent to the same element
of yQ of norm r . The equality a1 : : : ar D a01 : : : a

0
r in yQ implies the existence of n � 1 and
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of sequences .bi;1; : : : ; bi;ri / of elements of Q, for 1 � i � n, such that:

• .b1;1; : : : ; b1;r1/ D .a1; : : : ; ar / and .bn;1; : : : ; bn;rn/ D .a
0
1; : : : ; a

0
r /;

• for all 1 � i � n � 1, the sequence .biC1;1; : : : ; biC1;riC1/ can be obtained from
.bi;1; : : : ; bi;ri / by one of the following moves (or their inverses):

(1) replace two consecutive entries .bi;j ; bi;jC1/ by their product bi;j bi;jC1,
provided that this product exists in Q;

(2) replace two consecutive entries .bi;j ; bi;jC1/ by the two consecutive entries
.bi;jC1; b

bi;jC1
i;j /.

The hypothesis that Q is coconnected implies that, without loss of generality, we can
assume that no move of type (1) takes place, at the cost of increasing n and inserting
more standard moves, i.e., those of type (2). If no move of type (1) occurs, all elements
bi;j belong to Q1, and the entire procedure witnesses that also the products a1 : : : ar 2
bQ�1 and a01 : : : a

0
r 2

bQ�1 are equal.

Lemma 4.23 can be interpreted as follows: all coconnected PMQs can be obtained as
sub-PMQs of completions of PMQs with trivial product. Moreover, the completion of a
coconnected PMQ is again coconnected.

4.4. Pairwise determined PMQs

Classically, a partial abelian monoid M is pairwise determined if for every r � 3 and
every sequence .a1; : : : ; ar / of elements of M , the sum a1 C � � � C ar is defined in M if
and only if for all 1 � i < j � r the sum ai C aj is defined. Note that ifM , considered as
an abelian PMQ, is normed and maximally decomposable, then it is equivalent to require
the previous dichotomy for all r � 3 and only for all sequences .a1; : : : ; ar / of elements
of M of norm 1. We generalise this notion to PMQs.

Definition 4.24. Let Q be a normed and maximally decomposable PMQ. We say that
Q is pairwise determined if the following holds: for every r � 3 and every sequence
.a1; : : : ; ar / of elements of Q1, either the product a1 : : : ar is defined in Q, or there is a
sequence of standard moves connecting .a1; : : : ; ar / to a new sequence .a01; : : : ; a

0
r / such

that the product a01a
0
2 is not defined in Q.

An example of a PMQ which is pairwise determined but not coconnected is any
abelian monoid which is not coconnected, see for instance Example 4.22.

Example 4.25. Let n � 1 and let Q D ¹0; : : : ; nº � N, regarded as an abelian PMQ by
virtue of Definition 2.8, with norm given by the inclusion into N. Note that every element
admits a unique maximal decomposition as sum of 1’s, hence Q is coconnected; on the
other hand, if n � 2, the sequence .1; 1; : : : ; 1/ of length nC 1 is fixed by any standard
move, is not summable, yet its first two elements are summable: hence for n � 2 the PMQ
Q is not pairwise determined.
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4.5. PMQ-ring of a PMQ

For a group G and a commutative ring R, there is a classical notion of group ring RŒG�.
We generalise this notion to PMQs.

Definition 4.26. For a PMQ Q and a commutative ring R we denote by RŒQ� the PMQ-
ring of Q with coefficients in R. It is an associative R-algebra; as an R-module it is free
with standard basis given by elements JaK for a 2Q; for a; b 2Q we set JaKJbKD JabK 2
RŒQ� if ab is defined in Q, and we set JaKJbK D 0 otherwise.

The definition of RŒQ� only depends on the underlying partial monoid of the PMQ Q.
If Q is augmented (see Definition 4.9), then RŒQ� is an augmented algebra: the augment-
ation "WRŒQ�! R sends J1K 7! 1 and JaK 7! 0 for all a 2 Q n ¹1º.

If Q is endowed with a normN , then RŒQ� is a graded algebra: for � � 0 the degree-�
part of RŒQ�, denoted RŒQ�� , is spanned by the elements Œa� with a 2 Q� .

If Q is maximally decomposable, then RŒQ� is generated in degree 1: every basis
element JaK can be written as a product Ja1K : : : JarK of elements of degree 1, where
.a1; : : : ; ar / is a decomposition of a with respect to Q1.

Definition 4.27. Let R be a commutative ring; a graded R-algebra A is quadratic if it is
generated in degree 1 and related in degree 2. More precisely, the degree 1 part A1 � A is
a free R-module, and A is the quotient of the free tensor algebra T�A1 D

L
i�0.A1/

˝i by
a two-sided ideal I � T�A1 generated by elements in .A1/˝2. Here tensor products are
taken over R.

Theorem 4.28. Let Q be a maximally decomposable, coconnected and pairwise determ-
ined PMQ; then RŒQ� is a quadratic R-algebra.

Proof. Let RhQ1i denote the free associative R-algebra on the set Q1, which is a graded
R-algebra by putting the generators in degree 1. There is a natural map of graded R-
algebras uWRhQ1i ! RŒQ� given by a 7! JaK for a 2 Q1. Since Q is maximally decom-
posable, the map u is surjective; note also that u is bijective in degrees 0 and 1. We want
to show that the kernel of u is generated, as a two-sided ideal of RhQ1i, by elements of
degree 2. Let ker.u/� denote the degree � part of ker.u/. Then ker.u/� is generated as
R-module by the following elements:

(1) monomials ha1; : : : ; ahi, such that the product a1 : : : ah is not defined in Q;

(2) differences of monomials ha1; : : : ; ahi � ha01; : : : ; a
0
h
i, such that the products

a1 : : : ah and a01 : : : a
0
h

are defined and equal in Q.

Let I � RhQ1i be the two-sided ideal generated by ker.u/2: we want to prove that
the inclusion I � ker.u/ is an equality. First, let .a1; : : : ; ar / and .a01; : : : ; a

0
r / be two

sequences of elements of Q1 that differ by a standard move, swapping the elements in
positions j and j C 1 (in particular ai D a0i for all i ¤ j; j C 1). Then haj ; ajC1i �
ha0j ; a

0
jC1i 2 ker.u/2, in both of the following cases:

• if ajajC1 is defined, then haj ; ajC1i � ha0j ; a
0
jC1i is an element of type (2);
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• if ajajC1 is not defined, then haj ; ajC1i� < a0j ; a
0
jC1i is a difference of elements of

type (1).

It follows that the difference ha1; : : : ; ari � ha01; : : : ; a
0
ri is equal to

ha1; : : : ; aj�1i
�
haj ; ajC1i � ha

0
j ; a
0
jC1i

�
hajC2; : : : ; ari 2 I:

Using that Q is coconnected, we can express every element of ker.u/r of type (2) as a
linear combination (in fact a sum) of elements of the form ha1; : : : ; ari � ha01; : : : ; a

0
ri

with .a1; : : : ; ar / and .a01; : : : ; a
0
r / differing for a single standard move; this shows that all

elements of type (2) lie in I .
By the previous argument and the hypothesis that Q is pairwise determined, every

element ha1; : : : ; ari of type (1) can be written as a sum of an element in I and another
element of the form ha01; : : : ;a

0
ri, where we can assume that the product a01a

0
2 is not defined

in Q. Then ha01; a
0
2i 2 ker.u/2, and thus

ha01; : : : ; a
0
ri D ha

0
1; a
0
2iha

0
3; : : : ; a

0
ri 2 I:

4.6. Invariants of the adjoint action

Recall from Section 2.3 the adjoint action of G .Q/ on Q: it induces an action of G .Q/ on
RŒQ� by ring automorphisms.

Definition 4.29. We define A.Q/ as the sub-R-algebra RŒQ�G .Q/ � RŒQ� of invariant
elements under the adjoint action.

Note that at least the copy of R � RŒQ� spanned by the element J1K is contained in
A.Q/; therefore A.Q/ is a unital R-algebra.

Definition 4.30. Let Q be a PMQ, and recall from Definition 2.1 the notion of conjugacy
class. If S 2 conj.Q/ is a finite conjugacy class, we denote

JSK WD
X
a2S

JaK 2 RŒQ�:

Note that the elements JSK, for S ranging among finite conjugacy classes of Q, exhibit
A.Q/ as a free R-module. This follows from the observation that a generic element x 2
RŒQ� takes the form x D

P
a2Q �aJaK, where almost all coefficients �a 2R are zero. The

element x belongs to A.Q/ if and only if �a D �b whenever conj.a/D conj.b/; hence for
every conjugacy class S there is �S 2 R such that x D

P
S2conj.Q/

P
a2S �SJaK. Since

x is a finite linear combination of elements JaK, �S vanishes whenever S is infinite, and
moreover almost all coefficients �S vanish.

Lemma 4.31. The ring A.Q/ is contained in the centre of RŒQ�; in particular A.Q/ is a
commutative ring.

Proof. It suffices to prove that for all finite conjugacy class S 2 conj.Q/ and all b 2 Q

the equality JSKJbK D JbKJSK holds in RŒQ�. The first product is equal to
P
a2SJaKJbK;
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by Definition 4.26 and the axioms of PMQ, we have JaKJbK D JbKJabK for all a; b 2 Q,
so we may rewrite the first product as

P
a2SJbKJabK. It suffices now to remember that

.�/b WQ ! Q is a bijection and restricts to a bijection .�/b W S ! S , hence the latter
formula equals the second product.

4.7. Koszul PMQs

Let A be a graded, associative R-algebra, and assume that Ai is a finitely generated, free
R-module for all i � 0. The algebra A is connected if A0 D R; in this case A admits a
canonical augmentation A! R, making in particular R into a left and right A-module
concentrated in degree 0. The groups Ext�A.R; R/ inherit a grading from A, so that for
j � 0 there is a decomposition ExtjA.R;R/D

L
��0Extj;�A .R;R/. A connectedR-algebra

A is Koszul if for all j � 0, ExtjA.R;R/ is a finitely generated, freeR-module concentrated
in degree j , i.e., ExtjA.R; R/ D Extj;jA .R; R/. Recall that if A is Koszul, then it is also
quadratic.

Definition 4.32. A normed, locally finite PMQ Q is Koszul (over R) if RŒQ�, as a graded,
connected R-algebra, is Koszul.

By Theorem 4.28, if Q is a normed, locally finite, coconnected, pairwise determined
and Koszul PMQ, thenRŒQ� is a (quadratic) KoszulR-algebra and therefore Ext�

RŒQ�
.R;R/

is isomorphic, as a graded R-algebra, to the dual quadratic algebra of RŒQ�. More pre-
cisely, on the one handRŒQ� is isomorphic to the free associativeR-algebra with following
generators and relations:

Generators For all a 2 Q1 there is a generator JaK in degree 1.
Relations For all .a; b/ 2 Q1 �Q1 there is a relation JaKJbK D JbKJabK;

if ab is not defined in Q, there is also a relation JaKJbK D 0.

On the other hand Ext�
RŒQ�

.R;R/ is isomorphic to the free associative R-algebra with
the following generators and relations:

Generators For all a 2 Q1 there is a generator JaK0 in degree 1.
Relations For all c 2 Q2 there is a relation

P
JaK0JbK0 D 0: here the sum

is extended over all pairs .a; b/ 2 Q1 �Q1 satisfying ab D c.

Note that the sum
P

JaK0JbK0 D 0 is finite because we assume Q locally finite.

Example 4.33. Let Q D N D ¹0; 1; 2; : : : º with the identity norm; then Q is a Koszul
PMQ, as RŒN� Š RŒx� is a Koszul algebra.

Example 4.34. Let n � 1 and let Q D ¹0; 1; : : : ; nº � N, regarded as a PMQ by virtue
of Definition 2.8, with norm given by the inclusion in N. Then RŒQ� Š RŒx�=xnC1 is not
a quadratic algebra unless n D 1; for n D 1 we have that RŒx�=x2 is a Koszul algebra.
Therefore Q is Koszul if and only if n D 1.
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Example 4.35. Let Q D ¹1; a; a0; b; b0; cº be the abelian PMQ in which the only non-
trivial, defined multiplications are ab D a0b0 D c. Define a norm N WQ! N by setting
N.a/ D N.a0/ D N.b/ D N.b0/ D 1 and N.c/ D 2.

Then the completion yQ of Q is the free abelian monoid with generators a; a0; b; b0,
modulo the relation ab D a0b0, again considered as an abelian PMQ, and the norm N

extends to yQ. Note that yQ is not coconnected, as we still have c D ab D a0b0.
We have thatRŒ yQ�ŠRŒx;y;x0;y0�=.xy � x0y0/ is isomorphic to the Segre subalgebra

RŒs1t1; s1t2; s2t1; s2t2� of the polynomial ring RŒs1; s2; t1; t2� in 4 variables, which is
known to be Koszul. Hence yQ is Koszul.

Part II
Simplicial Hurwitz spaces

5. Double bar constructions in braided monoidal categories

In this section we collect some general facts about algebra objects in braided monoidal
categories. The main goal is to define, for a pair of commutative algebras .A; B; f / in
a braided monoidal category A, the double bar construction B�;�.A; B; f /, which is a
bisimplicial object in A. The material of this section is standard and is included for the
sake of completeness.

Notation 5.1. For a category A we denote by sA the category of simplicial objects in A
(i.e., functors �op ! A); similarly ssA denotes the category of bisimplicial objects in A.

5.1. Algebras in monoidal categories

In this subsection we denote by A a monoidal category, with monoidal product �˝� and
unit object 1. We shall neglect all issues related to associators and unitors.

Definition 5.2. We denote by Alg.A/ the category of algebras (or unital monoid objects)
in A. An algebraA is endowed with a multiplication�AWA˝A!A and a unit �AW1!A,
and the following identities are required:

• �A ı .�A ˝ IdA/ D �A ı .IdA ˝ �A/WA˝ A˝ A! A;

• �A ı .�A ˝ IdA/ D �A ı .IdA ˝ �A/ D IdAWA! A.

A morphism f WA! B is an algebra morphism if it satisfies the following identities:

• �B ı .f ˝ f / D f ı �B WA˝ A! B;

• f ı �A D �B W 1! B .

An algebra pair in A is the datum .A;B; f / of two algebras A;B 2 Alg.A/ and a morph-
ism of algebras f WA! B . Algebra pairs form a category Alg.A/Œ0;1�, which is the arrow
category of Alg.A/.

Let A 2 Alg.A/. A left A-module B is endowed with a multiplication

�A;B WA˝ B ! B;
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and the following identities are required:

• �A;B ı .�A ˝ IdB/ D �A;B ı .IdA ˝ �A;B/WA˝ A˝ B ! B;

• �A;B ı .�A ˝ IdB/ D IdB WB ! B .

The notion of right A-module is defined in an analogous way. An A-bimodule B is
endowed with both left and right A-module structures, satisfying the following:

• �B;A ı .�A;B ˝ IdA/ D �A;B ı .IdA ˝ �B;A/WA˝ B ˝ A! B .

Notation 5.3. If .A; B; f / 2 Alg.A/Œ0;1� is an algebra pair, we consider B as an A-
bimodule with structure maps �A;B WD �B ı .f ˝ IdB/ and �B;A WD �B ı .IdB ˝ f /.

5.2. Algebras in braided monoidal categories

Assume now that A is braided monoidal; for two objects A;B 2 A we denote by

brA;B WA˝ B ! B ˝ A

the braiding. The following construction makes Alg.A/ into a monoidal category.

Definition 5.4. Let A be a braided monoidal category with tensor product � ˝ �, unit
object 1A and braiding br�;�, and let A;B 2 Alg.A/. We endow A˝ B with a structure
of algebra in A, by letting the product �A˝B W .A ˝ B/ ˝ .A ˝ B/ ! A ˝ B be the
composition

A˝ B ˝ A˝ B A˝ A˝ B ˝ B A˝ B:
IdA˝brB;A˝IdB �A˝�A

Similarly, the unit �A˝B W 1A ! A˝ B is defined as 1A Š 1A ˝ 1A
�A˝�B
����! A˝ B .

If f WA!A0 and gWB!B 0 are algebra morphisms, then also f ˝gWA˝B!A0˝B 0

is an algebra morphism. Thus the previous definition makes Alg.A/ into a monoidal
category. As a consequence, if .A; B; f / and .A0; B 0; f 0/ are algebra pairs in A, then
f ˝ f 0WA˝ A0 ! B ˝ B 0 is a morphism of algebras, hence .A˝ A0; B ˝ B 0; f ˝ f 0/
is also an algebra pair. In fact we obtain a monoidal structure on the category Alg.A/Œ0;1�:
it is actually a general fact that the arrow category of a monoidal category (in this case
Alg.A/) is also a monoidal category.

Assuming that A is braided monoidal allows us also to define the notion of commut-
ative algebra (and similarly of commutative algebra pair).

Definition 5.5. Let A be a braided monoidal category. An algebra A 2 Alg.A/ is com-
mutative if the following diagram commutes:

A˝ A A˝ A

A:

brA;A

�A
�A

Similarly, .A;B; f / 2 Alg.A/Œ0;1� is commutative if both A and B are commutative.
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5.3. Single bar construction

We will define the bar construction in the setting of a monoidal category A and an algebra
pair .A; B; f / in A; the most general construction would use a left A-module and a right
A-module which are possibly distinct, but we will not need this level of generality in this
article.

Definition 5.6. Let A be a monoidal category and let .A; B; f / be an algebra pair in A.
Recall Notation 5.3. We define a simplicial object B�.A;B; f / 2 sA:

• for n � 0, the nth object Bn.A;B/ is given by B ˝ A˝n ˝ B;

• for n � 1 and 1 � i � n� 1, the i th face map di WBn.A;B/! Bn�1.A;B/ is given by
IdB ˝ Id˝i�1A ˝ �A ˝ Id˝n�i�1A ˝ IdB ; we also set d0 D �B;A ˝ Id˝n�1A ˝ IdB and
dn D IdB ˝ Id˝n�1A ˝ �A;B ;

• for n � 0 and 0 � i � n, the i th degeneracy map si WBn.A;B/! BnC1.A;B/ is given
by IdB ˝ Id˝iA ˝ �A ˝ Id˝n�iA ˝ IdB .

By Definition 5.4, the objectsBn.A;B;f /DB ˝A˝n˝B can be naturally regarded
as algebras in A. However, in order to enhance B�.A; B; f / to a simplicial object in
Alg.A/, we need some additional hypothesis on .A;B; f /.

Lemma 5.7. Let A be a braided monoidal category and .A; B; f / be a commutative al-
gebra pair; thenB�.A;B;f / can be naturally regarded as an object in sAlg.A/. Moreover
the assignment

Bn.f; IdB/ WD IdB ˝ f ˝n ˝ IdB WBn.A;B; f /! Bn.B;B; IdB/

gives a morphism in sAlg.A/, so that we obtain a simplicial algebra pair�
B�.A;B; f /; B�.B;B; IdB/; B�.f; IdB/

�
:

Proof. We first have to check that all face maps di WBn.A;B/! Bn�1.A;B/ and degen-
eracy maps si WBn.A; B/! BnC1.A; B/, which a priori are only morphisms in A, are in
fact morphisms in Alg.A/. First, note that since �A is associative and is invariant under
precomposition with brA;A, the following diagram commutes:

A˝ A˝ A˝ A A˝ A

A˝ A A:

�A˝�A

�A˝A

�A

�A

This, together with the observation �A ı �A˝A D �A, implies that �AWA˝ A! A is a
map of algebras in A. Similarly one can check that

�AW 1! A; �A;B WA˝ B ! B; �B;AWB ˝ A! B

are morphisms in Alg.A/, using that B is commutative and that, by the naturality of the
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braiding, also the following diagram commutes:

A˝ A A˝ A

B ˝ B B ˝ B:

brA;A

f˝f f˝f

brB;B

It follows now directly from definition 5.6 that both the face map di WBnA! Bn�1A

and the degeneracy map si WBnA! BnC1A are monoidal products (in the monoidal cat-
egory Alg.A/) of morphisms in Alg.A/, and hence they are morphisms in Alg.A/ as well,
i.e., maps of algebras. This makes B�.A; B/ into a simplicial algebra in A, or equival-
ently into an algebra in sA; the category sA is braided monoidal, with levelwise monoidal
product and braiding.

The same argument shows that B�.B; B; IdB/ is a simplicial algebra in A. To check
that B�.f; IdB/ is a morphism of simplicial algebras, it suffices to check that for all n � 0
the morphism Bn.f; IdB/ is a morphism of algebras: this is evident, as Bn.f; IdB/ is a
tensor product of morphisms of algebras.

5.4. Double bar construction

Having a simplicial algebra pair in A, we can apply again, levelwise, the bar construction
from Definition 5.6.

Definition 5.8. Let .A; B; f / 2 Alg.A/Œ0;1� be a commutative algebra pair in a braided
monoidal category. Regard .B�.A; B; f /; B�.B; B; IdB/; B�.f; IdB// as an object in
sAlg.A/Œ0;1�. We denote by B�;�.A;B; f / the bisimplicial object in A obtained by apply-
ing levelwise the bar construction: explicitly, we have

Bp;q.A;B; f / D Bp
�
Bq.A;B; f /; Bq.B;B; IdB/; Bq.f; IdB/

�
;

where we use that .Bq.A;B; f /; Bq.B;B; IdB/; Bq.f; IdB// 2 Alg.A/Œ0;1�.
For 0 � i � p and q � 0 with p ¤ 0, we denote by

d hor
i WBp;q.A;B; f /! Bp�1;q.A;B; f /

the i th horizontal face map. For p � 0 and 0 � j � q with q ¤ 0, we denote by

d ver
j WBp;q.A;B; f /! Bp;q�1.A;B; f /

the j th vertical face map. We use a similar notation shor
i and sver

j for the horizontal and
vertical degeneracy maps.

Note that, even if .A; B; f / is a commutative algebra pair, in general B ˝ A˝n ˝ B
andB˝nC2 are not commutative algebras: thus, in general,B�.A;B;f / is not a simplicial
object in commutative algebra pairs, and B�;�.A; B; f / is not a bisimplicial object in
Alg.A/, so that no further bar construction is available. For completeness, we remark that
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if .A; B; f / 2 Alg.A/ is a commutative algebra pair and the following equalities hold
(they are for instance automatic if A is symmetric monoidal)

brA;A ı brA;A D IdA˝AI brA;B ı brB;A D IdB˝B I brB;A ı brA;B D IdA˝B ;

then .B�.A;B;f /;B�.B;B; IdB/;B�.f; IdB// is a commutative algebra pair in sA (which
is endowed with the levelwise braided monoidal structure) satisfying the analogous of the
three equalities above, and one can iterate arbitrarily many times the bar construction. We
will be most interested in examples in which the three equalities above do not hold (in
fact, the first equality does not hold), so we will only focus on the double bar construction.

6. Simplicial Hurwitz spaces

We fix a PMQ Q throughout the section, and denote by yQ its completion. We use this to
construct a CW complex jArr.Q/j, obtained as geometric realisation of a bisimplicial set
Arr.Q/. The definition of Arr.Q/ is based on arrays of elements of yQ and is an instance
of a double bar construction.

We then assume that Q is augmented, and define a sub-bisimplicial set NAdm.Q/
of Arr.Q/, containing the non-admissible part of Arr.Q/. The simplicial Hurwitz space
Hur�.Q/ is then defined as the difference of spaces jArr.Q/j n jNAdm.Q/j.

The relative cellular chain complex Ch�.jArr.Q/j; jNAdm.Q/j/ has a rather simple,
combinatorial description, and can also be identified with the reduced total chain com-
plex associated with a certain bisimplicial abelian group, arising through a double bar
construction.

If Q is locally finite, then Hur�.Q/ turns out to be locally compact, and the compactly
supported dual cochain complex Ch�cpt.jArr.Q/j; jNAdm.Q/j/ computes the compactly
supported cohomology of Hur�.Q/.

6.1. yQ-crossed objects

The following definition extends the classical notion of G-crossed objects in a category
(see for instance [16, Section 4.2]) from the specific case of a groupG to the more general
case of a complete PMQ yQ.

Definition 6.1. We define a (small) category yQ== yQ. Its set of objects is yQ; for a; b 2 yQ,
a morphism a ! b is given by an element c 2 yQ such that b D ac . Composition of
morphisms is given by multiplication in yQ. For a category A we let XA. yQ/ be the category
of functors yQ== yQ! A, with natural transformations as morphisms. An object in XA. yQ/
is called a yQ-crossed object in A.

Concretely, an objectX 2XA. yQ/ consists of objectsX.a/ for all a 2 yQ, together with
maps

.�/b WX.a/! X.ab/ for all a; b 2 yQ:
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In all examples we will consider, A will be a category with coproducts; in this case we
have a forgetful functor

U WXA. yQ/! A; X 7!
a
a2 yQ

X.a/I

we will sometimes regard X 2 XA. yQ/ as the object
`
a2 yQ

X.a/ 2 A, which is endowed
with a decomposition into subobjects X.a/ as well as with a right action of yQ, i.e., a map
of PMQs �W yQ! AutA.X/op with the property that �b restricts to a map X.a/! X.ab/

for all a; b 2 yQ. The object X.a/ will be called the part of X of yQ-grading equal to a.
The map �b is also denoted .�/b .

Since AutA.X/op is a group, the map �W yQ! AutA.X/op extends to a map of groups
G .�/WG . yQ/!AutA.X/op, so a yQ-crossed object in A is naturally endowed with an action
of the group G . yQ/.

The examples of yQ-crossed categories that we will consider are the following:

• the category XSet. yQ/ of yQ-crossed sets;

• the category XTop. yQ/ of yQ-crossed topological spaces;

• for a commutative ring R, the category XModR. yQ/ of yQ-crossed R-modules.

In the special case yQ D G, for a group G, the category XModR. yQ/ agrees with the cat-
egory of Yetter–Drinfeld modules over the Hopf algebraRŒG�, considered recently in [11].
The name “Yetter–Drinfeld” is explained as follows: Yetter [38] associates with any Hopf
algebra H a category of “crossed bimodules”, and Yetter’s category agrees with the cat-
egory of (left) modules over the Drinfeld double ofH [10] whenH is a finite-dimensional
Hopf algebra over a field, as proved in [24].

Example 6.2. The set yQ has a yQ-crossed set structure, with a 2 yQ in yQ-grading a, and
where yQ acts on itself by conjugation. In fact yQ is the terminal object in XSet. yQ/: every
yQ-crossed set admits a unique map of yQ-crossed sets to yQ.

If Q is an augmented PMQ with completion yQ, we can regard yQ as the disjoint union
of three yQ-crossed sets, namely J.Q/ D yQ nQ, QC D Q n ¹1º and ¹1º.

Example 6.3. The PMQ-rings RŒQ� and RŒ yQ� (see Definition 4.26) are yQ-crossed R-
modules, by putting JaK in yQ-grading a 2 yQ, and by letting JaKb D JabK for b 2 yQ.

Definition 6.4. Let A be a monoidal category admitting coproducts and for which the
monoidal product � ˝ � distributes with respect to coproducts (e.g., A is closed mon-
oidal). Let 1A be the monoidal unit of A. We define a monoidal product on XA. yQ/, called
Day convolution and denoted also �˝�. For X; Y 2 XA, we set

.X ˝ Y /.a/ D
a

b;c2 yQWbcDa

X.b/˝ Y.c/:

The action of yQ is diagonal: for d 2 yQ the map .�/d W .X ˝ Y /.a/ ! .X ˝ Y /.ad /

restricts to the map .�/d ˝ .�/d WX.b/ ˝ Y.c/ ! X.bd / ˝ Y.cd / whenever bc D a.
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Note that X.bd /˝ Y.cd / is indeed one of the objects occurring in the coproduct defining
.X ˝ Y /..bc/d /, because of the equality bdcd D .bc/d .

We obtain a monoidal structure on XA. yQ/: associativity of the tensor product fol-
lows from the associativity of the product of yQ. The unit object of the monoidal category
XA. yQ/ is 1XA. yQ/, defined by setting:

• 1XA. yQ/.1/ D 1A, which is endowed with the trivial yQ-action;

• 1A.a/D;A, for all a2 yQ n ¹1º, where ;A is the initial object (or empty coproduct) in A.

Note that by definition we have a chain of natural isomorphisms of objects in A

U.X/˝ U.Y / D
� a
b2 yQ

X.b/
�
˝

� a
c2 yQ

Y.c/
�
Š

a
b;c2 yQ

X.b/˝ Y.c/

Š

a
a2 yQ

.X ˝ Y /.a/ D U.X ˝ Y /;

which is natural in X and Y , so that U WXA. yQ/! A is a strong monoidal functor.

Definition 6.5. Let A be a category as in Definition 6.4, and assume further that A is
braided monoidal, with braiding denoted br�;�. We enhance the monoidal structure on
XA. yQ/ to a braided monoidal structure, by defining a braiding on XA. yQ/, also denoted
br�;�. For X; Y 2 XA. yQ/ and for a 2 yQ, the braiding

brX;Y .a/W .X ˝ Y /.a/! .Y ˝X/.a/

restricts, for all decompositions a D bc in yQ, to the isomorphism

X.b/˝ Y.c/! Y.c/˝X.bc/

given by the composition

X.b/˝ Y.c/ Y.c/˝X.b/ Y.c/˝X.bc/:
brX.b/;Y.c/ IdY.c/˝.�/c

We check explicitly that the braiding br�;� on XA. yQ/ satisfies the braid relation.
Let X; Y; Z 2 XA. yQ/; we have to check for all a 2 yQ the equality of the two following
compositions of morphisms .X ˝ Y ˝Z/.a/! .Z ˝ Y ˝X/.a/:

.brY;Z ˝ IdX /.a/ ı .IdY ˝ brX;Z/.a/ ı .brX;Y ˝ IdZ/.a/I

.IdZ ˝ brX;Y /.a/ ı .brX;Z ˝ IdY /.a/ ı .IdX ˝ brY;Z/.a/:

For all b; c; d 2 yQ satisfying bcd D a, both compositions restrict to the same morphism
X.b/˝ Y.c/˝Z.d/! Z.d/˝ Y.cd /˝X.bcd /, namely

.IdZ.d/ ˝ .�/d ˝ .�/cd / ı brX.b/;Y.c/;Z.d/WX.b/˝ Y.c/˝Z.d/

! Z.d/˝ Y.cd /˝X.bcd /;
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where brX.b/;Y.c/;Z.d/ denotes either of the following compositions in A:

.brY.c/;Z.d/ ˝ IdX.b// ı .IdY.c/ ˝ brX.b/;Z.d// ı .brX.b/;Y.c/ ˝ IdZ.d//

D .IdZ.d/ ˝ brX.b/;Y.c// ı .brX.b/;Z.d/ ˝ IdY.c// ı .IdX.b/ ˝ brY.c/;Z.d//:

This uses that the braiding of A satisfies the braid relation, together with the naturality
of the braiding of A and the equality cd D dcd . We leave to the reader to check that the
other axioms of braided monoidal category are satisfied.

6.2. The bisimplicial set of arrays

Recall Example 6.2 and Definition 5.5. The monoid structure of yQ makes yQ into a com-
mutative algebra in XSet. yQ/.

Definition 6.6. Let Q be a PMQ and let yQ denote its completion. We denote by Arr.Q/D
B�;�. yQ; yQ; Id yQ/. It is a bisimplicial yQ-crossed set, and by the levelwise forgetful functor
ssU W ssXSet. yQ/! ssSet it can be regarded as a bisimplicial set.

Note that Arr.Q/ only depends on the completion yQ of Q. In Section 6.4, under
the hypothesis that Q is augmented, we will define a bisimplicial sub- yQ-crossed set
NAdm.Q/�Arr.Q/: the latter will depend on Q and not only on yQ, and we will be mainly
interested in the couple of bisimplicial yQ-crossed sets .Arr.Q/;NAdm.Q//. Note also
that the yQ-crossed set Arrp;q.Q/ D Bp;q. yQ; yQ; Id yQ/ is isomorphic to the yQ-crossed set
yQ˝.pC2/.qC2/, whose underlying set is the cartesian power yQ.pC2/.qC2/: we thus regard
an element of Arrp;q.Q/ as an array of size .pC 2/� .qC 2/with entries in yQ. More pre-
cisely, a generic array a D .ai;j /0�i�pC1;0�i�qC1 of size .p C 2/ � .q C 2/ with entries
in yQ consists of p C 2 columns a0; : : : ; apC1, containing each the entries ai;j for a fixed
value of i ; similarly, the yQ-crossed set Bp;q. yQ; yQ; Id yQ/D .

yQ˝qC2/˝pC2 can be regarded
as a set under the forgetful functor U ; the set U.Bp;q. yQ; yQ; Id yQ// is in canonical bijection
with the set . yQqC2/pC2, containing .p C 2/-tuples of .q C 2/-tuples of elements of yQ.

We describe now the horizontal and vertical face and degeneracy maps of Arr.Q/.

Notation 6.7. For an array a 2 Arrp;q.Q/ and for 0 � i � p C 1 we denote by ai D
.ai;0; : : : ; ai;qC1/ the i th column, which is a sequence of q C 2 elements in yQ.

For 0 � j � q C 2 and for any sequence b D .b0; : : : ; bqC1/ of q C 2 elements in yQ
we denote by c.b/j the product b0 : : : bj�1 2 yQ; by convention we set c.b/0 D 1.

The following lemma is a direct consequence of the definitions.

Lemma 6.8. Let a 2 Arrp;q.Q/ for some p; q � 0:

• for 0 � i � p, the degeneracy map shor
i WArrp;q.Q/! ArrpC1;q.Q/ acts on a by adjoin-

ing a column made of 1’s, between the i th and .i C 1/st columns of a;

• similarly, for 0 � j � q, the degeneracy map sver
j WArrp;q.Q/! Arrp;qC1.Q/ acts on a

by adjoining a row made of 1’s, between the j th and .j C 1/st rows of a;
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• for p � 1 and 0 � i � p, the face map d hor
i WArrp;q.Q/! Arrp�1;q.Q/ acts on a as

follows: the columns of d hor
i .a/ are obtained from those of a by replacing the i th and

.i C 1/st columns of a by the following sequence of q C 2 elements in yQ:�
ai;0aiC1;0; a

aiC1;0
i;1 aiC1;1; : : : ; a

c.aiC1/j
i;j aiC1;j ; : : : ; a

c.aiC1/qC1
i;qC1 aiC1;qC1

�
:

• for q � 1 and 0 � j � q, the face map d ver
j WArrp;q.Q/! Arrp;q�1.Q/ acts on a as

follows: the rows of d ver
j .a/ are obtained from those of a by replacing the j th and

.j C 1/st rows by the following sequence of p C 2 elements in yQ:

.a0;ja0;jC1; a1;ja1;jC1; : : : ; ai;jai;jC1; : : : ; apC1;japC1;jC1/:

6.3. Non-degenerate arrays

For the rest of the section we assume that Q, and hence also yQ, are augmented. In this
subsection we show that the non-degenerate arrays in Arr.Q/ form a semi-bisimplicial
yQ-crossed set, i.e., they are closed under face maps.

Notation 6.9. An array a 2 Arrp;q.Q/ is degenerate if it lies in the image of a degeneracy
map shor

i or sver
j of the bisimplicial yQ-crossed set Arr.Q/. For all p; q � 0 we denote by

Arrndeg
p;q .Q/ � Arrp;q.Q/

the subset of non-degenerate arrays.

Visualising elements of Arr.Q/ as arrays of elements in yQ is very helpful: for instance,
an array a is degenerate if and only if it has an inner row or an inner column made of 1’s,
i.e., if either of the following holds:

• there is 1 � i � p such that for all 0 � j � q C 1 we have ai;j D 1;

• there is 1 � j � q such that for all 0 � i � p C 1 we have ai;j D 1.

Lemma 6.10. The yQ-crossed sets Arrndeg
p;q .Q/ assemble into a semi-bisimplicial yQ-crossed

set Arrndeg.Q/, whose horizontal and vertical face maps are the restrictions of those of the
bisimplicial yQ-crossed set Arr.Q/.

Proof. Let a 2Arrp;q.Q/ be an array, and let 0� i �pC 1 and 0� j � qC 1. We need to
check that d hor

i .a/ and d ver
j .a/ are non-degenerate arrays, as soon as a is non-degenerate.

Applying Lemma 6.8 we obtain the following.

• Suppose that a0 WD d hor
i a 2 Arrp�1;q.Q/ is degenerate; there are two possibilities.

– The .i 0/th column of a0 is made of 1’s, for some 1 � i 0 � p � 1: if i 0 ¤ i , then
the .i 0/th column of a0 is also one of the inner columns of a, witnessing that a
is degenerate; if i 0 D i , by Lemma 6.8 the i th column of a0 contains the elements
a
c.aiC1/j 0

i;j 0 aiC1;j 0 , for 0 � j 0 � q C 1, and if all these elements are equal to 1, using
that yQ is augmented, both the i th and the .i C 1/st columns of a witness that a is
degenerate.
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– The .j 0/th row of a0 is made of 1’s, for some 1 � j 0 � q: by Lemma 6.8 the .j 0/th
row of a0 contains the elements ai 0;j 0 , for 0 � i 0 � p C 1 with i 0 ¤ i; i C 1, together
with the element a

c.aiC1/j 0

i;j 0 aiC1;j 0 ; again, if all elements in the .j 0/th row of a0 are
1’s, then also all elements in the .j 0/th row of a are 1’s.

• Suppose that a0 WD d ver
j a 2 Arrp;q�1.Q/ is degenerate; there are two possibilities.

– The .j 0/th row of a0 is made of 1’s, for some 1� j 0 � q � 1: if j 0¤ j , then the .j 0/th
row of a0 is also one of the inner rows of a; if j 0 D j , by Lemma 6.8 the j th row of
a0 contains the elements ai 0;jai 0;jC1, for 0 � i 0 � pC 1, and if all these elements are
equal to 1, using that yQ is augmented, then both the j th and the .j C 1/st rows of a
witness that a is degenerate.

– The .i 0/th column of a0 is made of 1’s, for some 1 � i 0 � q: by Lemma 6.8 the .i 0/th
column of a0 contains the elements ai 0;j 0 , for 0 � j 0 � q C 1 with j 0 ¤ j; j C 1,
together with the element ai 0;jai 0;jC1; again, if all elements in the .i 0/th column of
a0 are 1’s, then also the .i 0/th column of a is made of 1’s.

Thus a horizontal or vertical face of a non-degenerate array is again non-degenerate.

In particular, the geometric realisation j Arr.Q/j of Arr.Q/ as a bisimplicial set is
homeomorphic to the thick geometric realisation kArrndeg.Q/k of Arrndeg.Q/ as a semi-
bisimplicial set. This has an advantage when constructing Ch�.jArr.Q/j/, the cellular
chain complex of jArr.Q/j: its generators are in bijection with cells of jArr.Q/j, i.e., with
non-degenerate arrays; moreover the differential in Ch�.jArr.Q/j/ is given by the usual
alternating sum of vertical and horizontal face maps, where no term has to be skipped
because it corresponds to a degenerate face of a bisimplex.

6.4. Non-admissible arrays

We keep assuming that Q and yQ are augmented.

Definition 6.11. Let p; q � 0; an array a 2 Arrp;q.Q/ is admissible if both the following
conditions hold:

(1) The first and last rows, as well as the first and last columns, are made of 1’s; i.e.,
whenever i 2 ¹0; p C 1º or j 2 ¹0; q C 1º we have ai;j D 1 2 yQ.

(2) All entries ai;j lie in Q � yQ.

An array is non-admissible if it is not admissible. We denote by NAdmp;q.Q/�Arrp;q.Q/
the subset of non-admissible arrays. By definition NAdmp;q.Q/ arises as the (non-disjoint)
union of two sets NAdm.1/

p;q.Q/ and NAdm.2/
p;q.Q/, containing arrays for which condi-

tion (1), respectively condition (2), fails.

We observe that NAdmp;q.Q/ is closed under the action of yQ by conjugation, hence
NAdmp;q.Q/ can be regarded as a yQ-crossed set. The same remark holds, for ? D 1; 2,
for the subset NAdm.?/

p;q.Q/.
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Lemma 6.12. Let ? D 1; 2; then the yQ-crossed sets NAdm.?/
p;q.Q/, for varying p; q � 0,

assemble into a sub- yQ-crossed bisimplicial set NAdm.Q/.?/ �Arr.Q/. As a consequence
also the sets NAdmp;q.Q/ assemble into a sub- yQ-crossed bisimplicial set NAdm.Q/ �
Arr.Q/.

Proof. We prove that all face and degeneracy maps of Arr.Q/ reflect each of condition
(1) and (2) in Definition 6.11: this means, for example, that if a 2 Arrp;q.Q/ is such that
d ver
j .a/ satisfies condition (2), then a satisfies condition (2) as well.

For condition (1) the argument is analogous as the one in the proof of Lemma 6.10,
so we omit it. We consider now condition (2). Let a 2 Arrp;q.Q/ for some p; q � 0 and
let 0 � i � p. The degeneracy map shor

i acts on a by adding an additional inner column
made of 1’s; in particular the entries of a are all contained in the set of entries of shor

i .a/,
and thus if shor

i .a/ satisfies condition (2), then so does also a. By the same argument, the
degeneracy maps sver

j reflect condition (2).
Let now 0 � i � p and suppose that d hor

i .a/ satisfies condition (2). The columns of
d hor
i .a/ are obtained from those of a by replacing the i th and .i C 1/st column by the

sequence of elements a
c.aiC1/j 0

i;j 0 aiC1;j 0 , for 0 � j 0 � q C 1; in particular all entries of a

occur (up to conjugation) as factors of entries of d hor
i .a/. Since J.Q/D yQ nQ is an ideal,

if all entries of d hor
i .a/ lie in Q, then also all entries of a must lie in Q. Hence condition

(2) is reflected by horizontal face maps.
Let finally 0 � j � p and suppose that d ver

j .a/ satisfies condition (2). The rows of
d ver
j .a/ are obtained from those of a by replacing the j th and .j C 1/st row by the

sequence of elements ai 0;jai 0;jC1, for 0 � i 0 � p C 1; again we notice that all entries
of a0 occur as factors of entries of d ver

j .a/, and the same argument used before shows that
condition (2) is reflected by vertical face maps.

6.5. Configurations with monodromy

Since Arr.Q/ is a bisimplicial yQ-crossed set, the topological space j Arr.Q/j is a yQ-
crossed space, i.e., an object in XTop. yQ/. By Lemma 6.12, NAdm.Q/ is a bisimplicial
yQ-crossed set, hence jNAdm.Q/j is a yQ-crossed space, and jNAdm.Q/j � jArr.Q/j is
an inclusion of yQ-crossed spaces.

Definition 6.13. The simplicial Hurwitz space with coefficients in Q, denoted Hur�.Q/,
is the yQ-crossed space jArr.Q/j n jNAdm.Q/j.

Recall Example 6.2, and note that yQ, considered as a discrete space, is also the ter-
minal object in XTop. yQ/. We denote by y!WHur�.Q/! yQ the unique map of yQ-crossed
spaces, and call it the total monodromy. The right action of yQ (and hence of G . yQ/ D

G .Q/) on Hur�.Q/ is called the action by global conjugation.

A point in Hur�.Q/ can be interpreted as a configuration of points in the unit square
.0; 1/2 with the additional information of a monodromy with values in Q. We briefly
describe this idea in the following, and refer to [3] for the precise construction; see also
Figure 1.
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Figure 1. A configuration in Hur�.Q/ of the form .aI s; t/, where a 2 Arr2;3.Q/ is an admiss-
ible array of size 4 � 5 whose only entries in QC are a1;1, a1;2, a2;2 and a2;3. We have I.a/ D
¹.1; 1/; .1; 2/; .2; 2/; .2; 3/º, and P D ¹z1;1; z1;2; z2;2; z2;3º. The monodromy  associates with
the element Œi;j � 2 �1.C n P I �/ the element ai;j 2 QC. Since Œ� D Œ2;2�

.Œ1;1�Œ1;2�/
�1

in

�1.C n P I �/, the monodromy  associates with Œ� the element a.Œa1;1�Œa1;2�/
�1

2;2 2 Q, where we
use the adjoint action of G .Q/ on Q.

Let a be a non-degenerate, admissible array in Arrp;q. yQ/, for some p; q � 0, and let
s D .0 D s0 < s1 < � � � < spC1 D 1/ and t D .0 D t0 < t1 < � � � < tqC1 D 1/ be the
coordinates of a point in the interior of �p � �q . The datum of a; s and t identifies a
point in Hur�.Q/, which we shall denote by .aI s; t/.

Let I.a/ � ¹0; : : : ; p C 1º � ¹0; : : : ; q C 1º denote the set of pairs .i; j / with ai;j 2
QC D Q n ¹1º; in fact I.a/ � ¹1; : : : ; pº � ¹1; : : : ; qº because a is admissible. Let P �
.0; 1/2 � C be the finite set of points of the form zi;j WD si C tj

p
�1, for .i; j / 2 I.a/.

Let � D �
p
�1 be the basepoint of C n P .

A monodromy around points of P with values in Q is to be thought of as a function  
that associates an element of QC with each element Œ� 2 �1.C n P; �/ represented by a
simple loop  � C n P spinning clockwise around precisely one of the points zi;j . There
are usually infinitely many isotopy classes of such small simple loops  � C n P , and it
is convenient to consider only a finite collection of them, as follows.

For all .i; j / 2 I.a/ let Ui;j � .0; 1/2 denote a small disc around zi;j , disjoint from
P n ¹zi;j º. Then there is a unique element of �1.C n P; �/ that can be represented by a
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simple loop i;j which is contained in the region

.Ui;j n zi;j / [
®
z 2 C j =.z/ � 0

¯
[
®
z 2 C j si < <.z/ < siC1

¯
and spins clockwise around zi;j . We set  W Œi;j � 7! ai;j .

Note that the elements Œi;j � exhibit �1.C n P;�/ as a free group. For a simple loop 
spinning around zi;j but not isotopic to i;j , the monodromy  .Œ�/ 2 Q can be obtained
by conjugating the element ai;j by a suitable element of G .Q/. These ideas are elaborated
in [3]; in the appendix we will use this informal description of configurations in Hur�.Q/
to justify our focus on partially multiplicative quandles Q instead of the more general
notion of partially multiplicative rack.

We can use the total monodromy to classify connected components of Hur�.Q/.

Theorem 6.14. Let Q be an augmented PMQ with completion yQ. Then the map

y!WHur�.Q/! yQ

induces a bijection on connected components.

Proof. In the entire proof we focus on non-degenerate, admissible arrays of Arr.Q/, and
abbreviate them as “nda arrays”. By the definition of Hur�.Q/, for each nda array a 2
Arrp;q.Q/ there is a geometric, open bisimplex V�p � V�q � Hur�.Q/, which we denote
by V�a: it is clearly a connected subspace of Hur�.Q/. Moreover, if a0 is another nda array
of the form d hor

i .a/ or d ver
i .a/, then the open bisimplex V�a0 lies in the closure of V�a inside

Hur�.Q/, in particular it lies in the same connected component. We use these principle to
define some operations taking as input a nda array and giving as output another nda array,
such that the open bisimplices associated with input and output lie in the same connected
component of Hur�.Q/.

(1) Let a 2 Arrp;q.Q/ have a column ai , with 1 � i � p, containing two or more
elements in QC, and let 1 � j � q be the minimal index with ai;j ¤ 1. We can
define a0 2 ArrpC1;q.Q/ by replacing ai with the two columns a0i ; a

0
iC1, where

a0i;j D ai;j is the only non-1 entry in a0i , and where a0iC1 differs from ai only in
that a0iC1;j D 1. Then a D d hor

i .a0/.

(2) Let a 2 Arrp;q.Q/ have at most one non-1 entry in each of its columns. We can
define a0 2 Arrp;1 by setting a0i;1 D c.ai /qC1 and letting all other entries of a0 be
1. Then a0 is obtained from a by applying q � 1 vertical face maps.

Using several times operations (1) and (2) we can transform each nda array a into a nda
array a0 lying inside Arrp;1.Q/ for some p � 0,2 so it suffices to classify connected com-
ponents of bisimplices associated with the latter type of nda arrays.

2A nda array containing only 1’s can be transformed to the unique nda array in Arr0;0.Q/ by iterated
horizontal and vertical face maps, showing that Hur�.Q/.1/ is connected.
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A nda array a 2 Arrp;1 is uniquely described by its sequence .a1;1; : : : ; ap;1/ of ele-
ments of Q, i.e., the inner part of the unique inner row. Moreover the total monodromy of
each point in V�a is the element a1;1 � : : : � ap;1 2 yQ. Given two nda arrays a 2 Arrp;1 and
a0 2 Arrp0;1 with same total monodromy, we want to prove that V�a and V�a0 lie in the same
connected component of Hur�.Q/. The equality a1;1 � : : : � aq;1 D a01;1 � : : : � a

0
q0;1 2

yQ

implies that it is possible to transform the sequence .a1;1; : : : ; aq;1/ of elements of Q

into the sequence .a01;1; : : : ; a
0
q0;1/ by repeatedly applying the following moves (and their

inverses):

• standard moves: replace the pair ai;1; aiC1;1 by the pair aiC1;1; a
aiC1;1
i;1 ;

• multiplications: replace the pair ai;1; aiC1;1 by the element ai;1aiC1;1, provided that
this product is defined in Q.

If the sequences .a1;1; : : : ; aq;1/ and .a01;1; : : : ; a
0
q0;1/ are connected by a multiplica-

tion, then we have a0 D d hor
i .a/ or, vice versa, a D d hor

i .a0/, so that V�a and V�a0 lie
in the same component of Hur�.Q/. It suffices therefore to prove that if q D q0 and if
.a01;1; : : : ; a

0
q;1/ D .a1;1; : : : ; ai�1;1; aiC1;1; a

aiC1;1
i;1 ; : : : ; aq;1/, then V�a and V�a0 are con-

nected in Hur�.Q/. For this define nda arrays a.1/; a.2/ 2 Arrq;2.Q/ as follows:

• a.1/ is obtained from the admissible, but degenerate array s1.a/ 2 Arr2;q (which is
merely a with an extra row of 1’s on top) by replacing the i th column .1; ai;1;1;1/ by
the column .1;1; ai;1;1/; we have d ver

1 .a.1// D a;

• similarly, a.2/ is obtained from s1.a
0/ 2 Arr2;q by replacing the .i C 1/st column

.1; a
aiC1;1
i;1 ;1;1/ by the column .1;1; aaiC1;1i;1 ;1/; we have d ver

1 .a.2// D a0.

We then note that d hor
i .a.1// D d hor

i .a.2// is the same nda array in Arrp�1;2.Q/, having
.1; aiC1;1; ai;1;1/ as i th column.

6.6. Functoriality of Hurwitz spaces in the PMQ

Let Q and Q0 be augmented PMQs, and let  WQ! Q0 be an augmented map of PMQs,
i.e.,  .QC/ � Q0C; let  W yQ! yQ0 denote the corresponding map between completions.
We can consider Arr.Q/ and Arr.Q0/ as plain bisimplicial sets, under the forgetful func-
tors U W ssXSet. yQ/! ssSet and U W ssXSet. yQ0/! ssSet. Then the assignment

a D .ai;j /i;j 7!  .a/ D
�
 .ai;j /i;j

�
defines a map of bisimplicial sets  �WU Arr.Q/! U Arr.Q0/. This map sends admissible
(respectively, non-degenerate) bisimplices to admissible (respectively, non-degenerate)
bisimplices; in particular it induces a map of spaces  �W jU Arr.Q/j ! jU Arr.Q0/j which
restricts to a map between Hurwitz spaces

 �WHur�.Q/! Hur�.Q0/:

This map is compatible with the total monodromy, i.e.,  � restricts to a map

Hur�.Q/.a/! Hur�.Q0/
�
 .a/

�
for all a 2 yQ:
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Note that in general it is not true that  �W U Arr.Q/ ! U Arr.Q0/ restricts to a map
U NAdm.Q/! U NAdm.Q0/: for instance this almost never happens when Q0 D yQ and
 is the inclusion.

6.7. Classical Hurwitz spaces as simplicial Hurwitz spaces

We now turn our attention to the case in which G is a discrete group, and Q is the PMQ
G t ¹1Qº: the unit of Q is the extra element 1Q, whereas the unit 1G of G plays in the
following no special role. We consider the trivial product on Q, and conjugation on Q

extends the group conjugation of G.

Theorem 6.15. Let QDGt¹1º as above; then Hur�.Q/ is homeomorphic to the disjoint
union hur.G/ WD

`
k�0 hurk.G/ of the classical Hurwitz spaces with monodromies in G.

Proof. Consider first the case in which G D ¹1Gº is the trivial group; then Q is iso-
morphic to the abelian PMQ ¹0; 1º from Example 4.21, where 1Q D 0 and 1G D 1; the
completion of Q D ¹0; 1º is N. The realisation jArr.¹0; 1º/j can be identified with the
space SP.Œ0; 1�2/ WD

`
k�0 SPk.Œ0; 1�2/, i.e., the disjoint union of the symmetric powers

of the closed unit square Œ0; 1�2, parametrising finite configurations of points in Œ0; 1�2

carrying a multiplicity in N. The cell decomposition of jArr.¹0; 1º/j is a version of the
Fox–Neuwirth–Fuchs cell decomposition of SP.Œ0; 1�2/. The subspace jNAdm.¹0; 1º/j �
jArr.¹0; 1º/j corresponds to the union of the following two subspaces of SPŒ0; 1�2:

• the fat diagonal of SP.Œ0; 1�2/, i.e., the subspace of finite configurations having at least
one point of multiplicity at least 2;

• the boundary of SP.Œ0; 1�2/, i.e., the subspace of finite configurations having at least one
point (of multiplicity at least 1) lying on @Œ0; 1�2.

The complement Hur�.¹0; 1º/ D jArr.¹0; 1º/j n jNAdm.¹0; 1º/j is then identified with

C
�
.0; 1/2

�
WD

a
k�0

Ck
�
.0; 1/2

�
;

the disjoint union of the unordered configuration space of the open unit square. This is
also the same as

`
k�0 hurk.¹1Gº/, as the monodromy, being a group homomorphism

with target the trivial group, carries no information.
For a generic group G, the construction from Section 6.5 gives rise to a continuous,

bijective map "WHur�.Q/! hur.G/; if we consider the augmented map of PMQs WQ!
¹0; 1º sending 1Q 7! 0 and sending each element ofG to 1, then we obtain a commutative
diagram

Hur�.Q/ hur.G/

C
�
.0; 1/2

�
;

 �

"

where the vertical arrow is a covering map. It thus suffices to prove that also  � is a
covering map, in order to conclude that " is a homeomorphism.
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The fact that  � is a covering map follows from the following property of the map
of bisimplicial sets  �WU Arr.Q/! U Arr.¹0; 1º/, which is a direct consequence of the
fact that Q has trivial product. Let p; q � 0, let a 2 Arrp;q.¹0; 1º/ be a non-degenerate,
admissible array, let ? D hor; ver and let a0 2 Arr.¹0; 1º/ be another non-degenerate,
admissible array, satisfying d?i .a

0/ D a for some i . Let Qa 2 Arrp;q.Q/ be an array with
 �. Qa/D a. Then there exists a unique non-degenerate, admissible array Qa0 2Arr.Q/ satis-
fying  �. Qa0/D a0 and d?i . Qa

0/D Qa. The situation is summarised in the following diagram:

9Š Qa0 Qa

a0 a:

d?i

 �  �

d?i

Example 6.16. Let G be a group and let c � G be a conjugation invariant subset. Then
Q0 D c t ¹1Qº is a sub-PMQ of the PMQ Q D G t ¹1Qº from Theorem 6.15, and
Hur�.Q0/ can be identified with a union of connected components of Hur�.Q0/.

Correspondingly, inside
`
k�0 hurk.G/, we obtain a subspace

`
k�0 hurck.G/, which

is a union of connected components. For fixed k � 0, the space hurck.G/ parametrises
branched G-coverings of .0; 1/2 with k branch points and local monodromies in c. These
spaces are one of the central objects of study in [11, 12, 32].

6.8. The relative cellular chain complex

Let R be a commutative ring. In this subsection we describe the cellular chain complex
Ch�.jArr.Q/j; jNAdm.Q/jIR/. Note that this chain complex is obtained from the yQ-
crossed pair of CW complex .jArr.Q/j; jNAdm.Q/j/, and as such is a yQ-crossed chain
complex in R-modules.

Lemma 6.17. Let Q be a locally finite PMQ; then Hur�.Q/ is a locally compact topolo-
gical space.

Proof. Let a 2 Arrp;q.Q/ be a non-degenerate, admissible array; since Q is locally finite,
then a is the image of finitely many non-degenerate, admissible arrays in Arr.Q/ under
iterated horizontal and vertical face maps: as a consequence of this observation, each point
in Hur�.Q/ has a neighbourhood meeting only finitely many open bisimplices V�a �
Hur�.Q/. This, together with the fact that Hur�.Q/ arises as difference of geometric
realisations of two bisimplicial sets, ensures that Hur�.Q/ is locally compact.

In particular, if Q is locally finite, then the compactly supported dual cellular cochain
complex Ch�cpt.jArr.Q/j; jNAdm.Q/jIR/ computes the compactly supported cohomology
of Hur�.Q/.

We will henceforth switch back to Ch�.jArr.Q/j; jNAdm.Q/jIR/ and compare this
chain complex with the double bar construction applied to the algebra pair .RŒQ�;R;"Q/2

Alg.XModR. yQ//Œ0;1�, where RŒQ� is regarded as a commutative algebra in XModR. yQ/
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as in Example 6.3; R denotes the monoidal unit of XModR. yQ/, and is thus an algebra in
this category; and "QWRŒQ�! R is the augmentation given by JaK 7! 0 for all a 2 QC
and J1QK 7! 1.

Theorem 6.18. The cellular chain complex Ch�.jArr.Q/j; jNAdm.Q/jIR/ is isomorphic,
as yQ-crossed chain complex in R-modules, to the reduced total chain complex associated
with the bisimplicial yQ-crossed R-module B�;�.RŒQ�; R; "Q/.

The proof of Theorem 6.18 is the content of the rest of the subsection. First we note
that Ch�.jArr.Q/jIR/ can be obtained from the bisimplicial yQ-crossed sets Arr.Q/ in a
two-step process.

The first step of the process is to replace each Arrp;q.Q/ 2 XSet. yQ/ with the corres-
pondingR-linearisationRŒArrp;q.Q/� 2 XModR: more precisely, we consider the freeR-
module functorRŒ��WSet!ModR, which induces first a levelwise freeR-module functor
RŒ��WXSet. yQ/! XModR. yQ/, and then a free R-module functor RŒ��W ssXSet. yQ/!
ssXModR. yQ/. We apply the latter functor to Arr.Q/.

In a similar fashion we can apply the functor RŒ�� to NAdm.Q/2ssXSet. yQ/. The in-
clusion of bisimplicial yQ-crossed sets NAdm.Q/!Arr.Q/ induces an inclusion of bisim-
plicial yQ-crossed R-modules RŒNAdm.Q/� ,! RŒArr.Q/�; note now that ssXModR. yQ/
is an abelian category, because it is a category of functors into ModR; hence we can con-
sider the quotient

R
�

Arr.Q/
�
=R
�

NAdm.Q/
�
2 ssXModR. yQ/;

given levelwise, for p; q � 0, by the yQ-crossed R-module�
R
�

Arr.Q/
�
=R
�

NAdm.Q/
��
p;q
D R

�
Arr.Q/

�
p;q
=R
�

NAdm.Q/
�
p;q
:

We have an isomorphism of free R-modules RŒArr.Q/�p;q Š .RŒ yQ�/˝.pC2/�.qC2/; in
other words,RŒArr.Q/�p;q can be regarded as the freeR-module on the set of all arrays of
size .pC 2/� .q C 2/ with entries in yQ; the submodule RŒNAdm.Q/�p;q is then spanned
by the non-admissible arrays of size .p C 2/ � .q C 2/.

Keeping the previous analysis in mind, recall Definition 5.2, and note that there is a
map .RŒ yQ�; RŒ yQ�; Id

RŒ yQ�
/! .RŒQ�; R; "Q/ of algebra pairs in XModR. yQ/, given by the

horizontal arrows in the commutative square

RŒ yQ� RŒQ�

RŒ yQ� R:

�=JJ.Q/K

Id
RŒ yQ� "Q

" yQ

Here " yQWRŒ
yQ�! R denotes the augmentation sending a 7! 0 for a 2 yQC and 1 yQ 7! 1;

note that " is a map of algebras in XModR. yQ/, since yQ is augmented. Similarly we define
the map of algebras "QWRŒQ�! R. The map �=JJ.Q/K is the quotient by the two-sided
ideal of RŒ yQ� generated by the elements JaK for a 2 J.Q/ D yQ nQ.
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Applying the double bar construction we obtain a morphism of bisimplicial yQ-crossed
R-modules�
� =JJ.Q/K; " yQ

�
WR
�

Arr.Q/
�
D B�;�

�
RŒ yQ�; RŒ yQ�; Id

RŒ yQ�

�
! B�;�

�
RŒQ�; R; "Q

�
;

which for fixed p; q � 0 restricts to a morphism of yQ-crossed R-modules�
� =JJ.Q/K; " yQ

�
p;q

R
�

Arr.Q/
�
p;q

Bp;q
�
RŒQ�; R; "Q

�
RŒ yQ�˝.pC2/�.qC2/ RŒQ�˝p�q :

W

Š Š

The rightmost isomorphism comes from interpretingBp;q.RŒQ�;R;"Q/ as the freeR-mod-
ule on the set of admissible arrays of size .pC 2/� .qC 2/. The map .�=JJ.Q/K; " yQ/p;q
is then precisely the quotient by the submodule spanned by non-admissible arrays, and
therefore we have a short exact sequence in ssXModR. yQ/

0! R
�

NAdm.Q/
�
! R

�
Arr.Q/

�
! B�;�

�
RŒQ�; R; "Q

�
! 0:

The second step replaces a bisimplicial R-module M D M�;� with its reduced, total
chain complex xCh�.M/; we set

xChn.M/ D ˚iCjDn xMi;j ;

where xMi;j is the quotient of Mi;j by the sum of all images of all degeneracy maps in M
with targetMi;j , both horizontal and vertical. The differential @W xChn.M/! xChn�1.M/ is
induced on the summand xMi;j by the formula

Pi
i 0D0.�1/

i 0d hor
i 0 C.�1/

i
Pj
j 0D0.�1/

j 0d ver
j 0 .

We call xCh�.M/ the reduced, total chain complex associated with the bisimplicial
yQ-crossed R-module M : it is a yQ-crossed chain complex in R-modules.

In particular we have an isomorphism of chain complexes

xCh�
�
R
�

Arr.Q/
�
=R
�

NAdm.Q/
��
Š xCh�

�
B�;�

�
RŒQ�; R; "Q

��
;

and the left-hand side is naturally identified with Ch�.jArr.Q/j; jNAdm.Q/jIR/.

6.9. Poincaré PMQs

Let Q be an augmented PMQ. As a space, Hur�.Q/ is the difference of two CW com-
plexes jArr.Q/j n jNAdm.Q/j, so in particular it has no evident CW structure; this pre-
vents us to find, for instance, a simple, combinatorial chain complex to study the homology
of Hur�.Q/, as for example a cellular chain complex would be. In a particular situation,
which is described in the following definition, we can circumvent this problem.

Definition 6.19. Let Q be a locally finite PMQ with completion yQ. We say that Q is Poin-
caré if, for all a 2 yQ, the space Hur�.Q/.a/ is a topological manifold of some dimension.
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The hypothesis that Q is locally finite in Definition 6.19 is to ensure that the space
Hur�.Q/ is locally compact, by virtue of Lemma 6.17.

Example 6.20. Let Q be a PMQ with trivial multiplication, define the norm N WQ! N
by setting N.a/ D 1 for all a 2 QC, let yQ be the completion of Q and let N W yQ! N be
the extension of the norm.

Let a 2 yQ and set k D N.a/: then Hur�.Q/.a/ is a covering space of Ck..0; 1/2/,
the kth unordered configuration space of .0; 1/2, by the same argument used in Theorem
6.15. Since Ck..0; 1/2/ is an orientable manifold of dimension 2n, the same holds for the
space Hur�.Q/.a/. It follows that Q is Poincaré. Note also that the intrinsic pseudonorm
hWQ! N is in fact a norm and coincides with N .

Example 6.21. Let Q D N or Q D ¹0; 1; : : : ; nº � N as in Example 4.34. Then the
completion yQ of Q is canonically identified with N; for all k 2 N the space Hur�. yQ/.k/
is homeomorphic to the k-fold symmetric power SPk..0; 1/2/, which is homeomorphic to
R2k . It follows that Q is Poincaré. Note also that the intrinsic pseudonorm hWQ! N is a
norm and coincides with the natural inclusion of Q into N. For n � 2, Q D ¹0; 1; : : : ; nº

is an example of a Poincaré but not Koszul PMQ.

Example 6.22. Let Q be as in Example 4.35. Then Hur�.Q/.c/ is homeomorphic to the
union of two copies of .0; 1/2 � .0; 1/2 along their diagonal subspace .0; 1/2 � .0; 1/2 �
.0; 1/2. In fact, Hur�.Q/.c/ can be regarded as the union of Hur�.¹1; a; b; cº/.c/ and
Hur�.¹1; a0; b0; cº/.c/ along Hur�.¹1; cº/.c/.

If c 2 Hur�.Q/.c/ lies in Hur�.¹1; cº/.c/, then the local homology group

Hi
�
Hur�.Q/.c/;Hur�.Q/.c/ n ¹cºIR

�
is isomorphic toR for i D 3 and toR2 for i D 4. It follows that Q is not Poincaré, although
it is Koszul.

Proposition 6.23. Let Q be a Poincaré PMQ. Then Q is maximally decomposable and
admits an intrinsic norm hWQ! N in the sense of Definitions 4.18 and 4.19.

Moreover for all b 2 yQ the space Hur�.Q/.b/ is an oriented topological manifold of
dimension 2h.b/, where we extend the intrinsic norm to hW yQ! N.

Proof. Let b 2Q. Since Q is locally finite, b can be decomposed in finitely many ways as
a product b1 : : : br of elements of QC. Fix a maximal decomposition b D Nb1 : : : Nbr , with
all Nbi 2QC irreducible, for some r � 0; then we can define an admissible, non-degenerate
array a 2Arrr;r .Q/.b/ by setting ai;i D Nbi for all 1� i � r , and all other entries ai;j D 1.

The array a is of maximal dimension among the admissible, non-degenerate arrays in
Arr.Q/.b/, so it corresponds to a maximal open cell of the cell stratification of Hur�.Q/.b/.
It follows that Hur�.Q/.b/ is a manifold of dimension 2r . The same equality holds
for every other maximal decomposition of b in elements of QC: this implies both that
Hur�.Q/.b/ is a manifold of dimension 2h.b/ (in the sense of Definition 4.18), and that
hWQ! N satisfies the conditions of Definition 4.19 and is thus a norm on Q.
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Let hW yQ!N be the extension of the intrinsic norm, and let b 2 yQ; we can again fix a
maximal decomposition b D Nb1 : : : Nbh.b/, yielding by the same argument a maximal cell in
the cell stratification of Hur�.Q/.b/. This implies that Hur�.Q/.b/, which is a manifold,
must be a manifold of dimension 2h.b/.

We are left to check orientability of Hur�.Q/.b/ for b 2 yQ. Let Q�1 � Q be the
subset of elements of norm � 1, and note that Q�1 has a natural structure of PMQ with
trivial multiplication. The inclusion Q�1 �Q is a map of augmented PMQs, so it induces
a map of Hurwitz spaces Hur�.Q�1/! Hur�.Q/.

This map is injective, since the map of bisimplicial sets Arr.Q�1/! Arr.Q/ restricts
to an injective map between admissible arrays; note however that the completion bQ�1 of
Q�1 a priori only surjects and is not in bijection with yQ, so a priori we only know that
Hur�.Q�1/! Hur�.Q/ is surjective on connected components, thanks to Theorem 6.14.

The complement of the image of Hur�.Q�1/ ,! jArr.Q/j is the geometric realisation
of the sub-bisimplicial complex of Arr.Q/ spanned by all arrays with at least one entry of
norm� 2. It follows that we can regard Hur�.Q�1/ as an open subspace of jArr.Q/j, and
hence as an open subspace of Hur�.Q/.

Let Hur�.Q�1/.b/ denote the intersection of Hur�.Q�1/with Hur�.Q/.b/. Note that
this is a priori an abuse of notation: since b is an element of yQ and not of bQ�1, there may
be a priori several b0 2 bQ�1 mapping to b under bQ�1 ! yQ.

Note now that all maximal cells of the cell stratification of Hur�.Q/.b/ correspond
to arrays a 2 Arrh.b/;h.b/.Q/.b/ of the following special form: there exists a maximal
decomposition b D Nb1 : : : Nbhb of b into irreducible elements of QC, and there exists a
permutation � 2 Sh.b/, such that ai;h.i/ D Nbi for all 1 � i � h.b/, and all other entries
ai;j are equal to 1. All such arrays are in the image of Arr.Q�1/! Arr.Q/, because all
Nbi belong to Q�1; hence Hur�.Q�1/.b/ � Hur�.Q/.b/ is a dense open subset.

Finally, note that in fact all cells of Hur�.Q/.b/ of dimension� 2h.b/� 1 correspond
to arrays a 2 Arrh.b/;h.b/�1.Q/ or a 2 Arrh.b/�1;h.b/ with a similar description as above,
but allowing precisely one inner row or one inner column with two entries different from
1. In particular the complement of Hur�.Q�1/.b/ in Hur�.Q/.b/ has codimension � 2
in the manifold Hur�.Q/.b/.

This implies that Hur�.Q�1/.b/ is in fact connected, and moreover it allows us to check
only that Hur�.Q�1/.b/ is orientable; the latter statement follows from Example 6.20.

If Q is a Poincaré PMQ and R is a commutative ring, then for all a 2 yQ we can apply
Poincaré–Lefschetz duality and obtain an isomorphism

H�
�
Hur�.Q/.a/IR

�
Š H

2h.a/��
cpt

�
Hur�.Q/.a/IR

�
I

hereH 2h.a/��
cpt denotes cohomology with compact support. This can be computed, in prin-

ciple, using the compactly supported cellular cochain complex of the couple .jArr.Q/j;
jNAdm.Q/j/: the cochain complex Ch�cpt.jArr.Q/j; jNAdm.Q/jIR/ consists of free R-
modules, and has a generator a� in degree p C q � h.b/ for every admissible, non-
degenerate array a 2 Arrp;q.Q/.b/.
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Proposition 6.24. Let Q be a Poincaré PMQ. Then Q is coconnected.

Proof. Let Q�1 be as in the proof of Proposition 6.23, let b 2 Q and consider the open,
dense subspace Hur�.Q�1/.b/ � Hur�.Q/.b/. We observe the following:

• The connected components of Hur�.Q�1/.b/ are in bijection with the equivalence
classes of decompositions . Nb1; : : : ; Nbh.b// of b with respect to Q1, where two decompos-
itions are considered equivalent if they are connected by a sequence of standard moves
(see Definition 3.6, and compare with Definition 4.20).

• The space Hur�.Q/.b/ is connected: this follows from the fact that there is a unique
admissible array of minimal dimension in Arr.Q/.b/, namely the array a 2 Arr1;1.Q/
with a1;1 D b and all other entries equal to 1; this array is the image of every other
admissible array in Arr.Q/.b/ under iterated horizontal and vertical face maps.

As argued in the proof of Proposition 6.23, the open inclusion

Hur�.Q�1/.b/ � Hur�.Q/.b/

has complement of codimension � 2, hence it is a bijection on �0.

We conclude the section by considering a locally finite and coconnected PMQ Q, and
by defining a canonical fundamental homology class for the couple of spaces .jArr.Q/.b/j;
jNAdm.Q/.b/j/, for all b 2 yQ. In the following we understand integral coefficients for
homology.

Let Q�1 be as in the proof of Proposition 6.23, and recall that by Lemma 4.23 the
completions of Q�1 and Q agree. Let b 2 yQ, and consider again the open subspace
Hur�.Q�1/.b/ � Hur�.Q/.b/.

By Example 6.20 the space Hur�.Q�1/.b/ is a finite covering of the unordered config-
uration spaceCh.b/..0;1/2/, in particular it admits a natural structure of complex manifold
and thus a canonical orientation. Moreover, since Q is coconnected, Hur�.Q�1/.b/ is
connected, i.e., there is a canonical ground class in H0.Hur�.Q�1/.b//. By Poincaré–
Lefschetz duality we get a canonical fundamental class in the homology group

H2h.b/
�ˇ̌

Arr.Q/.b/
ˇ̌
;
ˇ̌
Arr.Q/.b/

ˇ̌
n Hur�.Q�1/.b/

�
:

Note now that there is a canonical isomorphism of homology groups

H2h.b/
�ˇ̌

Arr.Q/.b/
ˇ̌
;
ˇ̌
NAdm.Q/.b/

ˇ̌�
H2h.b/

�ˇ̌
Arr.Q/.b/

ˇ̌
;
ˇ̌
Arr.Q/.b/

ˇ̌
n Hur�.Q/.b/

�
H2h.b/

�ˇ̌
Arr.Q/.b/

ˇ̌
;
ˇ̌
Arr.Q/.b/

ˇ̌
n Hur�.Q�1/.b/

�Š

due to the fact that all bisimplices of jArr.Q/.b/j of dimension� 2h.b/� 1 are contained
in Hur�.Q�1/b � Hur�.Q/.b/.
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Definition 6.25. Let Q be a coconnected PMQ and b 2 yQ. We denote by�
Arr.Q/.b/;NAdm.Q/.b/

�
2 H2h.b/

�ˇ̌
Arr.Q/.b/

ˇ̌
;
ˇ̌
NAdm.Q/.b/

ˇ̌
IZ
�

the fundamental class constructed above. It is a generator of the homology group

H2h.b/
�ˇ̌

Arr.Q/.b/
ˇ̌
;
ˇ̌
NAdm.Q/.b/

ˇ̌
IZ
�
I

more generally, for any commutative ring R, changing the coefficients from Z to R yields
a canonical fundamental class�

Arr.Q/.b/;NAdm.Q/.b/
�
2 H2h.b/

�ˇ̌
Arr.Q/.b/

ˇ̌
;
ˇ̌
NAdm.Q/.b/

ˇ̌
IR
�
Š R;

generating the top homology group as a free R-module of rank 1.

Part III
Geodesic PMQs associated with symmetric groups

7. Geodesic PMQs associated with symmetric groups

The main examples of PMQs that we study in this series of articles come from symmetric
groups, considered as normed groups. In this section, for d � 2, we consider the PMQ
S

geo
d

, coming from the symmetric group on d letters endowed with the word length norm
with respect to all transpositions. This is the specialisation to symmetric groups of the
absolute length, a well-studied notion for arbitrary Coxeter groups; see for instance [1,
Section 2.4].

We will show that S
geo
d

is coconnected, pairwise determined and Koszul. In fact S
geo
d

is
also Poincaré (see Definition 6.19): the proof of this fact will be given in [4, Theorem 4.1].

The importance of the PMQs S
geo
d

relies on the connection between the Hurwitz
spaces Hur�.Sgeo

d
/, for varying d � 2, and the moduli spaces Mg;n of Riemann sur-

faces of genus g with n ordered and parametrised boundary curves; this connection will
be given in [4].

7.1. The PMQ S
geo
d

and its enveloping group

Definition 7.1. For all d � 2 we will denote by Sd the group of permutations of the set
Œd �D ¹1; : : : ; dº. For i ¤ j 2 Œd �we denote .i; j / 2Sd the transposition that exchanges i
and j . We consider on Sd the word length normN with respect to the generating set of all
transpositions: for � 2Sd ,N.�/ is the smallestm � 0 such that there exist transpositions
t1; : : : ; tm 2 Sd with � D t1 : : : tm.

Note that the sign of a permutation � (i.e., the image of � under the unique surjective
map of groups Sd ! ¹˙1º) can be written as .�1/N.�/. By Definition 4.7 we obtain a
PMQ S

geo
d

. Our first aim is to compute the group G .S
geo
d
/.
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Lemma 7.2. Let d � 2 and let zSd � Z �Sd be the index 2 subgroup containing pairs
.r; �/ 2 Z �Sd such that r has the same parity as � .

Then the norm and the map "geo from Definition 4.8 give an injection of groups�
G .N /; "geo�

WG
�
S

geo
d

�
! Z �Sd

with image the subgroup zSd .

Proof. The group G .S
geo
d
/ is generated by all elements of the form Œ��, where � 2 S

geo
d

.
We have .G .N /; "geo/.Œ��/ D .N.�/; �/ 2 zSd , hence the image of .N; "/ is contained in
zSd . Moreover, if t 2 Sd is any transposition, then .G .N /; "geo/.Œt�2/ D .2; 1/, and the
family of elements of the form .N.�/; �/, together with .2;1/, generate zSd .

Next we show that .G .N /; "geo/ is injective. First, note that the equality 1 D 1 � 1 in
S

geo
d

gives an equality Œ1� D Œ1�2 in G .S
geo
d
/, so that Œ1� D 1 in G .S

geo
d
/. Note also that

every � 2 S
geo
d

with � ¤ 1 can be written as a product t1 � : : : � tN.�/ in S
geo
d

, hence the
generator Œ�� 2 G .S

geo
d
/ is also equal to Œt1� � : : : ŒtN.�/�.

This shows that the elements Œt�, for t varying in the transpositions of Sd , generate
G .S

geo
d
/.

Second, we show that for all transpositions t; t0 2Sd , the equality Œt�2 D Œt0�2 holds in
G .S

geo
d
/. Let � 2 Sd with t0 D � t��1. Then Œt0�2 D Œ��Œt�2Œ���1, using twice the relation

Œt0�D Œ��Œt�Œ���1. On the other hand we have Œt�Œ��Œt��1 D Œ� t� and Œt�Œ� t�Œt��1 D Œ.� t/t�D

Œ��, hence Œt�2 and Œ�� commute. This shows that Œt�2 D Œt0�2.
We denote by z the element Œt�22G .S

geo
d
/, which is the same element for any transposi-

tion t2Sd and is central inG.S
geo
d
/. Note also that z has infinite order, since .G.N /;"geo/.z/

D .2;1/. We have a commutative diagram of central extensions.

1 hzi G .S
geo
d
/ G .S

geo
d
/=hzi 1

1 h.2;1/i zSd
zSd=h.2;1/i 1:

.N ;"/ .G .N/;"geo/ .G .N/;"geo/

The left vertical map is an isomorphism of infinite cyclic groups. The right vertical map is
also an isomorphism: first note that there is an isomorphism zSd=h.2;1/i Š Sd induced
by projection on the second coordinate; second, recall that Sd can be given a presentation
with the following generators and relations:

Generators For all distinct i; j 2 Œd � there is a generator .i; j / D .j; i/.
Relations � .i; j /2 D 1 for all distinct i; j .

� .k; l/.i; j /.k; l/�1 D .i; j / for all distinct i; j; k; l .
� .i; j /.j; k/.i; j /�1 D .j; k/.i; j /.j; k/�1 for all distinct i; j; k.

The relations of second and third type also hold between the elements Œ.i; j /�, that gen-
erate G .S

geo
d
/; by quotienting G .S

geo
d
/ by the subgroup hzi, we impose also the relations

of first type: hence also G .S
geo
d
/=hzi is isomorphic to Sd , and the right vertical map is an

isomorphism. By the five lemma, the middle vertical map is an isomorphism as well.
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In particular the group K.S
geo
d
/ (see Notation 2.12) can be identified with the sub-

group 2Z � zSd .

7.2. Some classical results about symmetric groups

In this subsection we recollect some classical facts, most of which go back to Clebsch [7]
and Hurwitz [20], about sequences of transpositions and standard moves. We do this for
the sake of completeness, and we leave some details to the reader.

Lemma 7.3. Let � 2 Sd be a permutation having a cycle decomposition with k cycles
c1; : : : ; ck , where fixpoints of � count as cycles of length 1; then N.�/ D d � k.

Proof. Any collection of transpositions ¹t1; : : : ; trº � Sd generates a subgroup of Sd of
the form SP1

� : : :SP`
� Sd , for some partition .P1; : : : ;P`/ of Œd �. The pieces of the

partition Pi are the connected components of the graph having as vertices the elements
of Œd �, and having one edge between j and j 0 for any transposition ti D .j; j 0/. The
number ` of connected components of this graph is at least d � r , so we get the inequality
r � d � `.

Let now � D t1 : : : tr be a factorisation of � exhibiting r D N.�/. Then each cycle ci ,
considered as a subset of Œd �, is contained in some piece of the partition .P1; : : : ;P`/ of
Œd � associated with the set of transpositions ¹t1; : : : ; trº, since the action of � is transitive
on the set ci and since � 2SP1

� : : :SP`
. This implies that k � `, hence d � ` � d � k.

Putting together the two inequalities, we obtain N.�/ � d � k.
On the other hand, one can factor each cycle ci into jci j � 1 transpositions, and get in

this way a factorisation of � into precisely
Pk
iD1.jci j � 1/ D d � k transpositions. See

for instance the monotone decomposition described below.

Lemma 7.4. Let � 2 Sd be a permutation and t D .i; i 0/ 2 Sd be a transposition. Then
N.t�/ D N.�/C 1 if i and i 0 belong to different cycles of the cycle decomposition of � ,
and N.t�/ D N.�/ � 1 otherwise.

Proof. Let c and c0 be the cycles containing i and i 0 respectively. If c and c0 are distinct
cycles, then the cycle decomposition of � t consists of all cycles of � different from c and
c0, plus a cycle Qc which is a concatenation of c and c0:

Qc D
�
i; �.i/; �2.i/; : : : ; ��1.i/; j; �.j /; : : : ; ��1.j /

�
:

The statement follows in this case from the formula for N in terms of the number of
cycles, given in Lemma 7.3.

If instead cD c0, then the cycle decomposition of � t consists of all cycles of � different
from c, plus two cycles Oc and Oc0 giving a splitting of c, and containing i and i 0 respectively:

Oc D
�
i; �.i/; : : : ; ��1.j /

�
I Oc0 D

�
j; �.j /; : : : ; ��1.i/

�
:

Again the statement follows from the formula for N from Lemma 7.3.
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The same result holds in Lemma 7.4 if we consider the product � t instead of t� . The
following corollary is a direct generalisation of Lemma 7.4.

Corollary 7.5. Let �; � 2 Sd and suppose that N.��/ D N.�/CN.�/. Let c be a cycle
in the cycle decomposition of � , and consider c as a subset of Œd �. Then c is contained in
some cycle c0 of the cycle decomposition of �� .

Proof. Let � D t1 : : : tr be a minimal decomposition of � in transpositions, with r DN.�/.
Then the hypothesis N.��/ D N.�/CN.�/ and the triangular inequality imply that, for
all 0 � j � r we also have N.� t1 : : : tj / D N.�/C j . In particular for 1 � j � r we
have the equality N.� t1 : : : tj�1/C 1 D N.� t1 : : : tj /, which by Lemma 7.4 implies that
each cycle of � t1 : : : tj�1 is contained in some cycle of � t1 : : : tj . In particular each cycle
of � is contained in some cycle of �� .

Definition 7.6. The height of a permutation � 2 Sd , denoted by ht.�/, is the greatest
index i 2 Œd � such that �.i/ ¤ i .

Each permutation � 2Sd admits a unique decomposition � D t1 : : : ; tN.�/ into trans-
positions with ht.t1/ < � � �< ht.tN.�//. We call this the monotone decomposition of � into
transpositions.

The monotone decomposition can be computed recursively by setting

tN.�/ WD
�

ht.�/; ��1
�

ht.�/
��
;

and noting that � 0 WD � tN.�/ is a permutation of norm N.� 0/ D N.�/ � 1 and height
ht.� 0/ < ht.�/. In fact the transposition .ht.�/; ��1.ht.�/// is the unique possible choice
to ensure that ht.� 0/ < ht.�/.

Notation 7.7. We denote by .t�1 ; : : : ; t
�
N.�/

/ the monotone decomposition of a permutation
� 2 Sd . It is the empty sequence for � D 1.

Lemma 7.8. Let .t1; : : : ; tr / be a decomposition of � 2Sd into transpositions, witnessing
r D N.�/. Then there is a sequence of standard moves transforming .t1; : : : ; tr / into
.t�1 ; : : : ; t

�
r /.

Proof. It suffices to find a sequence of standard moves transforming .t1; : : : ; tr / into a
decomposition .t01; : : : ; t

0
r / of � with ht.t0r /D ht.�/ and ht.t0i / < ht.�/ for all 1� i � r � 1:

then the permutation � 0 D � t0r D t01 : : : t
0
r�1 satisfies ht.� 0/ < ht.�/, whence t0r D t�r ; we

can then proceed by induction on � 0, which has both smaller height and smaller norm
than � .

Note that by Lemma 7.4 each transposition ti satisfies ht.ti / � ht.�/. Suppose that
there is an index i with ht.ti / D ht.�/ > ht.tiC1/; then we can replace .ti ; tiC1/ by
.tiC1; t

tiC1
i /, thus moving the transposition with maximal height to right.

By repeating this procedure, we can assume that there is an index 1 � i � r such that
t1; : : : ; ti�1 have height strictly less than ht.�/, whereas ti ; : : : ; tr have height equal to
ht.�/. Suppose i < r and note that ti ¤ tiC1, otherwise their product would be 1 2 Sd
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and thus the norm of � would be at most r � 2. By a standard move we can replace
.ti ; tiC1/ by .tti

iC1; ti / (here we rewrite as ti the exponent, which should be t�1i ). The
crucial observation is that tti

iC1 has height strictly less than ht.ti / D ht.tiC1/ D ht.�/.
By repeating the last procedure, we can assume that the only transposition ti satisfying

ht.ti / D ht.�/ is tr , as desired.

Lemma 7.9. Let .t1; : : : ; tr / be a sequence of transpositions in Sd that generate Sd as
a group. Let .j; j 0/ be a transposition in Sd . Then there is a sequence of standard moves
transforming .t1; : : : ; tr / into a sequence .t01; : : : ; t

0
r / with t0r D .j; j 0/.

Proof. The statement is obvious for d D 2, so we assume d � 3. Note that it suffices to
prove the statement in the case j 0 D d , as the statement is invariant under conjugation
of permutations in Sd . So we wish to achieve a sequence of transpositions ending with
.d; j /, for a fixed 1 � j � d � 1.

By using the procedures described in the proof of Lemma 7.8, we can operate a
sequence of standard moves and reach a sequence .Ot1; : : : ; Otr / for which there exists an
index 1 � i � r � 1 satisfying the following:

• the transpositions Ot1; : : : ; Oti have height < d ;

• OtiC1 D � � � D Otr D .d; J / for some 1 � J � d � 1.

If J D j we are done; otherwise we use the inductive hypothesis on the sequence
Ot1; : : : ; Oti , which generates Sd�1: possibly after a suitable sequence of standard moves on
these i transpositions, we can assume that Oti D .j; J /. We can now replace .Oti ; OtiC1/ D
..j; J /; .J; d// with ..J; d/; .d; j //; we can then move .d; j / to the end of the sequence,
replacing thus each further occurrence of .J; d/ with .j; J /.

Lemma 7.10. Let � 2 Sd be a permutation of height d , let .t1; : : : ; tr / be a sequence of
transpositions generating Sd , such that � D t1 : : : tr . Then there is a sequence of standard
moves transforming .t1; : : : ; tr / into a sequence .t01; : : : ; t

0
r / with t01; : : : ; t

0
r�1 of height

< d , and t0r D .d; ��1.d//.

Proof. The statement is obvious for d D 2, so assume d � 3. Use the procedure of Lem-
mas 7.8 and 7.9, and note that the new sequence .Ot1; : : : ; Otr / satisfies OtiC1 D � � � D Otr D
.d; ��1.d// for some i < r with r � i odd. If r � i D 1 we are done, so assume r � i � 3.

Fix any j <d with j ¤��1.d/. By Lemma 7.9 we can assume OtiD.j; ��1.d//, pos-
sibly after applying a sequence of standard moves on .Ot1; : : : ; Oti /: in fact the transpositions
Ot1; : : : ; Oti generate Sd�1. By a suitable sequence of 4 standard moves we can then replace

.Oti ; OtiC1; OtiC2/ D
��
j; ��1.d/

�
;
�
d; ��1.d/

�
;
�
d; ��1.d/

��
with ..j; ��1.d//; .d; j /; .d; j //. We obtain a sequence .Qt1; : : : ; Qtr / such that Qt1; : : : ; Qti
have height < d , whereas QtiC1; : : : ; Qtr have height d and are not all equal.

We can now repeat the second part of the procedure of Lemma 7.8 to the sequence
.Qt1; : : : ; Qtr /, obtaining a sequence .t01; : : : ; t

0
r / such that t01; : : : ; t

0
i 0 have height < d , and

t0i 0C1; : : : ; t
0
r are equal and have height d , for some i 0 � i C 2. Possibly after iterating the

entire procedure, we can assume i 0 D r � 1.
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Proposition 7.11. Let .t1; : : : ; tr / and .t01; : : : ; t0r / be two sequences of transpositions
of the same length r , suppose ht1; : : : ; tri D ht01; : : : ; t

0
ri D Sd , and also assume that

there is � 2 Sd with � D t1 : : : tr D t01 : : : t
0
r . Then there is a sequence of standard moves

transforming .t1; : : : ; tr / into .t01; : : : ; t
0
r /.

Proof. The statement is obvious for d D 2, so we assume d � 3. If ht.�/ D d , by
Lemma 7.10 we can assume, up to changing both sequences of transpositions by suit-
able sequences of standard moves, that tr D t0r D .d; ��1.d// and all other transpositions
ti and t0i have height < d . We then have t1 : : : tr�1 D t01 : : : t

0
r�1 and ht1; : : : ; tr�1i D

ht01; : : : ; t
0
r�1i D Sd�1, so we can conclude by inductive hypothesis on r and d .

If ht.�/ < d , by Lemma 7.9 we may assume tr D t0r D .d; d � 1/. Let � 0 WD � �

.d; d � 1/ D t1 : : : tr�1 D t01 : : : t
0
r�1 and note that d � 1 and d belong to the same cycle

of the cycle decomposition of � 0. We claim that ht1; : : : ; tr�1i DSd . Suppose instead that
ht1; : : : ; tr�1i D SP1

� � � � �SP`
, for a proper partition .P1; : : : ;P`/ of Œd �. Then the

elements d � 1 and d belong to the same cycle of � 0, which is entirely contained in one
piece of the partition: it follows that t1; : : : ; tr also generate SP1

� � � � �P`, contradicting
the assumption that they generate the entire Sd .

In a similar way ht01; : : : ; t
0
r�1i D Sd . We conclude by induction on r .

7.3. Consequences for S
geo
d

Using the results of the previous subsection we can prove the following properties of S
geo
d

.

Lemma 7.12. The PMQ S
geo
d

is coconnected and pairwise determined.

Proof. Being coconnected is the statement of Lemma 7.8. To prove that Sd is pairwise
determined, we note that a sequence of elements t1; : : : ; tr 2 .S

geo
d
/1 does not admit

a product in S
geo
d

precisely when the product permutation � WD t1 : : : tr 2 Sd satisfies
N.�/ < r ; on the other hand a product of two transpositions t and t0 is not defined in S

geo
d

if and only if tD t0. The statement of the lemma is obvious for d D 2, so we assume d � 3
henceforth.

If no transposition ti has height d , the inductive hypothesis on d � 1 ensures that there
is a sequence of standard moves transforming the sequence .t1; : : : ; tr / into a sequence
ending with two equal transpositions. Otherwise assume that some ti has height d . We
can use on .t1; : : : ; tr / the procedure of Lemma 7.8, thus transforming the sequence into a
sequence .t01; : : : ; t

0
r /with t01; : : : ; t

0
i of height< d and t0iC1 D � � � D t0r having height d , for

some 1� i � r � 1. If i � r � 2we have reached a situation with two equal transpositions,
so we can assume i D r � 1.

In particular, if i D r � 1, we have that ht.�/ D d and t0r D .d; ��1.d// D t�
N.�/

.
It follows that � 0 WD � � t0r D t01 : : : t

0
r has norm N.� 0/ D N.�/ � 1, and � 0, as well as

all transpositions t01; : : : ; t
0
r�1 can be regarded as permutations in Sd�1. We conclude by

inductive hypothesis on the sequence t01; : : : ; t
0
r�1 of elements of norm 1 in S

geo
d�1

.

We can in fact give a complete description of the completion bSgeo
d

of S
geo
d

.
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Proposition 7.13. The complete PMQ bSgeo
d

is the set of all sequences

.� IP1; : : : ;P`I r1; : : : ; r`/;

where � 2Sd , .P1; : : : ;P`/ is a partition of Œd � and r1; : : : ; r` � 0, satisfying the follow-
ing properties:

(1) � 2 SP1
� � � � �SP`

;

(2) rj � 2jPj j �N.� jPj / � 2 for all 1 � j � `;

(3) rj has the same parity as N.� jPj / 2 SPj , for all 1 � j � `.

Conjugation by .� IP1; : : : ;P`I r1; : : : ; r`/ sends

.� 0IP01; : : : ;P
0
`0 I r
0
1; : : : ; r

0
`0/ 7!

�
.� 0/� I ��1.P01/; : : : ; �

�1.P0`0/I r
0
1; : : : ; r

0
`0

�
:

The product of .� IP1; : : : ;P`I r1; : : : ; r`/ and .� 0IP01; : : : ;P
0
`0
I r 01; : : : ; r

0
`0
/ is the

sequence .�� 0IP001; : : : ;P
00
`00
I r 001 ; : : : ; r

00
`00
/, where .P001; : : : ;P

00
`00
/ is the finest partition which

is coarser than both .P1; : : : ;P`/ and .P01; : : : ;P
0
`0
/, and where, for all 1 � j � `,

r 00i D
X

j WPj�P00i

rj C
X

j 0 WPj 0�P00i

rj 0 :

In the statement of Proposition 7.13, the partition .P1; : : : ;P`/ is unordered, as well
as the sequence of numbers r1; : : : ; r`; still each piece Pj of the partition is associated
with its corresponding number rj .

Proof of Proposition 7.13. By Lemma 7.12 the PMQ S
geo
d

is coconnected, hence its com-
pletion bSgeo

d
can be computed as the completion of .Sgeo

d
/1: thus an element of bSgeo

d
is an

equivalence class of sequences .t1; : : : ; tr / of elements in .Sgeo
d
/1, where two sequences

are equivalent if they can be transformed into another by standard moves. With a sequence
.t1; : : : ; tr / we can associate the following, which are invariants under standard moves:

• the product � WD t1 : : : tr 2 Sd ;

• the unordered partition .P1; : : : ;P`/ of Œd �, with ht1; : : : ; tri D SP1
� � � � �SP`

;

• for each partition piece Pj , the number rj of transpositions ti belonging to the symmet-
ric group SPj .

Properties (1)–(3) in the statement of the proposition ensure that, vice versa, a sequence
.� IP1; : : : ;P`I r1; : : : ; r`/ can be achieved from a suitable sequence of transpositions
.t1; : : : ; tr /. Indeed, if (1)–(3) are satisfied, one can let r WD r1 C � � � C r` and define
.t1; : : : ; tr / as the concatenation of .t�1 ; : : : ; t

�
N.�/

/ with a choice of .r �N.�//=2 pairs of
equal transpositions .t; t/, chosen in such a way that, for all 1 � j � `, there are precisely
rj � N.� jPj /=2 pairs with t 2 SPj ; since rj � N.� jPj /=2 � jPj j � N.� jPj / � 1, and
since the last expression is 1 less than the number of cycles of � jPj , we can also ensure
that t1; : : : ; tr generate precisely the subgroup SP1

� � � � �SPr
.
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Vice versa, if two sequences of transpositions .t1; : : : ; tr / and .t01; : : : ; t
0
r 0/ give rise

to the same sequence .� IP1; : : : ;P`I r1; : : : ; r`/, then r D
P`
jD1 rj D r

0; since trans-
positions lying in two different factors SPj and SPj 0 commute, up to operating suitable
sequences of standard moves we can assume that both .t1; : : : ; tr / and .t01; : : : ; t

0
r 0/ are

concatenations of smaller sequences in the following way:

• for all 1 � j � ` there is a sequence of transpositions .tj;1; : : : ; tj;rj / in SPj , and
.t1; : : : ; tr / is the concatenation of .t1;1; : : : ; t1;r1/; : : : ; .t`;1; : : : ; t`;r`/;

• for all 1 � j � ` there is a sequence of transpositions .t0j;1; : : : ; t0j;rj / in SPj , and
.t01; : : : ; t

0
r / is the concatenation of .t01;1; : : : ; t

0
1;r1
/; : : : ; .t0

`;1
; : : : ; t0

`;r`
/.

We can then apply Proposition 7.11 to each of the ` pairs of corresponding sequences
.tj;1; : : : ; tj;rj / and .t0j;1; : : : ; t0j;rj /, showing that these sequences of transpositions are
connected by a sequence of standard moves. Concatenating, we obtain that also .t1; : : : ; tr /
and .t01; : : : ; t

0
r / are connected by a sequence of standard moves.

In this way, we have shown that S
geo
d

is in bijection with the set of sequences .� I
P1; : : : ;P`I r1; : : : ; r`/ satisfying properties (1)–(3). The description of conjugation and
product in light of this bijection is straightforward.

LetR be a commutative ring. It follows from Theorem 4.28 that the PMQ-ringRŒSgeo
d
�

is isomorphic to the free associativeR-algebra with the following generators and relations:

Generators For all x < y 2 Œd � there is a generator JxyK D JyxK.
Relations JxyK2 D 0 for all distinct x; y 2 Œd �.

JxyKJyzK D JyzKJzxK D JzxKJxyK for all distinct x; y; z 2 Œd �.
JxyKJzwK D JzwKJxyK for all distinct x; y; z; w 2 Œd �.

The following proposition is a reformulation of a theorem of Visy [37]. The proof is
taken from [2, p. 108].

Proposition 7.14. Let d � 2; then the normed PMQ S
geo
d

is Koszul over any commutative
ring R.

Proof. We will prove thatRŒSgeo
d
� admits a Poincaré–Birkhoff–Witt (PBW) basis: a result

by Priddy [31] then ensures that RŒSgeo
d
� is Koszul; see also [30, Chapter 4, Theorem 3.1].

We give a total order � on the generators of RŒSgeo
d
�: let JxyK and Jx0y0K be two

different generators, with x < y and x0 < y0; then JxyK � Jx0y0K if and only if y < y0,
or y D y0 and x < x0. We give the lexicographic order, also denoted by �, to the set
¹.JxyK; Jx0y0K/º of pairs of generators.

For a transposition t D .x; y/ 2 Sd we denote by JxyK the corresponding generator
of RŒSgeo

d
�. More generally, for � 2 Sd we denote by J�K 2 RŒSgeo

d
� the generator cor-

responding to � ; recall that the elements J�K, for varying � 2Sd , form a basis of RŒSgeo
d
�

as a free R-module.
Define � � ¹.JxyK; Jx0y0K/º as the subset containing pairs .JtK; Jt0K/ such that the

product
JtKJt0K 2 RŒSgeo

d
�
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cannot be expressed as a linear combination of the form
Pm
iD1�iJtiKJt0iK, with .JtiK;Jt0iK/�

.JtK; Jt0K/ for all i . A PBW-monomial in the generators JxyK is then a monomial Jt1K � : : : �
JtpK with .JtiK; JtiC1K/ 2 � for all 1 � i � p � 1, and our aim is to prove that PBW-
monomials form a basis of RŒSgeo

d
� as a free R-module, called PBW-basis.

By the relations in the presentation ofRŒSgeo
d
� it is straightforward to see that .JtK; Jt0K/

2 � if and only if ht.t/ < ht.t0/.
Recall that every permutation �2Sd has a unique monotone decomposition t�1 : : : t

�
N.�/

with ht.t1/ < � � �< ht.tN.�//; vice versa every product t1 � : : : tp , with ht.t1/ < � � �< ht.tp/
gives a permutation � 2 Sd of norm p.

This shows that PBW-monomials form precisely the standard basis of elements J�K of
RŒS

geo
d
�.

Appendix: A brief discussion on partially multiplicative racks
A rack with unit is as a set R with a marked element 1 2 R, called unit, and a binary
operation R �R! R, called conjugation and denoted .a; b/ 7! ab , such that all prop-
erties of Definition 2.1 are satisfied, except possibly property (3). A morphism of racks is
required to preserve the unit and the conjugation.

A partially multiplicative rack (PMR) is then a set R with compatible structures of
partial monoid and rack, i.e., satisfying all properties of Definition 2.4 with the word
“quandle” replaced by the word “rack”. PMRs form a category PMR, with morphisms
those maps of sets that preserve unit, conjugation and partial multiplication.

All definitions from Section 2.1 extend naturally to the setting of racks. We have a
fully faithful inclusion of categories PMQ � PMR; the next example shows that it is not
an equivalence.

Example A.1. Let R D ¹1; a; bº be a rack with conjugation given by ab D aa D b and
bb D ba D a. Then R is not a quandle. If we consider R as a PMR with trivial multiplic-
ation, we obtain an example of a PMR which is not a PMQ.

In fact, all definitions and results in Sections 2, 4, 5 and 6 can be generalised to the
context of PMRs. In particular:

• every PMR R can be completed to a complete PMR (or multiplicative rack) yR;

• for every complete PMR yR and every category A we have a category XA. yR/ of yR-
crossed object in A, which is a functor yR== yR ! A, where yR== yR is defined precisely
as in Definition 6.1, replacing yQ by yR;

• if A is (braided) monoidal, then XA. yR/ is also (braided) monoidal;

• for an augmented PMR R we can define a simplicial Hurwitz space Hur�.R/, arising as
the difference of the geometric realisations of thebisimplicial sets Arr.R/and NAdm.R/,
which are defined precisely as in Definitions 6.6 and 6.11;

• for an augmented PMR R the double bar construction B�;�.RŒR�;R; "/ gives rise, after
passing to the associated total chain complex, to the cellular chain complex of the pair
.jArr.R/j; jNAdm.R/j/.
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The only results which do not admit a direct generalisation to PMRs are those in
Section 3, in particular Theorem 3.3. In the following we discuss what complications
arise. First, we note that the fully faithful inclusion of categories PMQ � PMR has a
right adjoint.

Definition A.2. Let R be a PMR. An element a 2R is quandle-like if aa D a. We denote
by RPMQ � R the subset of quandle-like elements.

Lemma A.3. Let R be a PMR. Then RPMQ inherits from R a structure of PMQ, such that
the inclusion RPMQ �R is a map of PMRs. Moreover for any PMQ Q, any map of PMRs
 WQ! R has image contained in RPMQ.

Proof. It is clear that 1 is quandle-like, so it belongs to RPMQ and provides the unit. For
all quandle-like a; b we have to check the following:

• ab is quandle-like: indeed .ab/a
b
D .aa/b because R is a PMR, and .aa/b D ab since

a is quandle-like;

• if ab is defined in R, then it is quandle-like: indeed .ab/ab D aabbab D .aa/b.ba/b D
.aa/b.bb/a

b
because R is a PMR, the last expression is equal to abba

b
because a and b

are quandle-like, and abba
b
D bab D ab because R is a PMR.

This shows that RPMQ is a PMQ, and inclusion RPMQ � R is a map of PMRs. If Q is any
PMQ and  WQ! R is a map of PMRs, then the equality aa D a for a 2 Q implies the
equality  .a/ .a/ D  .a/ in R, hence  .a/ 2 RPMQ.

The previous lemma shows that the assignment R 7! RPMQ gives the right adjoint
.�/PMQWPMR! PMQ to the inclusion PMQ � PMR.

In [3] we will introduce a “coordinate-free” definition of Hurwitz spaces: the definition
is quite general, and it includes, for each PMQ Q, the definition of a space Hur..0;1/2IQ/,
containing configurationsP �.0;1/with the additional datum of a monodromy , defined
on certain loops of C n P and with values in Q.

More precisely, a configuration in Hur..0; 1/2IQC/ takes the form of a pair .P;  /,
where P � .0; 1/2 is a finite subset, and  WQ.P /!Q is a map of PMQs. Here we define
Q.P / � �1.C n P; �/ to be the union of ¹1º and all conjugacy classes corresponding to
simple closed curves in C nP spinning clockwise around precisely one point ofP . The set
Q.P / is a PMQ with trivial multiplication. As in Section 6.5, we let � D �

p
�1 2 C nP

be the basepoint for the fundamental group of C n P .
Suppose now that R is any PMR, and let us define the set Hur..0; 1/2IR/, in the most

straightforward way, as the set of pairs .P;  /, where P � .0; 1/2 is a finite subset and
 WQ.P /!R is a morphism of PMRs; then by Lemma A.3 the image of is contained in
RPMQ, and in fact the set Hur..0; 1/2IR/ is in bijection with the set Hur..0; 1/2IRPMQ/.
This means that only the quandle-like part of R is involved in the definition of the set
Hur..0; 1/2IR/, or, in other words, the definition of the set Hur..0; 1/2IR/ is only inter-
esting when R is a PMQ.
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