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Discrete and continuous Muttalib–Borodin
processes: The hard edge

Dan Betea and Alessandra Occelli

Abstract. In this note, we study a natural measure on plane partitions giving rise to a cer-
tain discrete-time Muttalib–Borodin process (MBP): each time slice is a discrete version of a
Muttalib–Borodin ensemble (MBE). The process is determinantal with explicit-time-dependent
correlation kernel. Moreover, in the q ! 1 limit, it converges to a continuous Jacobi-like MBP
with Muttalib–Borodin marginals supported on the unit interval. This continuous process is
also determinantal with explicit correlation kernel. We study its hard-edge scaling limit (around
0) to obtain a discrete-time-dependent generalization of the classical continuous Bessel kernel
of random matrix theory (and, in fact, of the Meijer G-kernel as well). We lastly discuss two
related applications: random sampling from such processes and their interpretations as models
of directed last passage percolation (LPP). In doing so, we introduce a corner growth model
naturally associated to Jacobi processes, a version of which is the “usual” corner growth of
Forrester–Rains in logarithmic coordinates.

1. Introduction

Background. Muttalib–Borodin ensembles (MBEs for short) are probability mea-
sures on n points 0 < x1 < � � � < xn of the form

P .x1 2 dx1; : : : ; xn 2 dxn/ D Z
�1

Y
1�i<j�n

.xj � xi /.x
�
j � x

�
i /

nY
iD1

e�V.xi /;

where � > 0, V is a potential, and Z is the normalization constant (partition func-
tion). These ensembles were introduced by Muttalib [49] as generalizations of random
matrix ensembles that are at the same time toy models for disordered conductors. He
observed that these ensembles are determinantal and hoped that further analysis could
be carried out in some (so-called integrable) cases. Borodin achieved this in [13],
explicitly computing the correlation kernels when the weight w.x/ D e�V.x/ is the
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(degenerate) Jacobi weight, the Laguerre and the (generalized) Hermite weight. In his
most general case when w.x/ D x˛1Œ0;1�, he further proved the following hard-edge
(scaling around 0) limit result:

lim
n!1

P
�
n1C

1
� x1 > s

�
D det.1 �KB/L2.0;s/:

Here, the right-hand side is a Fredholm determinant for the integral operatorKB with
kernel

KB.x; y/ D �

Z 1

0

J˛C1
�
; 1
�
.xt/J˛C1;� ..yt/

� /.xt/˛dt (1.1)

(“B” for Borodin), where Ja;b is Wright’s function [29, Volume 3, Chapter 18, equa-
tion (27)]

Ja;b.x/ D

1X
kD0

.�x/k

kŠ�.aC bk/
: (1.2)

In this paper, starting from a discrete model on plane partitions, we introduce
(space-) discrete and continuous Muttalib–Borodin processes (MBPs). There are dis-
crete extended-time versions of MBEs: each slice is an appropriate MBE. The con-
tinuous MBPs have as weights (mild) generalizations of Borodin’s Jacobi weight.
They are the space-continuous limit of a discrete MBP coming from the study of
plane partitions and already briefly introduced, mildly disguised, in [33, Section 2.4].
We show that both the discrete and continuous MBPs are determinantal with explicit
correlation kernels. We further compute the hard-edge limit for both and obtain a dis-
crete time extension of Borodin’s kernel. Finally, we discuss natural interpretations
of the hard-edge last particle position as a certain directed last-passage percolation
(LPP) time in an inhomogeneous environment. At the finite pre-limit level, some (but
not all) of these connections are classical [33]. The asymptotics of these LPP times
nevertheless becomes interesting in the scaling limit. Special cases have asymptotic
distributions which interpolate between the classical Tracy–Widom GUE distribu-
tion [60] (found at the soft edge of correlated systems) and the Gumbel distribution
(the edge/maximum of iid random variables). The interpolation is provided by the
continuous Bessel kernel of random matrix theory [32, 61], and in this regard, our
results are similar to Johansson’s [39].

Related work. Before we state our main results, let us comment on previous works
relevant to ours. In this paper, we will utilize the tool of (principally specialized) Schur
processes [55] and measures [54] as our starting point. Forrester–Rains [33, Section
2.4] already mention our discrete MBEs below, coming from principally specialized
Schur measures, but they do not analyze these measures any further as they are mostly
interested in the continuous limit. Borodin–Gorin–Strahov [18] also use principally
specialized Schur processes but have a different goal than ours: providing overarching
combinatorial interpretations of matrix corner product processes.
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The works of Adler–van Moerbeke–Wang [1] and Forrester–Wang [34], respec-
tively, compute the same correlation functions we are computing, at least in the contin-
uous setting, using minor processes and interlacing sequences. In particular, the latter
gives a minor process interpretation of MBEs analogous to that discussed in [18].
Furthermore, [18]—while not addressing MBEs—is a good bridge between the minor
process interpretation of such densities and the Schur process limit. Lastly, one of the
results of [1] worth mentioning is the appearance of the Pearcey process in the asymp-
totics of large passage percolation models discussed below, an interesting result in
itself.

On the analytical side, Kuijlaars and Molag [43, 48] and Wang and Zhang [63]
have shown that Borodin’s hard-edge kernel (1.1) is universal for a wide range of
potentials, when ��1 2N and when � 2N, respectively. The same kernel and its vari-
ants appear extensively in random matrix literature (and sometimes in combinatorics)
under the name MeijerG-kernel. See [2,4,18,44] and references therein. Our kernel of
Theorem 2.13 and Proposition 2.18 seems to generalize (a simple version of) the Mei-
jer G-kernel by replacing the Meijer G-function with the Fox H -function—see [35]
for both functions and for some Fourier analytic context, where they appear. Finally,
our Theorem 2.25 is an extension of Johansson’s [39, Theorem 1.1a]. Finally, it is
worth mentioning the works of Charlier [23] (for weights with an arbitrary number
of Fisher–Hartwig singularities) and of Claeys–Romano [26] (for the characterization
of the equilibrium measure of the ensemble by analyzing the corresponding vector
Riemann–Hilbert problem).

Main contributions. Our main contributions are threefold (and a half).

• We introduce, via plane partitions, discrete Muttalib–Borodin processes (MBPs)
which are extended-time versions of the similar ensembles already introduced by
Forrester–Rains [33], and we show that they are determinantal point processes
with explicit correlation kernels. This is contained in Theorems 2.1 and 2.4.

• In the q ! 1� limit of the above (where q is a natural parameter), we introduce
continuous MBPs which are time extensions of the ensembles of Borodin [13]
and [33]. We show that these too are determinantal with explicit kernels. Further-
more, we show that at the hard edge of the support the kernel converges to the Fox
H -kernel, a generalization of the random matrix hard-edge kernels of Bessel [61]
and Meijer G-type1. See Theorems 2.7, 2.9, and 2.13.

• We naturally connect the hard-edge limits obtained to two natural models of
last passage percolation with inhomogeneous weights: one in an infinite geom-
etry, where the weights decay rapidly, and one in finite geometry (which then

1For the appearance of the Meijer G-kernel using our discrete technique and limit, see [18],
where the focus is on so-called “corner processes” in products of random matrices.
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becomes infinite in the limit). In both cases, we study fluctuations of the last
passage time; in the first case, we see that the asymptotic distribution interpo-
lates [39] between two “classical” extreme statistics distributions: Gumbel and
Tracy–Widom GUE [60]. These are Theorems 2.21 and 2.25. See also Remark
2.23 for the interpolation property. As a byproduct of our interest in last passage
percolation, we also discuss (existing) and introduce (new) exact sampling algo-
rithms for the discrete and continuous MBPs we study. Informally speaking, they
are variations on the Robinson–Schensted–Knuth correspondence [41] as reinter-
preted by Fomin [30, 31].

Finally, there is a secondary and less quantifiable contribution we make with this note.
We attempt to give as many equivalent formulas (and statements) for the encountered
objects (and results) as is possible and feasible, perhaps out of a sentimental and
(mis)guided belief in the unity of mathematics.

Outline. In Section 2, we introduce the models under study and state the main results,
split along the lines described above: discrete results, continuous results, and last
passage percolation results. The discrete results are proven in Section 3, the con-
tinuous ones in Section 4, and the last passage percolation results have proofs in
Section 5 which also contains (and starts with) the random sampling algorithms dis-
cussed above. We conclude in Section 6. In Appendix A, we list alternative formulas
for the relevant correlation kernels we discuss; we choose this route to minimize the
technicalities of Section 2.

Notations. Many of our formulas depend on whether a number is positive or not. We
will use the following standard notation to denote positive and negative parts of a real
(in our cases always integer) number s:

sC D max.0; s/; s� D .�s/C D max.�s; 0/ (1.3)

so that s D sC � s�. We nonetheless write, whenever feasible, a more detailed version
of the formula in which we employ this notation, as it can get confusing.

The Pochhammer and q-Pochhammer symbols of length n andm, respectively, are
defined as

.x/n D
Y
0�i<n

.x C i/ D
�.x C n/

�.x/
; .xI q/m D

Y
0�i<m

.1 � xqi /;

where q is a number (usually in Œ0; 1/), � is the Euler gamma function, and n 2 N

and m 2 N [ ¹1º (if n;m D 0, both equal 1). Notice that

.xI q/m D .xI q/1=.xq
m
I q/1

for m finite.
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2. Main results

2.1. Plane partitions and discrete Muttalib–Borodin processes

We use the language of (plane and ordinary) partitions to state our first set of discrete
results.

A partition �D .�1 � �2 � � � � � 0/ is a sequence of non-increasing non-negative
integers which is eventually zero. The non-zero entries �i > 0 are called parts and
their number is the length denoted by `.�/. The size of the partition �, denoted by j�j,
is the sum of all its parts j�j D

P
i �i . The empty partition of size 0 is denoted by ;.

Two partitions are called interlacing, and we write � � � if

�1 � �1 � �2 � �2 � � � � :

A plane partition ƒ with base in an M � N rectangle for 1 � M , N 2 N is
an array ƒ D .ƒi;j /1�i�M;1�j�N of non-negative integers satisfying ƒi;jC1 � ƒi;j
and ƒiC1;j � ƒi;j for all appropriate i , j . It can be viewed in 3D as a pile of cubes
atop an M �N floor of a room (rectangle), where we place ƒi;j cubes above integer
lattice point .i; j / (starting from the “back corner” of the room). See Figure 1 for an
example.

Let us fix real parameters 0 � a, q < 1, and �; � � 0 2 and positive integers M ,
N . Without loss of generality, we fix throughout M � N .

Consider the plane partition ƒ in Figure 1 with base in an M � N rectangle. We
call the central volume (the word trace is more customary in the literature) the total
number of cubes on the central slice (marked in red). The number of cubes strictly to
the right of the central slice is the right volume; the cubes to the left give rise to the
left volume. The measure we study on such objects is

P .ƒ/ / q� left vol�aq �C�2 �central vol
q� right vol: (2.1)

Plane partitions ƒ D .ƒi;j /1�i�M;1�j�N with base in an M � N rectangle can be
seen as a sequence of M CN C 1 interlacing regular integer partitions

ƒ D
�
; D �.�M/

� �.�MC1/ � � � � � �.0/ � � � � � �.N�1/ � ; D �.N/
�

(2.2)

via

�.t/ D

´
.ƒkCjt j;k/k�1 if t � 0;

.ƒk;kCt /k�1 if t > 0:

2These restrictions can be somewhat relaxed though with little benefit for our exposition, so
we will not do this here.



D. Betea and A. Occelli 626

N M N M

�.�M/ � � � � � �.�2/ � �.�1/ � �.0/ � �.1/ � � � � � �.N/

jj jj jj jj

; .3;2;1/ .7;3;1;1;0/ ;

Figure 1. Left: a plane partition ƒ with base in an M � N rectangle for .M; N / D .5; 6/.
The columns of cubes contributing to the left volume .D 19/, central volume .D 12/ and right
volume .D 30/ in equation (2.1) have lids shaded in different colors. Right: the sequence of
interlacing partitions and, up to a shift, the points of the point process associated to ƒ. We have
left vol D

P�1
iD�M j�

.i/j D 19, central vol D j�.0/j D 12, and right vol D
PN
iD1 j�

.i/j D 30.

(This is depicted in Figure 1; each partition is a “vertical slice” of ƒ with parts given
by the non-zero heights of the horizontal lozenges on that slice.) We think of t as
discrete time. The interlacing constraints dictate that the partition at time t has length
at most Lt :

`.�.t// � Lt ; with Lt D

´
M � jt j if �M � t � 0;

min.N � t;M/ if 0 < t � N:
(2.3)

The sequence of partitions ƒ gives rise to a point process on ¹�M; : : : ; �1; 0;
1; : : : ;N º �N with exactly Lt points at time �M � t � N . (This means no points at
the extremities.) The distinct particle positions at time t , denoted by l .t/, are obtained
by a deterministic shift3:

l
.t/
i D �

.t/
i CM � i; 1 � i � Lt :

We note that the ensemble .l .t//t is, up to deterministic shift, just the set of positions
of all horizontal lozenges in the plane partition picture (see Figure 1 (right)).

3We could shift by other amounts, notably N or Lt or really any integer big enough.
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Our first result4 is that, under (2.1), each l .t/ from the induced point process .l .t//t
has a discrete Muttalib–Borodin marginal distribution. To state it, let us make the
following notation:

Q D q�; zQ D q� :

Theorem 2.1. Under the measure (2.1), for each �M C 1� t �N � 1, each ensem-
ble/slice l .t/ of Lt points from the process .l .t//�MC1�t�N�1 has the following
discrete Muttalib–Borodin marginal distribution:

P .l .t/ D l/ D Z�1
Y

1�i<j�Lt

.Qlj �Qli /. zQlj � zQli /
Y

1�i�Lt

wd .li /;

where the discrete weight wd is given by

wd .x/D

8̂̂<̂
:̂
ax �.Q zQ/

x
2 �Qjt jx �. zQx�jt jC1

I zQ/N�.M�jt j/ if t�0;

ax �.Q zQ/
x
2 � zQtx

�. zQxC1
I zQ/N�t�M if t >0 and N � t�M;

ax �.Q zQ/
x
2 � zQtx

�.QxCN�t�MC1
IQ/M�.N�t/ if t >0 and N � t <M:

Above Z D
QM
iD1

QN
jD1.1 � aQ

i�1=2 zQj�1=2/�1 is the partition function.

Remark 2.2. The normalization constant above can be made explicit (for example,
by using the Cauchy–Binet formula).

Remark 2.3. By computing the weight wd in some special cases, we obtain the fol-
lowing limits.

• (Meixner) When � D � D 0 (Q D zQ D 1), the ensemble l .t/ above is Johans-
son’s [37] Meixner orthogonal polynomial ensemble appearing in point-to-point
directed last passage percolation with geometric weights.

• (Little q-Jacobi) When a D 1 and 0 < � D � (D 1 would suffice), we obtain
the little q-Jacobi orthogonal polynomial ensemble. This latter has not appeared
before to the best of our knowledge. It is the orthogonal polynomial ensemble
behind qvolume-weighted plane partitions studied in [22, 50, 55] (see the latter for
the explicit determinantal connections to our work).

As was already observed by Muttalib [49], each ensemble l .t/ is a determinantal
bi-orthogonal ensemble. In fact, the whole extended process is (unsurprisingly) deter-
minantal with an explicit (discrete time-) extended correlation kernel. This is our next
result.

Theorem 2.4. Fix a positive integer n, discrete times t1 < � � � < tn between �M C 1
and N � 1, and non-negative particle positions ki ,

1 � i � n:

4In a precise sense, it is a time extension of the introductory remarks of [33, Section 2.4].
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The process .l .t//�MC1�t�N�1 is determinantal:

P .l .ti / has a particle at position ki ; 81 � i � n/ D det
1�i;j�n

Kd .ti ; ki I tj ; kj /;

where the extended correlation kernel Kd is given by

Kd .s; kI t; `/ D

I
jzjD1Cı

dz

2�i

I
jwjD1�ı

dw

2�i

Fd .s; z/

Fd .t; w/

w`�M

zk�MC1
1

z � w

� 1Œs>t�

I
jzjD1Cı

dz

2�i

Fd .s; z/

Fd .t; z/
z`�k�1

with

Fd .s; z/ D

8̂̂̂<̂
ˆ̂:

.
p
a zQ1=2=zI zQ/N

.
p
aQjsjC1=2zIQ/M�jsj

if s � 0;

.
p
a zQsC1=2=zI zQ/N�s

.
p
aQ1=2zIQ/M

if s > 0

D
.
p
a zQsCC1=2=zI zQ/N�sC

.
p
aQs�C1=2zIQ/M�s�

and with ı small enough so that the w contour contains all finitely many poles of the
integrand of the form

p
a zQ1=2C��� and the z contour excludes all finitely many poles

of the form .
p
aQ1=2C���/�1—see Figure 7.

Remark 2.5. The kernelKd has two alternative formulas, one of which is an explicit
sum of basic hypergeometric type—see Proposition A.2.

Remark 2.6. We notice that 1Œs>t�
Fd .s;z/
Fd .t;z/

simplifies considerably:

1Œs>t�
Fd .s; z/

Fd .t; z/
D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

1

.
p
a zQtC1=2=zI zQ/s�t

if s > t � 0;

1

.
p
aQjsjC1=2zIQ/jt j�jsj

if 0 � s > t;

1

.
p
a zQ1=2=zI zQ/s.

p
aQ1=2zIQ/jt j

if s � 0 > t

D
1Œs>t�

.
p
a zQtCC1=2=zI zQ/sC�tC.

p
aQs�C1=2zIQ/t��s�

: (2.4)

2.2. Continuous Muttalib–Borodin processes and the hard-edge limit

In this section, we obtain a Jacobi-like Muttalib–Borodin process (recall: it means
each slice is an MB ensemble) as a q! 1 limit of the discrete results above. Each slice
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. . . . . .. . . . . .

11

10

9

8

7

6

5

4

3

2

1

0

slice:�M C 1 �1 0 1 N � 1

l
.0/
1

l
.0/
2

l
.0/
M

1

0:5

0

slice:�M C 1 �1 0 1 N � 1

x
.0/
M

x
.0/
2

x
.0/
1

Figure 2. Left: the discrete process .l.t//�MC1�t�N�1 corresponding to the lozenges of
Figure 1. Right: a possible instantiation of the continuous process .x.t//�MC1�t�N�1. Note
that we index the particles differently in the continuous and discrete settings.

from this process is a vector xD .x1 < � � �< xn/ of real numbers almost surely strictly
between 0 and 1 ordered increasingly—note that this is the opposite convention to that
used for partitions. We call as before n D `.x/ the length of x. Two such vectors are
interlacing, and we write y � x if

xn > yn > xn�1 > yn�1 > � � � ;

where we note again we use the opposite interlacing convention for continuous vectors
than we did for partitions. Conventionally, it is sometimes useful to consider a 0-th
part x0 D 0 and infinitely many parts (padded after xn) xnC1 D xnC2 D � � � D 1much
like partitions � can be padded with infinitely many trailing zeros, and we can write
�0 D1 whenever the situation requires it.

2.2.1. Finite-size results. Our first result is the construction of .x.t//t along with its
marginal distribution. Up to a reparametrization, the latter is equivalent to [33, Propo-
sition 6]. A possible instantiation of this limit process is given in Figure 2 (right).

Theorem 2.7. Fix ˛ � 0. In the following q ! 1� limit:

q D e�"; a D e�˛"; �
.t/
i D �

log x.t/i
"

; "! 0C;

the discrete-space Muttalib–Borodin process .l .t//�MC1�t�N�1 converges, in the
sense of weak convergence of finite-dimensional distributions, to a continuous-space
(and discrete-time) process X D .x.t//�MC1�t�N�1, where each time slice x.t/ has
Lt points supported in Œ0; 1�; the slices are interlacing as follows:

; � x.�MC1/ � � � � � x.�1/ � x.0/ � x.1/ � � � � � x.N�1/ � ;; (2.5)

and each x.t/ is distributed according to the following Muttalib–Borodin measure:

P .x.t/ D x/dx1 � � � dxLt D Z
�1

Y
1�i<j�Lt

.x
�
j � x

�
i /.x

�
j � x

�
i /

Y
1�i�Lt

wc.xi /dxi ;
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where

wc.x/ D

8̂̂̂<̂
ˆ̂:
x˛C

�C�
2 Cjt j��1.1 � x� /N�.M�jt j/ if t � 0;

x˛C
�C�
2 Ct��1.1 � x� /N�t�M if t > 0 and N � t �M;

x˛C
�C�
2 Ct��1.1 � x�/M�.N�t/ if t > 0 and N � t < M:

Above Z D
QM
iD1

QN
jD1.˛ C �.i �

1
2
/C �.j � 1

2
//�1 is the partition function.

Remark 2.8. The weight wc is a reparametrization of the classical Jacobi weight
xa.1 � x/b1Œ0;1�.x/dx. Moreover, the case t D 0; M D N; � D 1 recovers, after
some reparametrization, the Jacobi-like Muttalib–Borodin ensemble considered by
Borodin [13]; more generally, up to an exponential reparametrization, the distribu-
tion coincides with the one of [33, Proposition 6]. The usual Jacobi (and Laguerre)
ensemble has been studied by Forrester and Wang [34].

The process thus obtained is determinantal, which is our next result.

Theorem 2.9. The Muttalib–Borodin process .x.t//�MC1�t�N�1 has determinantal
correlations. Fix n a positive integer, t1 < � � � < tn discrete times between �M C 1
and N � 1, and xk 2 .0; 1/ 81 � k � n.

P

"
n\
kD1

¹x.tk/ has a particle in .xk; xk C dxk/º

#
nY
kD1

dxk

D det
1�k;`�n

Kc.tk; xkI t`; x`/

nY
kD1

dxk

with extended correlation kernel given by

Kc.s; xI t; y/ D
1
p
xy

Z
ıCiR

d�

2�i

Z
�ıCiR

d!

2�i

Fc.s; �/

Fc.t; !/

x�

y!
1

� � !

�
1Œs>t�
p
xy

Z
ıCiR

d�

2�i

Fc.s; �/

Fc.t; �/
.xy�1/� ;

where

Fc.s; �/ D

8̂̂̂̂
<̂̂
ˆ̂̂̂:

�N

�M�jsj

. ˛
2�
C

�
�
C

1
2
/N

. ˛
2�
�
�
�
C jsj C 1

2
/M�jsj

if s � 0;

�N�s

�M

. ˛
2�
C

�
�
C s C 1

2
/N�s

. ˛
2�
�
�
�
C

1
2
/M

if s > 0

D
�N�s

C

�M�s
�

. ˛
2�
C

�
�
C sC C 1

2
/N�sC

. ˛
2�
�
�
�
C s� C 1

2
/M�s�
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. . . . . .. . . . . .
!

!

! �

�

�

poles:

.�˛
2
�
�
2
� jtC�/0�j<N�tC

poles:

.˛
2
C

�
2
C js��/0�j<M�s�

iR

R

Figure 3. Three choices of contours for the double-contour integral part of Theorem 2.9. The
ones in the statement are the vertical ones; properly, one starts with the closed ones encircling
only the relevant poles and opens them up at1 (for �) and �1 (for !) to obtain the other two
sets. The intermediate Hankel contours also appear sometimes in the literature, so we decided
to include depict them as well.

with .x/n D
Q
0�i<n.x C i/ D

�.xCn/
�.x/

the Pochhammer symbol and where the con-
tours are bottom-to-top oriented vertical lines such that all finitely many poles of the
integrands of the form �˛

2
�
�
2
� � � � lie to the left and all finitely many poles of the

form ˛
2
C

�
2
C � � � lie on the right (any 0 < ı < 1

2
would do) of both.

Remark 2.10. Let us make an important remark on the contours in the double-
contour integral part of Kc . They are improperly written above. One choice is to take
them as closed ones enclosing only the relevant poles: these are the closed contours
(and essentially the only content) of Proposition A.4 and of Figure 3, up to reversing
the � orientation. Because of the � decay at real1 (for x� ) and the ! decay at real
�1 (for y�!), we can open up the � and ! contours at 1 and �1, respectively,
starting from the closed ones, without changing the value of the complex integral.
They become the Hankel contours of Figure 3. We can then move these latter ones
on the Riemann sphere to obtain the vertical contours described in the statement of
the theorem above. A similar remark holds for the single-contour integral of Kc . See
also Proposition A.4. The reason to use vertical contours is purely of convenience,
as it makes the hard-edge limit of Theorem 2.13 transparent, and it also allows us to
write the kernel in alternative ways using known formulas for the Fox H -function—
see Proposition A.3. Finally, the three important features of any contour choices in
the double-contour integral as follows: they do not intersect; they enclose only the
relevant (finitely many) poles; and � is to the right of !.
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Remark 2.11. We notice that 1Œs>t�
Fc.s;�/
Fc.t;�/

simplifies considerably:

1Œs>t�
Fc.s; �/

Fc.t; �/
D

8̂̂̂̂
ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
:̂

� t�s

. ˛
2�
C

�
�
C t C 1

2
/s�t

if s > t � 0;

�jsj�jt j

. ˛
2�
�
�
�
C jsj C 1

2
/jt j�jsj

if 0 � s > t;

��jt j��s

. ˛
2�
C

�
�
C

1
2
/s.

˛
2�
�
�
�
C

1
2
/jt j

if s � 0 > t

D
1Œs>t��

s��t�� t
C�sC

. ˛
2�
C

�
�
C tC C 1

2
/sC�tC.

˛
2�
�
�
�
C s� C 1

2
/t��s�

: (2.6)

Remark 2.12. It is not obvious from the formula we have for Kc that it reduces to
Borodin’s finite kernel from [13, Proposition 3.3] in the case s D t D 0, M D N ,
� D 1. This is indeed the case and is explained in Remark A.6 right after we rewrite
Kc in a more suitable form in Proposition A.5 of Appendix A.2.

2.2.2. The hard-edge limit. Finally, let us consider the so-called “hard-edge scal-
ing” of the above process. We will do so around the hard-edge of the support x D 0.
We do not have good arguments to handle scaling around x D 1 5.

The first result concerns the hard-edge limit of the kernel. We will letM;N !1,
and it turns out that we can take the limits independently and see what happens to the
point process at discrete finite times (otherwise said, we focus our attention around
time 0).

Theorem 2.13. Consider the kernelKc.s;xI t; y/ for fixed s, t . We have the following
limit:

lim
M;N!1

1

M
1
�N

1
�

Kc

�
s;

x

M
1
�N

1
�

I t;
y

M
1
�N

1
�

�
D Khe.s; xI t; y/;

where the kernel Khe (“he” for hard-edge) is given by

Khe.s; xI t; y/ D
1
p
xy

Z
ıCiR

d�

2�i

Z
�ıCiR

d!

2�i

Fhe.s; �/

Fhe.t; !/

x�

y!
1

� � !

�
1Œs>t�
p
xy

Z
ıCiR

d�

2�i

Fhe.s; �/

Fhe.t; �/

�x
y

��

5We note though that [45] handles a similar computation but in the soft-edge scaling regime
and obtains the Airy kernel. Their steepest descent analysis could perhaps be modified for the
hard edge in our case.
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. . . . . .
!

! �

�

poles:

�.˛
2
�
�
2
� jtC�/j�0

poles:

.˛
2
C

�
2
C js��/j�0

R

iR

Figure 4. Two choices of contours for the double-contour integral part of Khe in Theorem 2.9.
The ones in the statement are the vertical ones, and these often appear in the definition of the Fox
H -function below; the Hankel contours also sometimes appear in the literature, so we included
them. There are infinitely many poles in both � and !.

with

Fhe.s; �/ D

8̂̂̂̂
<̂̂
ˆ̂̂̂:
�jsj

�. ˛
2�
�
�
�
C jsj C 1

2
/

�. ˛
2�
C

�
�
C

1
2
/

if s � 0;

��s
�. ˛

2�
�
�
�
C

1
2
/

�. ˛
2�
C

�
�
C s C 1

2
/

if s > 0

D
�s
�

� s
C

�. ˛
2�
�
�
�
C s� C 1

2
/

�. ˛
2�
C

�
�
C sC C 1

2
/
;

where ı is small enough so that all (now possibly infinitely many) poles of the inte-
grands of the form �˛

2
�
�
2
� � � � lie to the left of both contours and all poles of the

form ˛
2
C

�
2
C � � � lie to the right.

Remark 2.14. Observe that

1Œs>t�
Fhe.s; �/

Fhe.t; �/
D 1Œs>t�

Fc.s; �/

Fc.t; �/
;

and the right-hand side is given explicitly in equation (2.6).

Remark 2.15. A similar statement to that of Remark 2.10 applies to these contours as
well. For the double-contour integral inKhe, they are depicted in Figure 4. We use the
vertical ones, though sometimes it is convenient (for numerical evaluation perhaps)
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to use the Hankel contours also depicted in fig. cit. It is important that they do not
intersect, that they “enclose” all the poles, and that � is to the right of !.

Remark 2.16. When s D t D 0 and � D 1, up to conjugation, Khe.0; xI 0; y/ agrees
with Borodin’s hard-edge kernel KB from (1.1). The proof of this is deferred to
Appendix A.3, notably Proposition A.7 and Remark A.8.

Proposition 2.17. For � D � D 1, the kernel Khe.0; xI 0; y/ becomes the hard-edge
Bessel kernel of random matrix theory [32, 61]. We have

Khe.0; xI 0; y/ D K˛;Bessel.x; y/ D

Z 1

0

J˛.2
p
ux/J˛.2

p
uy/du; (2.7)

where J˛ is the Bessel function of the first kind.

Proof. This can be readily seen as follows: starting from the left, we first use the very
simple formula

x��1=2y�!�1=2

� � !
D

Z 1

0

.ux/��1=2.uy/�!�1=2du

(valid as <.�/ > <.!/ due to our choice of contours); then, each of the � and !
integrals are the required Bessel functions upon using [51, equation (10.9.22)]

J˛.X/ D
1

2�i

Z i1

�i1

�.�Z/.1
2
X/˛C2Z

�.˛ CZ C 1/
dZ;

where the contour passes to the right of 0; 1; 2; : : : and where, in the notation above,
we use

.Z;X/ D

�
� �

˛

2
�
1

2
; 2
p
ux

�
for the .�; x/ integral and .Z;X/ D .�! � ˛

2
�
1
2
; 2
p
uy/ for the .!; y/ integral (in

which case the contour also needs to pass to the left of N around 0).

We can, furthermore, express the whole extended hard-edge limit kernel Khe in
terms of the Fox H -function [35, equation (51)] which we now define. Pick integers
p; q � 0 (not both zero) and integers 0 � m � q and 0 � n � p. Pick also complex
numbers ai , ei , bj , cj with 1 � i � p, 1 � j � q such that the c’s and the e’s are pos-
itive real numbers. The H -function depending on all the above parameters is defined
as the following Mellin transform:

Hm;n
q;p

�
x

ˇ̌̌̌
.a1; e1/; : : : ; .ap; ep/

.b1; c1/; : : : ; .bq; cq/

�
D

Z
T

dz

2�i

Qm
iD1 �.bi C ciz/

Qn
iD1 �.ai � eiz/Qq

iDmC1 �.bi C ciz/
Qp
iDnC1 �.ai � eiz/

x�z; (2.8)
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where we assume that the poles of the numerator of the integrand are all simple and
that the contour is a vertical line parallel to the imaginary axis which has the poles of
�.ai � eiz/ to the right (for all 1� i �m in the numerator) and those of �.bj C cj z/
to the left (for all 1 � j � m in the numerator). In particular, for p D q D 1, .m;n/ 2
¹.0; 1/; .1; 0/º, we have

H
0;1
1;1

�
x

ˇ̌̌̌
.a1; e1/

.b1; c1/

�
D

Z
T

dz

2�i

�.a1 � e1z/

�.b1 C c1z/
x�z;

H
1;0
1;1

�
y

ˇ̌̌̌
.a1; e1/

.b1; c1/

�
D

Z
T

dw

2�i

�.b1 C c1w/

�.a1 � e1w/
y�w

and if a1; b1 > 0, we can just take T D iR (or a contour close enough to iR like the
ones from Theorem 2.13).

Then, and as before, by using the simple formula

x��1=2y�!�1=2

� � !
D

Z 1

0

.ux/��1=2.uy/�!�1=2du

into the definition of Khe and matching the remaining integrals with the appropriate
Fox H -functions, we arrive at the following rewriting which motivates naming Khe

(an instance of) the Fox H -kernel.

Proposition 2.18. The hard-edge kernel Khe has the following form:

Khe.s; xI t; y/ D
1
p
xy

Z 1

0

f
.s/

he

� 1
ux

�
g
.t/
he .uy/

du

u
� 1Œs>t�

h.s; xI t; y/
p
xy

;

where�
f
.s/

he .x/; g
.s/
he .x/

�
D

8̂̂̂̂
<̂
ˆ̂̂:
�
�jsjH

0;1
1;1

�
x

ˇ̌̌̌ �
˛
2�
CjsjC 1

2
; 1
�

��
˛
2�
C
1
2
; 1
�

� �
; ��jsjH

1;0
1;1

�
x

ˇ̌̌̌ �
˛
2�
CjsjC 1

2
; 1
�

��
˛
2�
C
1
2
; 1
�

� ��
if s�0;�

��sH
0;1
1;1

�
x

ˇ̌̌̌ �
˛
2�
C
1
2
; 1
�

��
˛
2�
CsC 1

2
; 1
�

��; � sH 1;0
1;1

�
x

ˇ̌̌̌ �
˛
2�
C
1
2
; 1
�

��
˛
2�
CsC 1

2
; 1
�

��� if s>0

and where

h.s; xI t; y/D

8̂̂̂̂
ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
:̂

� t�sH
1;0
2;0

�
y

x

ˇ̌̌̌
��

˛
2�
C t C 1

2
; 1
�

�
;
�
˛
2�
C s C 1

2
; 1
�

�� if s>t�0;

�jsj�jt jH
0;1
0;2

�
y

x

ˇ̌̌̌ �
˛
2�
C jsj C 1

2
; 1
�

�
;
�
˛
2�
C jt j C 1

2
; 1
�

�
�

�
if 0�s>t;

��jt j��sH
1;1
2;2

�
y

x

ˇ̌̌̌ �
˛
2�
C

1
2
; 1
�

�
;
�
˛
2�
C jt j C 1

2
; 1
�

��
˛
2�
C

1
2
; 1
�

�
;
�
˛
2�
C s C 1

2
; 1
�

� � if s�0>t:
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Finally, we have the usual hard-edge limit/gap probability statement.

Theorem 2.19. Let M D N (for simplicity of stating the result), pick an integer
�N C 1 � t � N � 1, and consider the ensemble x.t/. We have

lim
N!1

P
�
N

1
�C

1
� x

.t/
1 > r

�
D det.1 �Khe.t; �I t; �//L2.0;r/: (2.9)

Remark 2.20. Theorem 2.19 has an obvious multi-time (and/or multi-interval) exten-
sion which we leave as an exercise to the reader.

It would be interesting to derive Painlevé-type differential (and possibly difference
in the discrete time variable) equations for the gap probabilities above in a manner
similar to that of Tracy–Widom [61]. Another direction would be to derive the small-
and large-gap asymptotics of the limit distribution obtained above, i.e., characterize
the regime r! 0 and r!1 of the Fredholm determinant in (2.9); results concerning
large gap probabilities can be found in [24, 25].

2.3. Last passage percolation

In this section, we present two results in the theory of directed last passage percolation
(LPP), both resembling a result of Johansson [39]. We say that a random variable X
is geometric of parameter 0 � q < 1:

X � Geom.q/ if P .X D k/ D .1 � q/qk; k D 0; 1; : : : :

We likewise say Y is a power random variable of parameter ˇ > 0:

Y � Pow.ˇ/ if P .Y 2 .x; x C dx// D ˇxˇ�1; x 2 Œ0; 1�:

Let us notice that Y � Pow.ˇ/ can be obtained from X � Geom.q/ in the limit "!
0C with q D e�ˇ" and Y D �"�1 logX .

2.3.1. A discrete result. We start with the discrete setting. Let us recall our continu-
ous parameters from the previous section: q, a, �, � , and also recallQD q� , zQD q� .
Consider the integer quadrant lattice consisting of points .i; j /i;j�1 with coordinates
as in Figure 5. At each point .i; j / on the anti-diagonal i C j D k C 1, place a non-
negative integer which is a random variable Geom.aQi�1=2 zQk�iC1=2/, independent
of the rest. Let

• L
geo
1 D the longest down-left path from .1; 1/ to .1;1/, where the length of a

path is the sum of the integers on it,

• L
geo
2 D the longest down-right path from .1; 1/ to .1;1/.
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i

Geom.aQi�1=2 zQj�1=2/

Geom.aQi�1=2 zQ5�iC1=2/

.1;1/

Geom.aQ1=2 zQ1=2/

i .1;1/

j

Geom.aq/

Geom.aq2/

Geom.aq3/

Geom.aq4/

Geom.aq5/

j

Figure 5. Left: the setting for Theorem 2.21 and two possible paths that enter into the maxima
for Lgeo

1
(orange) and Lgeo

2
(blue). Right: the equidistributed-by-diagonal case (Q D zQ D q),

where each anti-diagonal i C j D k C 1 has iid Geom.aqk/ random variables on it.

By Borel–Cantelli, only finitely many of these geometric random variables are
non-zero6, and thus, both Lgeo

i , 1 � i � 2, are almost surely finite. The setting is
depicted in Figure 6, along with two representative paths/polymers: an orange one for
L

geo
1 and a blue one for Lgeo

2 .
We have the following theorem.

Theorem 2.21. Fix real parameters ˛; �; � � 0 (not all 0). Lgeo
1 and Lgeo

2 are equal
in distribution. Moreover, let L 2 ¹Lgeo

1 ; L
geo
2 º. Let

q D e�"; a D e�˛":

We have

lim
"!0C

P

�
"LC

log."�/
�

C
log."�/
�

< s

�
D det.1 � zKhe/L2.s;1/;

where zKhe is related to the hard-edge Khe of Theorem 2.13 via

zKhe.x; y/ D e
�x2�

y
2Khe.0; e

�x
I 0; e�y/:

Remark 2.22. Writing " D 1=R, we observe that L has order O.R logR/ and O.R/
fluctuations. Contrast this with the R1=3 limits of Johansson [37], and compare with
similar (exponential) results of [39, Theorem 1.1a].

6This is equivalent to the finiteness of the partition function for the whole ensemble, and the
latter equals Y

i;j�1

.1 � aQi�1=2 zQj�1=2/�1:
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i i.1;1/ .1;1/

.N;N/ .N;N/
j j

Pow.˛C �=2C �=2/

Pow.˛C�.i� 1
2
/C�.5�iC 1

2
//

Pow.˛C �.i � 1
2
/C �.j � 1

2
//

Pow.˛C 1/

Pow.˛C 2/

Pow.˛C 3/

Pow.˛C 4/

Pow.˛C 5/

Figure 6. Left: the setting for Theorem 2.25 and two possible paths that enter into the minima
for Lpow

1
(orange) and Lpow

2
(blue). Right: the equidistributed-by-diagonal case (� D � D 1),

where each anti-diagonal i C j D k C 1 has iid Pow.˛ C k/ random variables on it.

Remark 2.23. Let us consider the equi-distributed-by-diagonal case �D�D1 (mean-
ing on anti-diagonal i C j D kC 1we place k iid Geom.aqk/ random variables—see
Figure 5 (right)). In that case, we have

zKhe.x; y/ D e
�x2�

y
2K˛;Bessel.e

�x; e�y/

D

Z
�ıCiR

d!

2�i

Z
ıCiR

d�

2�i

�.˛
2
C

1
2
� �/

�.˛
2
C

1
2
C �/

�.˛
2
C

1
2
C !/

�.˛
2
C

1
2
� !/

e�x�

e�y!
1

� � !

(0 < ı < 1
2

) with K˛;Bessel the hard-edge Bessel kernel of (2.7). Let us write

F˛.s/ D det.1 � zKhe/L2.s;1/;

and note the following Gumbel to Tracy–Widom interpolation property of Johans-
son [39]:

• lim˛!0 F˛.s/ D F0.s/ D e
�e�s with the latter the Gumbel distribution7, and we

prove this in Appendix A.4;

7See the second equation after (1.8) in [39], but note that we believe there is a typo and
the equation should read, in Johansson’s notation, U�1=2.s/ D exp.� exp.�s//. (The param-
eter matching between our notation and Johansson’s is ˛ D 2ˇ C 1.) We also have numerical
evidence for this using the method of Bornemann [12] for computing Fredholm determinants
(and comparing to the Gumbel distribution). This Gumbel result is further consistent with and
a mildly weaker form of a result of Vershik–Yakubovich [62, Theorem 1] (with c D ˇ D 1,
x D q for the correspondence between their notation and ours); the link here is combinatorial
as L is in distribution the same as the largest part of a qvolume distributed plane partition with
unrestricted base. (In other words, M D N D1 in the notation of Section 2.1.)
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• lim˛!1F˛.�2 log.2.˛ � 1//C.˛ � 1/�2=3s/DFTW.s/with the latter the Tracy–
Widom GUE distribution [60]8.

Remark 2.24. For another distribution—the finite-temperature Tracy–Widom dis-
tribution—interpolating between Gumbel and Tracy–Widom GUE, see Johansson’s
paper [38] for a random matrix model with largest eigenvalue converging to said dis-
tribution, and [7] for a discrete LPP-like model (and references therein for further
models related to the Kardar–Parisi–Zhang equation). We further note that the Gum-
bel distribution appears universally in the study of maxima of iid random variables,
while Tracy–Widom GUE appears in the study of maxima of correlated (often deter-
minantal) random variables, like largest eigenvalues of hermitian random matrices.
We do not have a very good understanding for this fact in our model, certainly not on
the Gumbel side, but we do have direct and heuristic evidence.

2.3.2. A continuous result. For the continuous result, we use the following param-
eters: ˛ � 0, �; � > 0 together with an integer parameter N � 1. On the lattice
.i; j /N�i;j�1, place, at .i; j / on the diagonal i C j D k C 1, a random variable
!

pow
i;j � Pow.˛ C �.i � 1

2
/C �.k � i C 1

2
//, independent of the rest. Let

• L
pow
1 D min�

Q
.i;j /2� !

pow
i;j , where the minimum is over all down-left paths �

from .1; 1/ to .N;N /,

• L
pow
2 D min$

Q
.i;j /2$ !

pow
i;j , where the minimum is over all down-right paths$

from .N; 1/ to .1;N /.

The setting is depicted in Figure 6, along with two representative paths/polymers: �
for Lpow

1 (in orange) and $ for Lpow
2 (in blue). Notice that each path picks exactly

2N � 1 strictly positive (and < 1) random variables in the product under minimiza-
tion. By contrast, in the geometric setting, we consider sums of infinitely many ran-
dom (integer) variables—the geometry is infinite, but only finitely many of these latter
numbers are non-zero as explained in the previous section.

We have the following result, an extension in exponential coordinates of [39, The-
orem 1.1a].

Theorem 2.25. Lpow
1 andLpow

2 are equal in distribution. Moreover, ifL2¹Lpow
1 ;L

pow
2 º,

we have
lim
N!1

P
�
N

1
�C

1
�L > r

�
D det.1 �Khe.0; �I 0; �//L2.0;r/;

where Khe.0; xI 0; y/ is the time 0 hard-edge kernel of Theorem 2.13.

8See [39], the first equation after (1.8), with ˛ D 2ˇ C 1 matching our notation to his. This
result follows from the work of Borodin–Forester [16] and can be seen directly via Nicholson’s
approximation [58, Theorem 2.27] that M 1=3J2MCxM1=3.2M/! Ai.x/, M !1, with Ai
the Airy function, showing that the Bessel kernel converges to the Airy kernel.
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3. Proofs of Theorems 2.1 and 2.4

In this section, we use the technology of Schur measures and processes [54, 55] of
Okounkov and Reshetikhin to prove the announced results. We do not go into the
details as by now there are many places, where these tools have been used, (re)proven,
and extended: see [7, 8, 20, 54, 55] for a sample of results and generalizations.

We start with proving Theorem 2.1.

Proof of Theorem 2.1. The measure (2.1) comes from a Schur process [55]. More
precisely, representing a plane partition ƒ as a sequence of interlacing partitions
.�.t//�M�t�N (extremities being ;) as in (2.2), we have

P .ƒ/ D Z�1
M�1Y
iD0

s�.�i/=�.�i�1/.
p
aQiC1=2/

N�1Y
iD0

s�.i/=�.iC1/.
p
a zQiC1=2/; (3.1)

where .Q; zQ/ D .q�; q� /, and s�=� are skew Schur polynomials (functions) [46,
Chapter I.5] which, when evaluated in one variable, give the desired contributions to
the measure as s�=�.x/D xj�j�j�j1���. (Recall that left volD

P�1
iD�M j�

.i/j, central
vol D j�.0/j; right vol D

PN
iD1 j�

.i/j.)
As such, any marginal distribution of a �.t/ is a Schur measure [54]. Let us explain

this and prove the result for�M C 1� sD�t � 0. (The proof for positive times s > 0
follows along the same lines.) Precisely, we have [55] (below t > 0 and we look at
time �M C 1 � �t � 0)

P .�.�t/ D �/ D Z�1s�.
p
aQtC1=2;

p
aQtC3=2; : : : ;

p
aQM�1=2/

� s�.
p
a zQ1=2;

p
a zQ3=2; : : : ;

p
a zQN�1=2/

D Z�1aj�jQ.tC1=2/j�j zQj�j=2s�.1;Q; : : : ;Q
M�t�1/

� s�.1; zQ; : : : ; zQ
N�1/;

where Z D
QM
jDtC1

QN
iD1.1 � aQ

i�1=2 zQj�1=2/�1 is the partition function, s� are
regular Schur polynomials (s� D s�=;), and we have used the homogeneity of the
latter to get the second equation from the first, namely, that s�.cx1; : : : ; cxn/ D
cj�js�.x1; : : : ; xn/.

To finish, let us first notice that `.�/ � M � t D Lt (we are looking at slice �t :
�.�t/ D �). Specializing Schur polynomials in a geometric progression (the principal
specialization) is explicit [46, Chapter I.3]:

s�.1; u; : : : ; u
n�1/ D

Y
1�i<j�n

u�iCL�i � u�jCL�j

uL�i � uL�j
;
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where L � `.�/ is arbitrary but big enough. We continue by taking L DM above as
global shift and expanding the two Schur functions into two Vandermonde products
of different lengths Lt and N , respectively. Finally, we recall that

li D �i CM � i;

and so, li DM � i for i > Lt . Thus, the length N Vandermonde can be rewritten as
a length Lt Vandermonde product times univariate factors of the form

. zQM�j
� zQli / D zQM�j .1 � zQli�MCj /

(for N � j > Lt D M � t ). These factors give rise to the second Jacobi-like factor
in the weight wd . The first comes from writing aj�j /

Q
1�i�Lt

ali (and similarly
for zQj�j=2 and Q.tC1=2/j�j), where we ignore gauge factors independent of the li ’s.
Elementary algebra finishes the proof.

Proof of Theorem 2.4. Okounkov and Reshetikhin [55] have proven that the follow-
ing extended point process:

S D
®
.t; �

.t/
i � i C 1=2/ W �M C 1 � t � N � 1; i � 1

¯
associated with the Schur process corresponding to ƒ in (3.1) is determinantal. More
precisely, if we fix

�M C 1 � t1 < t2 < � � � < tn � N � 1

and ki 2 ZC 1
2

(i D 1; : : : ; n), we have [55]

P
�
ki 2 ¹�

.t/
i � i C 1=2º; 81 � i � n

�
D det
1�i;j�n

zKd .ti ; ki I tj ; kj /;

where the time-extended kernel zKd is given by

zKd .s; kI t; `/ D

I
jzjD1˙ı

dz

2�iz

I
jwjD1�ı

dw

2�iw

Fd .s; z/

Fd .t; w/

w`

zk

p
zw

z � w
;

where Fd is as in the statement of Theorem 2.4; ı is small enough—see the same
statement again and Figure 7 below; and for the contours, we choose jwj < jzj if
s � t and jwj > jzj if s > t . In the latter case of s > t , we first exchange the w and z
contours, picking up the residue which is the single-contour integral in Kd . Shifting
k, ` by M C 1=2 and noticing that any slice t has only at most the first Lt particles
in an “excited state” (equivalently `.�.t// � Lt ) completes the proof, giving the final
formula for Kd as a shifted zKd .
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. . . . . .

iR

z

w

0

R

w Poles W .
p
a zQ

1
2
CtCCj

/
0�j<N�tC

z Poles W
�

1

p
aQ

1
2
Cs�Cj

�
0�j<M�s�

Figure 7. The contours for Kd in the case s � t . If s > t , the w contour is reversed with the z
contour initially, and one exchanges them, picking up a residual single-contour integral. In the
end, they end up in the same order: z on the outside and w on the inside.

4. Proofs of Theorems 2.7, 2.9, and 2.13

The idea behind the proofs in this section is very simple: the first two proofs are
q! 1� limits of Theorems 2.1 and 2.4; the proof of the hard-edge limit Theorem 2.13
is a simple application of Stirling’s approximation.

Proof of Theorem 2.7. Let us summarize the proof in words. As q ! 1�, the pro-
cess ƒ, via the associated shifted and truncated process .l .t//t , converges to the
process

X D .x.t//t

from the statement in the sense of weak convergence of finite-dimensional distri-
butions. Our proof is just a simple modification of the argument of Borodin–Gorin
in [17, Section 2.3]: instead of the Macdonald processes there we substitute our Schur
process from (3.1), and instead of the single principal specialization there we use two
different principal specializations here (with steps .Q; zQ/ D .q�; q� /).

Let us sketch the argument. Recall the discrete setting: we start withM;N fixed and
a sequence of partitionsƒ as in (2.2), yielding the discrete process .�.t//�MC1�t�N�1
with `.�.t// � Lt by the interlacing constraints. Recall also the distribution on ƒ
given in (2.1).
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Fixing t and looking at the shifted ensemble ¹�.t/i CM � i j i � 1º, we see that,
due to the length constraints, we have that

¹�
.t/
i CM � i j i > Ltº D ¹M � Lt � j j j � 1º

is fixed and deterministic throughout, so the only randomness is in the points of
¹�
.t/
i CM � i j i � Ltº—this is the ensemble l .t/. In the desired q ! 1� limit:

q D e�"; a D e�˛"; �
.t/
i D �

log x.t/i
"

; "! 0C

with ˛ � 0 fixed a priori, the points in q.l
.t//t (the non-trivial points in ƒ up to shift)

go to points in a process X of interlacing vectors of real numbers in .0; 1/:

X D ; � x.�MC1/ � � � � � x.�1/ � x.0/ � x.1/ � � � x.N�1/ � ;;

where, from the discussion above, each x.t/ has exactly Lt points. The discrete mea-
sure on ƒ from (2.1) becomes, via direct computations, the following measure:

P .X/dX D Z�1
�1Y

tD�MC1

LtY
iD1

�
x
.t/
i

���1
�

MY
iD1

�
x
.0/
i

�˛C �C�2 �1 � N�1Y
tD1

LtY
iD1

�
x
.t/
i

���1
dX

D Z�1
�1Y

tD�MC1

ˇ̌
x
.t/
i

ˇ̌��1
�
ˇ̌
x
.0/
i

ˇ̌˛C �C�2 �1 � N�1Y
tD1

ˇ̌
x
.t/
i

ˇ̌��1
dX;

where dX D
Q
�MC1�t�N�1

QLt
iD1 dx

.t/
i ; we have denoted jxj D

Q
i xi ; and the �1

in each exponent comes from the differential d�.t/i / dx
.t/
i =x

.t/
i .

Moreover, the discrete marginals for l .t/ also converge to the continuous marginals
for x.t/ as announced. Clearly, Qli ! x

�
i , similarly for zQ and � , and likewise for

ali ! x˛i . What is less clear is what becomes of wd , and for this, we use the simple
estimate

.uaf .u/Iu/1

.ubf .u/Iu/1
! .1 � f /b�a;

where u! 1�, f .u/! f 2 .0; 1/, and to convert the finite-length q-Pochhammer
symbols to infinite ones, we use .xIu/n D .xIu/1=.xunIu/1 with u 2 ¹Q; zQº and
x as needed. This estimate is uniform over compact sets; see, e.g., [17, Lemma 2.4]
for an elementary proof. This shows that wd ! wc as q ! 1�.

We make an important observation: we have been ignoring, for simplicity, powers
of " which need to be premultiplied to make, as q ! 1�, both sides of P .l .t//!

P .x.t// finite. These powers can be easily recovered and, in fact, are the same as
in [17, Section 2.3]. This finishes the proof.
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Proof of Theorem 2.9. Let us consider the desired q ! 1� limit:

q D e�"; a D e�˛"; .k; `/ D �"�1.log x; logy/; "! 0C;

where ˛ � 0 is fixed and x; y 2 .0; 1/. We show that, uniformly for x, y in compact
sets, we have

"s�t�1Kd .s; kI t; `/! Kc.s; xI t; y/:

Ideas and computations here are standard and similar to those of, e.g., [9, Ap-
pendix C.3], except we use different estimates since our “action” (integrand) is
different.

We can estimate the double-contour integrand of Kd using the following simple
formula (uniform in c):

.uc Iu/n

.1 � u/n
! .c/n; u D e�r ; r ! 0C

with u 2 ¹Q; zQº D ¹q�; q�º and n ranging over the various lengths of q-Pochhammer
symbols in Fd .s; z/ and Fd .t;w/. We first change variables as .z;w/D .e"� ; e"!/, the
contours becoming vertical lines close and parallel to iR. Then, we have the estimate

Fd .s; z/

Fd .t; w/
�
."�/N�s

C

."�/�.M�s
�/

."�/N�t
C
."�/�.M�t

�/

�
. ˛
2�
C

�
�
C sC C 1

2
/N�sC

. ˛
2�
�
�
�
C s� C 1

2
/M�s�

. ˛
2�
�
!
�
C t� C 1

2
/M�t�

. ˛
2�
C

!
�
C tC C 1

2
/N�tC

� "t�s �
Fc.s; �/

Fc.t; !/

w`

zk
dzdw

z � w
� " �

x�

y!
d�d!

� � !
;

where the factors in ", �, � in the first estimate of the last display come from the

leftover term .1� zQ/N�s
C
.1�Q/�.M�s

�/

.1� zQ/N�t
C
.1�Q/�.M�t

�/
. The single-contour integrand (for s > t) is

estimated in a similar way. (After all, it is just a residue of the double-contour one.)
Finally, let us mention that the factor 1=

p
xy in front of Kc comes from the differen-

tial dk / dx=x—this introduces a factor 1=x in the kernel which we then conjugate
to 1=
p
xy to make it more symmetric.

By choosing the .�; !/ contours (for the double-contour integral) close to iR and
bounded away from the poles (the arithmetic progressions .˛

2
C
�
2
Cis��/0�i�M�s��1

and .�˛
2
�
�
2
� i tC�/0�i�N�tC�1 for � and !, respectively), we have that the inte-

grand, multiplied by "s�t�1, is bounded. The single-contour integral of Kd can be
handled similarly. Dominated convergence allows us to take the limit inside the inte-
gral. It follows that "s�t�1Kd .s; kI t; `/ converges toKc.s; xI t; y/ uniformly for x, y
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in compact sets as desired. Thus, the process X D .x.t//t is determinantal with kernel
Kc which is the q ! 1� limit of the kernel Kd .

Remark 4.1. Another proof of this result, bypassing contour integrals altogether, is
given in Appendix A.2, Proposition A.5. The idea is that both kernels Kd and Kc are
finite sums of explicit simple residues, and then the limit q ! 1� is immediate.

Proof of Theorem 2.13. Notice that we just need to handle the double-contour integral
part of Kc in the limit M;N !1; the single integral part (for s > t) is unchanged
in the limit. (The integrand is independent of M , N .)

Stirling’s approximation of the � function implies that �.z C a/=�.z C b/ �
za�b , z!1 uniformly in a, b over compact sets. Using the fact that .x/n D �.x C
n/=�.x/, let us write the M , N -dependent part of the ratio Fc.s; �/=Fc.t; !/ and
its asymptotics. The part that is M , N independent becomes part of Khe. To wit, the
announced dependence is

M dependence D
�. ˛

2�
�
!
�
C

1
2
CM/

�. ˛
2�
�
�
�
C

1
2
CM/

�M
1
� .��!/; M !1;

N dependence D
�. ˛

2�
C

�
�
C

1
2
CN/

�. ˛
2�
C

!
�
C

1
2
CN/

� N
1
�
.��!/; N !1;

and we notice that these powers are canceled after changing

.x; y/ 7!
�
M�

1
�N�

1
� x;M�

1
�N�

1
� y
�

inside the x�=y! contribution. The overall prefactor 1=
p
xy contributes the overall

scaling of Kc by M�
1
�N�

1
� . To be able to interchange the limit with the (double)

integral, we note that using the Hankel contours of Figures 3 and 4 with .� D � ˙ i";
! D�� ˙ i"/, �!1 (and " close to 0), we have exponential decay in � and ! (from
� ) from the x�=y! factor which kills any possible power (of �, !) blow-up from the
ratios of � functions. This concludes the proof.

5. Random sampling and proofs of Theorems 2.21 and 2.25

Before we prove Theorems 2.21 and 2.25, we discuss exact random sampling of the
discrete-space process .l .t//�MC1�t�N�1 via the associated plane partition model;
the associated plane partitions whenMDND1 (equivalently, the process .�.t//t2Z);
and the finiteM , N continuous-space process .x.t//�MC1�t�N�1. One reason is that
we find the algorithms simple to explain and intrinsically interesting. The second is
that they are intimately related to the last passage percolation results we are striving
to prove.
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5.1. Random sampling

5.1.1. The finite M , N discrete case. In what follows, we explain how to sample
plane partitions ƒ with M � N constrained base and distributed according to (2.1).
Equivalently, we explain how to sample the discrete Muttalib–Borodin process (MBP)
.l .t//�MC1�t�N�1.

The randomness we start with is an integer matrix (rectangular grid) .!geo
I;J /, 1 �

I �M , 1 � J � N , of independent random variables

!
geo
I;J � Geom

�
aQM�IC 12 zQN�JC 12

�
:

It is convenient to place them in the .I; J / plane at positions .I � 1=2; J � 1=2/,
as eventually we want to connect our procedure to last passage percolation results.
Notice here that we have changed from the .i; j / coordinates of Figures 5 and 6
(where the origin is top-right at .i; j / D .1; 1/) to .I; J / (with origin bottom-left at
.I; J / D .0; 0/). See Figure 8, where the discrete setting is explained on the left.

We thus start our sampling procedure with the (random) non-negative integers
.!

geo
I;J /, 1 � I �M , 1 � J � N , sitting at the half-integer points .I � 1=2; J � 1=2/

of .N C 1=2/2 inside the rectangle R WD Œ0; M � � Œ0; N �—see Figure 8. Random
sampling takes place inductively, and we give three methods, each depending on the
application of a particular “local rule”. We next choose a local rule/algorithm

Rgeo
2 ¹rowRSKgeo; colRSKgeo; pushBlockgeo

º (5.1)

(to be defined below) which we apply inductively on the matrix .!geo
I;J /. This rule is

fixed once and for all throughout the whole sampling process.
On the integer points inside

R D Œ0;M � � Œ0; N �;

we put the empty partition on the axes (I D 0 or J D 0). We then construct and place
partitions �.I;J / on the other lattice points—starting with .1;1/. Each �.I;J / is defined
inductively as the output of successive applications of the rule Rgeo:

�.I;J /

D

8<:rRSKgeo��.I�1;J /; �.I;J�1/I�.I�1;J�1/I!geo
I;J

�
if Rgeo

DrowRSKgeo;

cRSKgeo��.I�1;J /; �.I;J�1/I�.I�1;J�1/I!geo
I;J

�
if Rgeo

DcolRSKgeo;

pBgeo��.I�1;J /; �.I;J�1/I!geo
I;J I aQ

M�IC12 zQN�JC12
�

if Rgeo
DpushBlockgeo:

The announced three local rules/algorithms giving rise to the three different ways
of random sampling are given in the three displays below:
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;

;

;

;

;

;

;

;

; ; ; ; ; ; ; ; ;

�.1;N/ �.I;N/ �.M;N/

�.M;J/

�.I;J/

�.M;1/

i

jw
geo
I;J � Geom.aQM�IC

1
2 zQN�JC

1
2 /

J

I

;

;

;

;

;

;

;

;

; ; ; ; ; ; ; ; ;

x.1;N/ x.I;N/ x.M;N/

x.M;J/

x.I;J/

x.M;1/

i

jw
pow
I;J � Pow.˛C �.M � I C 1

2
/C �.N � J C 1

2
//

J

I

Figure 8. The discrete finiteM ,N field of random integers (left) and the continuous one (right).
Dots represent random integers (left) and real numbers (right), independent of each other and
distributed as indicated. Two possible paths/last passage times (over all that appear in the maxi-
mization/minimization of equations (5.3) for left and (5.7) for right, respectively) are indicated
in color: orange for the L1’s and blue for the L2’s. We also indicate the Fomin growth sam-
pling algorithm schematically: we start with empty partitions (left) and vectors (right) on the
bottom and left boundaries and “flip boxes” using the local rules below constructing a fourth
partition/vector at the north-east node based on the other three nodes and number in the middle
and using the local rules described in this and the next sections. The output of the algorithm is
then read on the top and right boundary, as an interlacing sequence of partitions/vectors.
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Algorithm rowRSKgeo

Function rRSKgeo.˛; ˇI �IG/

Input: ˛, ˇ; �, G s.t. ˛ � � � ˇ
` � 1 D min.`.˛/; `.ˇ//
�1 D max.˛1; ˇ1/CG
FOR s D 2; 3; : : : ; `

�sDmax.˛s; ˇs/
Cmin.˛s�1; ˇs�1/��s�1

ENDFOR
Output: � s.t. ˛ � � � ˇ

Algorithm colRSKgeo

Function cRSKgeo.˛; ˇI �IG/

Input: ˛, ˇ; �, G s.t. ˛ � � � ˇ
` � 1 D min.`.˛/; `.ˇ//
G` D G

FOR s D `; ` � 1; : : : ; 1

�sDmin.max.˛s; ˇs/CGs; �s�1/
Gs�1DGs�min.Gs; �s�1�max.˛s; ˇs//

Cmin.˛s�1; ˇs�1/ � �s�1
ENDFOR
Output: � s.t. ˛ � � � ˇ

and finally

Algorithm pushBlockgeo

Function pBgeo.˛; ˇIGIp/

Input: ˛, ˇ
` � 1 D min.`.˛/; `.ˇ//
�1 D max.˛1; ˇ1/CG
FOR s D 2; 3; : : : ; `

�s D max.˛s; ˇs/C Geommin.˛s�1;ˇs�1/�max.˛s ;ˇs/.p/

ENDFOR
Output: � s.t. ˛ � � � ˇ

(where in the last display we call X 2 ¹0; 1; : : : ; nº a truncated geometric random
variable Geomn.q/ if P .X D k/ D .1�q/qk

1�qnC1
).

The whole algorithm is simple to explain in words: once Rgeo is chosen, we
sample �.I;J / as soon as �.I�1;J / and �.I;J�1/ (and possibly �.I�1;J�1/) become
available. The boundary conditions make the initial step possible. The order of the
individual steps is not important. For the rowRSKgeo and colRSKgeo rules, the sole
randomness is in !geo

I;J . For pushBlockgeo, there is more randomness in each step. Note
that `.�.I;J // � min.I; J / by construction.

The output of the algorithm is a random sequence of M C N C 1 interlacing
partitions

ƒ D ; � �.1;N/ � � � � � �.M�1;N/ � �.M;N/ � �.M;N�1/ � � � � � �.M;1/ � ;

D ; � �.�MC1/ � � � � � �.�1/ � �.0/ � �.1/ � � � � � �.N�1/ � ;; (5.2)
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where the second line is just a rewriting of the first to make the notation correspond
to (2.2).

Remark 5.1. We observe that the local rules rowRSKgeo and colRSKgeo are bijec-
tions. In fact, they are Fomin growth diagram [30,31] reinterpretations of the classical
row insertion Robinson–Schensted–Knuth correspondence [41] and column insertion
Burge correspondence [21], respectively9. More precisely, fixing partitions ˛ and ˇ,
both rules provide bijections between the two sets

¹� a partition W ˛ � � � ˇº � ¹G W G 2 Nº $ ¹� a partition W ˛ � � � ˇº

satisfying the condition j�j C j�j D j˛j C jˇj C G. There are many other bijections
satisfying the same conditions, but these two also satisfy Greene-type theorems of
interest in the sequel. Finally, pushBlockgeo, while not a bijection per se, can be seen
as a randomized bijection. See [19,47] for more examples and for a short explanation
of the terminology.

The following theorem states that the above procedure samples exactly from the
distribution we want. Let us attribute it properly. The pushBlockgeo sampling and
dynamics originally appears in Borodin’s work [14]. For rowRSKgeo, one can check
[6] and references therein. For colRSKgeo, see the appendix of [5] and references
therein. For rowRSKgeo, the result is also in [33].

Theorem 5.2. For any of the three sampling local rules Rgeo of (5.1), the output of the
algorithm as rewritten in the second line of (5.2) is a random plane partition with base
inside anM �N rectangle distributed according to (2.1). Equivalently, the algorithm
exactly samples the associated discrete MBP (point process) .l .t//�MC1�t�N�1 of
Section 2.1.

Remark 5.3. Assuming O.1/ complexity for sampling the necessary geometric ran-
dom variables, each of the three algorithms takes O.M 2N/ operations.

Let us now record the connection to directed last passage percolation. Consider
the following two random variables:

L
geo
1 D max

�

h X
.I� 12 ;J�

1
2 /2�

!
geo
I;J

i
; L

geo
2 D max

$

h X
.I� 12 ;J�

1
2 /2$

!
geo
I;J

i
; (5.3)

where the sum in L1 is taken over all up-right lattice paths � from .1=2; 1=2/ to

9The local rule colRSKgeo is called “Burge” in [10, 11]. In [10], it is used to obtain a result
of similar flavor to ours, that certain diagonal last passage times are the same in distribution as
certain anti-diagonal ones—see Theorem 5.4.
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.M � 1=2; N � 1=2/ and the sum in L2 is taken over all down-right lattice paths $
from .1=2;N � 1=2/ to .M � 1=2; 1=2/.

The connection to last passage percolation is contained in the following result.
See the Appendix of [5] for some history. The theorem is attributed to Greene [36]
for rowRSKgeo (and by extension for pushBlockgeo) and to Krattenthaler [42] for
colRSKgeo.

Theorem 5.4 (Greene–Krattenthaler theorem, finite discrete setting). Using either of
the algorithms/local rules rowRSKgeo or pushBlockgeo for sampling, we have

�
.0/
1 D L

geo
1 :

Using colRSKgeo as local rule, we have �.0/1 D L
geo
2 . In particular, Lgeo

1 D L
geo
2 in

distribution.

5.1.2. The M D N D 1 discrete case. It is possible to sample plane partitions ƒ
distributed according to (2.1) but with unconstrained base. In other words, it is possi-
ble to sample such plane partitions whenM DN D1. The idea is that, given weights
on the .i; j /i;j�1 lattice which are Geom.aQi� 12 zQj� 12 /—notice we are using the
.i; j / coordinates of Figure 5, only finitely many of them will be non-zero by Borel–
Cantelli. We then chooseM , N big enough so that outside anM �N rectangle these
weights are almost surely zero. We switch coordinates to .I; J / (and the origin to the
lower-left corner as in Figure 8) and apply any of the three algorithms described in the
previous section. How big M and N need to be given explicit a, Q, zQ is discussed
in [6, Section 5], where the authors also sketch the algorithm itself using rowRSKgeo

(but any of the other two local rules can be used); the ai and bj Schur parameters in
op. cit. are equal to .ai D

p
aQi�1=2; bj D

p
a zQj�1=2/i;j�1 in our case. Technically

speaking, the sampling is not exact in this way, as an approximation forM andN has
to be made.

What is nonetheless important for us is that the above Greene–Krattenthaler theo-
rem 5.4 still holds. Using the coordinates .i; j / of Figure 5 and Section 2.3.1, let

L
geo
1 D max

�

h X
.i;j /2�

!
geo
i;j

i
; L

geo
2 D max

$

h X
.i;j /2$

!
geo
i;j

i
;

where the sum inLgeo
1 is taken over all down-left lattice paths � from .1;1/ to .1;1/;

and the sum inLgeo
2 is taken over all down-right lattice paths$ from .1; 1/ to .1;1/.

We reformulate the analog of Theorem 5.4 in a setting suitable for our needs.

Theorem 5.5 (Greene–Krattenthaler theorem, infinite discrete setting). We have

L1 D L2

in distribution and both are equal to �1, the first part of a partition � distributed
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according to the Schur measure

P .�/ D Z�1s�.
p
aQ1=2;

p
aQ3=2;

p
aQ5=2; : : : /

� s�.
p
a zQ1=2;

p
a zQ3=2;

p
a zQ5=2; : : : /

D Z�1Œa.Q zQ/1=2�j�js�.1;Q;Q
2; : : : /s�.1; zQ; zQ

2; : : : / (5.4)

with s� denoting Schur functions (now in infinitely many variables) and

Z D
Y
i;j�1

.1 � aQi�1=2 zQj�1=2/�1:

5.1.3. The finite M , N continuous case. In what follows, we explain how to sample
the MBP (point process) .x.t//�MC1�t�N�1 of Section 2.2. Throughout we sample
vectors x of finite length and increasing entries containing random numbers strictly
between 0 and 1. It is convenient to denote by ; the empty vector containing no such
numbers, which also conveniently can be thought of as the vector ;D .1;1;1;1;1; : : : /
containing infinitely many 1’s.

The setting is similar to that of the discrete finite M , N case, and all arguments
there apply here as well with modifications we now explain.

The randomness we start with is a matrix (rectangular grid) .!geo
I;J /1�I�M;1�J�N

of independent power random variables in Œ0; 1�:

!
pow
I;J � Pow

�
˛ C �

�
M � I C

1

2

�
C �

�
N � J C

1

2

��
which we conveniently place in the .I; J / plane at positions .I � 1=2; J � 1=2/ as in
Figure 8 (right). Notice that these are q! 1� limits of the aforementioned geometric
random variables. To wit, if !geo

I;J D Geom.aQM�IC 12 zQN�JC 12 /, then in the limit

q D e�"; a D e�˛"; "! 0C

with (recall) Q D q� , zQ D q� we have

e�"!
geo
I;J ! !

pow
I;J � Pow

�
˛ C �

�
M � I C

1

2

�
C �

�
N � J C

1

2

��
:

We proceed exactly as before. We start with the (random) real numbers .!geo
I;J /,

1 � I � M , 1 � J � N , sitting at the half-integer points .I � 1=2; J � 1=2/ of
.N C 1=2/2 inside the rectangle R WD Œ0;M � � Œ0; N �—see Figure 8. The sampling
is inductive; we again give three methods based on choosing a local rule Rpow out of
three:

Rpow
2 ¹rowRSKpow; colRSKpow; pushBlockpow

º: (5.5)

Each individual rule is defined below.
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On the integer points inside R D Œ0;M � � Œ0; N �, we put the empty vector ; on
the axes (I D 0 or J D 0). We then construct and place vectors x.I;J / on the other
lattice points—starting with .1; 1/. Each x.I;J / is defined inductively as the output of
successive applications of the rule Rpow:

x.I;J /D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

rRSKpow�x.I�1;J /; x.I;J�1/I x.I�1;J�1/I!pow
I;J

�
; Rpow

DrowRSKpow;

cRSKpow�x.I�1;J /; x.I;J�1/I x.I�1;J�1/I!pow
I;J

�
; Rpow

DcolRSKpow;

pBpow
�

x.I�1;J /; x.I;J�1/I!pow
I;J I˛

C�
�
M � I C

1

2

�
C �

�
N � J C

1

2

��
; Rpow

DpushBlockpow:

The announced three local rules/algorithms replacing the three discrete ones above
are as follows:

Algorithm rowRSKpow

Function rRSKpow.a;bIuIg/

Input: a, b; u, g satisfying a � u � b
` � 1 D min.`.a/; `.b//
v1 D gmin.a1;b1/
FOR s D 2; 3; : : : ; `

vs D min.as ;bs/max.as�1;bs�1/
us�1

ENDFOR
Output: v satisfying a � v � ˇ

Algorithm colRSKpow

Function cRSKpow.a;bIuIg/

Input: a, b; u, g satisfying a � u � b
` � 1 D min.`.a/; `.b//
g` D g

FOR s D `; ` � 1; : : : ; 1

vs D max.gs min.as;bs/;us�1/
gs�1 D

gs max.as�1;bs�1/
us�1 max.gs ;

us�1
min.as;bs/ /

ENDFOR
Output: v satisfying a � v � b

and finally

Algorithm pushBlockpow

Function pBpow.a;bIgI 
/

Input: a, b
` � 1 D min.`.˛/; `.ˇ//
v1 D gmin.a1;b1/
FOR s D 2; 3; : : : ; `

vs D min.as;bs/Pow max.as�1;bs�1/
min.as;bs/

.
/

ENDFOR
Output: v satisfying a � v � b



Discrete and continuous Muttalib–Borodin processes: The hard edge 653

(where in the last display we call Y 2 ŒA; 1� a truncated power random variable
PowA.
/ if P .Y 2 dy/ D 1ŒA;1�


y
�1

1�A

).

To summarize, once Rgeo is chosen, we sample x.I;J / as soon as x.I�1;J / and
x.I;J�1/ (and possibly x.I�1;J�1/) become available. The boundary conditions make
the initial step possible. The order of the individual steps is not important for the
sampling procedure, but note that now there is a natural order if one thinks of the
!

pow
.I;J /

’s as times. For the rowRSKpow and colRSKpow rules, the sole randomness is in
!

pow
I;J . For pushBlockpow, there is more randomness in each step. Note that `.x.I;J //D

min.I; J / by construction; unlike in the geometric case, we now have equality. This
makes the algorithm even simpler to implement than the geometric one.

The output of the algorithm is a random sequence of M C N C 1 interlacing
vectors

X D ; � x.1;N/ � � � � � x.M�1;N/ � x.M;N/ � x.M;N�1/ � � � � � x.M;1/ � ;

D ; � x.�MC1/ � � � � � x.�1/ � x.0/ � x.1/ � � � � � x.N�1/ � ;; (5.6)

where the second line is just a rewriting of the first to make the notation correspond
to (2.5).

Remark 5.6. Similar to Remark 5.1, we have that the local rules rowRSKpow and
colRSKpow are bijections. This means a lot less from a combinatorial point of view
since we are dealing with vectors of real numbers, but nonetheless we can make things
explicit. Fixing vectors a and b, both rules provide bijections between the following
two sets of vectors (by vector we implicitly mean a vector of finitely many increasing
numbers strictly between 0 and 1 and padded with infinitely many 1’s at the end):

¹u a vector W a � u � bº � ¹g W g 2 .0; 1/º $ ¹v a vector W a � v � bº

satisfying the condition juj � jvj D jaj � jbj � g, where we have denoted jxj D
Q
i xi .

(This is well defined as neither component is zero and only finitely many are not equal
to 1.) As before, there are many other bijections satisfying the same conditions, but
these two are of special interest to us as can be seen below in connection to last pas-
sage percolation models. Finally, pushBlockpow can be seen as a randomized bijection.

The following theorem states that the above procedure samples exactly the process
.x.t//t we are after. The rowRSKpow dynamics is already discussed at length in [33],
except in “logarithmic variables”, meaning in the variables

y
.t/
i D � log x.t/i :

Theorem 5.7. For any of the three sampling local rules Rpow of (5.5), the output of
the algorithm as rewritten in the second line of (5.6) is the process .x.t//�MC1�t�N�1
of Theorem 2.7.
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Proof. The proof relies on the simple observation that the limit q ! 1� of the sam-
pling algorithm described in the finite M , N discrete case above—makes sense. Let
us recall that in the limit

q D e�"; a D e�˛"; �
.t/
i D �"

�1 log x.t/i ; "! 0C

(with .Q; zQ/ D .q�; q� /), the process .l .t//�MC1�t�N�1 converges to the process
.x.t//t . (Recall that l .t/i D �

.t/
i �M C i for all 1 � i � Lt .) Moreover, one has, as

explained above, that

exp.�"!geo
I;J /! !

pow
I;J I

i.e., the geometric random variables become power random variables.
The local rules are also well behaved under the limit, notably due to the loga-

rithm function present in going from discrete to continuous. For example, the rule for
constructing the first part of the partition � inside rowRSKpow which reads

�1 D max.˛1; ˇ1/CG

becomes, under the substitution .�1; ˛1; ˇ1; G/ D �"�1.log v1; log a1; log b1; logg/,
as follows:

�
log v1
"
D max

�
�

log a1
"

;�
log b1
"

�
�

logg
"
:

Clearing out the " and the signs, using the fact that max.�x;�y/ D �min.x; y/,
that min.log c; log d/ D log min.c; d/ (as log is increasing, and similarly for max
replacing min), and finally exponentiating everything in the end, we end up with the
announced rule given in rowRSKpow for the first part of the vector v:

v1 D gmin.a1;b1/:

Similarly, simple computations show that every one of the three local rules Rgeo “con-
verges” to the corresponding rule Rpow. Note that for the pushBlock rules we also need
to use the (true) observation that the truncated geometric random variables used in the
discrete case converge, in the same sense as the non-truncated ones, to the truncated
power variables of the continuous setting.

To summarize the proof, we have three algorithms for exact random sampling of
the discrete process .l .t//t (via the partition process .�.t//t ) from the randomness
.!

geo
I;J /I;J , where we omit ranges for brevity. In the limit q ! 1� the aforementioned

discrete process converges to .x.t//t , the randomness converges to that of the matrix
.!

pow
I;J /I;J , and all local rules Rgeo have well-defined q ! 1� analogs in the corre-

sponding Rpow. It follows that the usage of the latter rules samples exactly the process
.x.t//t starting from the randomness .!pow

I;J /I;J .
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Let us now record the connection to the directed last passage percolation model
of Section 2.3.2. Consider the following two random variables defined in sec. cit.:

L
pow
1 D min

�

h Y
.I� 12 ;J�

1
2 /2�

!
pow
I;J

i
; L

pow
2 D min

$

h Y
.I� 12 ;J�

1
2 /2$

!
pow
I;J

i
; (5.7)

where the product in L1 is taken over all up-right lattice paths � from .1=2; 1=2/ to
.M � 1=2;N � 1=2/, and the product in L2 is taken over all down-right lattice paths
$ from .1=2;N � 1=2/ to .M � 1=2; 1=2/.

We have the following continuous analog of Theorem 5.4.

Theorem 5.8 (Greene–Krattenthaler theorem, finite continuous setting). Using either
rowRSKpow or pushBlockpow as local rules, we have x.0/1 D L

pow
1 . Using colRSKpow as

local rule, we have x.0/1 D L
pow
2 . In particular, Lpow

1 D L
pow
2 in distribution.

Proof. The proof is again a simple q ! 1� limit of the result in the discrete finite
M , N version, namely, Theorem 5.4. Recall that as q D e�" for "! 0C we have
exp.�"!geo

I;J /! !
pow
I;J . Then,

max
X

!
geo
I;J D max

�
�

X
"�1 log!pow

I;J

�
D �"�1 log min

�Y
!

pow
I;J

�
;

which shows that exp.�"Lgeo
i / ! L

pow
i (for i D 1; 2). Together with the fact that

exp.�"�.0/1 /! x
.0/
1 and the discrete finiteM ,N Greene–Krattenthaler Theorem 5.4,

this finishes the proof.

5.2. Proofs of Theorems 2.21 and 2.25

We begin by proving the continuous last passage percolation result as it is the easiest.

Proof of Theorem 2.25. By Theorem 5.8 (withM DN ), we have thatLpow
1 DL

pow
2 D

x
.0/
1 in distribution, and then Theorem 2.19 gives the desired result.

Remark 5.9. Let us remark here that the hard-edge gap probability result of Theo-
rem 2.19 and the directed last passage percolation result of Theorem 2.25 are the same
result viewed in two different ways.

Proof of Theorem 2.21. Let us recall from Theorem 5.5 that, in distribution, we have
L

geo
1 D L

geo
2 D �1, where �1 is the first part of the principally specialized Schur mea-

sure given in (5.4). As this measure is explicitly determinantal [54,55], it follows that
the distribution of L D �1 is the following Fredholm determinant:

P .L � n/ D det.1 � zKd /`2¹nC1;nC2;::: º;
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where the kernel zKd is given by

zKd .k; `/ D

I
jzjD1Cı

dz

2�i

I
jwjD1�ı

dw

2�i

Fd .z/

Fd .w/

w`

zkC1
1

z � w
;

Fd .z/ D
.
p
a zQ1=2=zI zQ/1

.
p
aQ1=2zIQ/1

with 0< ı small enough so that
p
a zQ1=2<1� ı < 1C ı < .

p
aQ1=2/�1. (In passing,

we note zKd .k; `/DKd .0; k CM I0; `CM/jMDND1, meaning we takeKd at time
0, remove the shift by M , and take M D N D1.)

The asymptotic analysis that follows is almost identical to that of [9, Appendix
C.3], except that the integrand is different and we use different estimates for the main
part of the integrand. Computations are very similar to the ones proving Theorem 2.9.

We are interested in the following limit (recall .Q; zQ/ D .q�; q� /):

q D e�"; a D e�˛";

.k; `/ D

�
x

"
�

log."�/
"�

�
log."�/
"�

;
y

"
�

log."�/
"�

�
log."�/
"�

�
; "! 0C; (5.8)

where ˛ � 0 is a priori fixed.
We can estimate the integrand using the following formula (valid for real c …�N):

log.uc Iu/1 D �
�2

6
r�1 C

�
1

2
� c

�
log r C

1

2
log.2�/ � log�.c/CO.r/;

u D e�r ; r ! 0C

which10 holds uniformly for c in compact sets and we use it for u 2 ¹Q; zQº. We
change variables as .z; w/ D .e"� ; e"!/, the contours becoming vertical lines close
and parallel to iR. Then, we have the estimate

Fd .z/

Fd .w/
� exp

�
.! � �/

�
log."�/
�

C
log."�/
�

��
�. ˛

2�
�
�
�
C

1
2
/�. ˛

2�
C

!
�
C

1
2
/

�. ˛
2�
C

�
�
C

1
2
/�. ˛

2�
�
!
�
C

1
2
/
;

and we notice that the .k; `/ scaling together with the change of variables clears away
the "-dependent exponential factor once w`=zk is plugged in.

By choosing the .�; !/, contours close to iR and bounded away from the poles
(which are now the arithmetic progressions .˛

2
C

.2i�1/�
2

/i ; .�
˛
2
�
.2i�1/�

2
/i , i � 1

for � and !, respectively), we have that the integrand, multiplied by "�1, is bounded.
It then follows that

"�1 zKd .k; `/! zKhe.x; y/

uniformly for x, y in compact sets.

10In words, this means the q-Gamma function converges to the Gamma function as q! 1�.
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To finish, we are left with showing convergence of Fredholm determinants to
Fredholm determinants. This will follow from applying the usual Hadamard bound
argument once we show exponential decay of the kernel.

First, denote zK"
d
.x; y/ D "�1 zKd .k."/; `."//, where the dependence of k and `

on " is given in equation (5.8). Next, let 
 D min.˛=2C �=2; ˛=2C �=2/=4 (one-
fourth the distance from 0 to the nearest pole of the � functions involved), and let
� D 2
 . The dependence of zK"

d
on x, y comes from k D k."/ and ` D `."/ and

that dependence is simple: w`=zk . Choose contour radii for z and w such that jzj �
1C .�C 
/" and jwj � 1C .� � 
/" (such contours are possible due to our choice of
�, 
 close enough to 0). We thus have jw`=zkj � .1C.��
/"/y="

.1C.�C
/"/x="
- e��.x�y/e�
.xCy/,

and the same - inequality can be written for j zK"
d
j. This means that the conjugated

kernel zK";conj
d

.x; y/ D e�xe��y zK"
d
.x; y/ satisfies the exponential decayˇ̌

zK
";conj
d

.x; y/
ˇ̌

- e��.xCy/;

and since conjugation does not change Fredholm determinants, we have shown that
in the limit (5.8) and with n D s

"
�

log."�/
"�
�

log."�/
"�

we have

det.1 � zKd /`2¹nC1;nC2;::: º ! det.1 � zKhe/L2.s;1/:

This concludes the proof.

Remark 5.10. The distribution of the random variable L D Lgeo
1 D L

geo
2 (the latter

two have the same distribution) from the above proof is of course by Theorem 5.5 the
same as that ofƒ1;1, the first (corner) part of a random plane partition of measure (2.1)
and unrestricted (M D N D 1) base. In short, L D ƒ1;1 in distribution. When � D
� D 1, this distribution is known to be Gumbel [62, Theorem 1]. Notice that the
Vershik–Yakubovich result is slightly stronger than ours: the estimate is improved by
a factor of the form � log log j"j � log 2, meaning they look at the limit

lim
"!0

P ."LC 2 log " � log j log "j � log 2 < s/

which they find to be Gumbel via elementary means.

6. Conclusion

In this note, we have used the theory of Schur processes to introduce and discuss
probabilistic aspects of (integrable) discrete and continuous Muttalib–Borodin pro-
cesses. We have also shown how simple asymptotic estimates yield the (we believe
universal) hard-edge fluctuation behavior of these processes and how this behavior
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has natural interpretations in terms of discrete and continuous inhomogeneous last
passage percolation models.

Several further questions would be worth investigating. We include a few below.

• Both LPP results we have given here, including the continuous one, are in “zero
temperature”. It would be interesting to investigate lifts of these (asymptotic)
results to positive temperature and polymer partition functions, in the spirit of
[15]. We note that the combinatorial side is by now well established; see [11, 27,
40, 47, 52, 53].

• For brevity, we have not investigated all possible asymptotic regimes for our
parameters and we suspect that interesting behavior happens in other cases. One
can look at [39] for some clues. Alternatively and intuitively, if �; �! 0 with a
(in the discrete case) and ˛ (in the continuous case) fixed, one should see Tracy–
Widom Airy and not Bessel fluctuations (by comparing with [37]), though a little
care is needed since the model becomes singular in the M D N D 1 case and
presumably one would want M;N !1 at comparable rate with �; � ! 0. We
plan to address some of these other asymptotic regimes in a future note if they
“turn out to be interesting”.

• One can consider more general (and in fact, finite) inhomogeneously weighted
LPP geometries than the ones considered here; one can also consider other discrete
tiling models—the Aztec diamond is an easy example—giving rise to MBPs and
their connections to LPP models. Some aspects of this have already been hinted
at by Borodin–Gorin–Strahov [18], and we hope to address this in some level of
generality in future work with E. Strahov.

• We have not addressed at all most of the other asymptotic phenomena one finds
in plane partitions: limit shapes, corner (GUE minors) processes, bulk behavior,
etc.; see [55–57] for a flavor.

• While the connection to Muttalib–Borodin ensembles is mostly lost, consider-
ing principally specialized Schur processes of the type we do in Section 3 should
yield interesting results if we change boundary conditions and look at pfaffian pro-
cesses/free boundaries [8] or cylindric boundaries/finite temperature fermions [7].

• We have also not addressed any limits of our discrete and continuous processes
beyond the Jacobi-like limit we discuss. In particular, one would hope that non-
trivial behavior can be found even at lower-level limits of Hermite-type perhaps
generalizing GUE Dyson Brownian motion. Baryshnikov has already established
a link between the latter and LPP models [3].

• Okounkov [54] (see also references therein for the general context) has shown
that correlation functions (and in fact, even more general observables) for pow-
ersum specialized Schur measures (Schur measures in Miwa variables) satisfy
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differential equations of integrable type belonging to the 2-Toda hierarchy (and
by limits and specializations, the KP and KdV hierarchies). Are there interesting
such equations for the principally specialized Schur measures considered here?
Furthermore, are there “nice” differential or integro-differential equations satis-
fied by gap probabilities from the various kernels mentioned above (and below)?

A. Alternative formulas for our kernels

In this section, we give alternative formulas for our kernels Kd , Kc , and Khe. Some
formulas have different contours of integration, while others are explicit sums of
(basic) hypergeometric type.

A.1. Alternative formulas for Kd

The first alternative formula forKd involves simple if tedious contour manipulations.

Proposition A.1. Consider the discrete kernel Kd .s; kI t; `/ for finite integer param-
eters N �M � 1. We have

Kd .s; kI t; `/ D �

I
Cz

dz

2�i

I
Cw

dw

2�i

Fd .s; z/

Fd .t; w/

w`�M

zk�MC1
1

z � w
� Vd .s; kI t; `/;

where Fd is the same as in Theorem 2.4, where

Vd .s; kI t; `/ D 1Œs>t�

�

8<:1Œs�0�
H
C 0z

z`�k�1dz
2�i

� .z function on right-hand side of equation (2.4)/ if k < `;

1Œ0>t�
H
C 00z

z`�k�1dz
2�i

� .z function on right-hand side of equation (2.4)/ if k � `

and where the contours are as follows:

• Cz is a simple closed counter-clockwise contour (possibly disconnected) encir-
cling the finitely many z-poles of the integrand of the form .

p
aQ1=2C���/�1 and

nothing else;

• Cw is a simple closed counter-clockwise contour (possibly disconnected) encir-
cling the finitely many w-poles of the integrand of the form

p
a zQ1=2C��� and

nothing else (and in particular not 0);

• C 0z (respectively, C 00z ) is a simple closed counter-clockwise (respectively, clock-
wise) contour (possibly disconnected) encircling the finitely many z-poles of the
integrand of the form

p
a zQ1=2C��� (respectively, of the form .

p
aQ1=2C���/�1) and

nothing else.
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Proof. For the double-contour integrals, we take the contours given in Theorem 2.4
and first observe that since 0 is not a pole for w, we can just take it out of the con-
tour. For that, the cases t � 0 and t > 0 are considered separately. If t � 0, we have
` �M � �Lt

11 and we have a degree N monomial wN coming from the length N
zQ-Pochhammer symbol in the numerator of Fd , so overall we have a possible contri-

bution of wNC`�M with exponent N C ` �M � 0 showing that w D 0 cannot be a
pole. For t > 0, the power of w which matters is wN�tC`�M and again the exponent

N � t C ` �M � N � t � Lt � 0

with the last inequality following from the definition of Lt in (2.3). Similarly, tedious
computations show that1 is not a pole for the z-integrand. We can move the initial
contour

jzj D 1C ı

(for some very small ı > 0) through1 to close it again on the other side encircling
only the desired finitely many poles. Reversing the direction to orient the new contour
counter-clockwise yields the overall minus sign.

The same arguments lead to the form of the Vd function. For the case k � `, we see
that1 is not a pole for the integrand, and one can deform the appropriate contours via
1 changing their orientation; for the case k < `, 0 is not a pole and can be excluded
from the contour. One notices though that in certain cases the contours contain no
poles whatsoever due to the specific form of Fd .s; z/=Fd .t; z/ on the right-hand side
of equation (2.4), and this leads to some additional indicators as indicated.

There is yet another form of Kd that we give next. Recall the notation of (1.3).
We then have the following proposition.

Proposition A.2. It holds that

Kd .s; kI t; `/ D .
p
a/kC`�2MC2

�

M�s��1X
iD0

N�tC�1X
jD0

"
.�1/iCj

Q.s�CiC 12 /.k�MC1/ zQ.tCCjC 12 /.`�MC1/

1 � aQs�CiC 12 zQtCCjC 12

�
Q.

iC1
2 / zQ.

jC1
2 /.aQs�CiC 12 zQsCC 12 I zQ/N�sC.aQ

t�C 12 zQtCCjC 12 IQ/M�t�

.QIQ/i .QIQ/M�s��1�i . zQI zQ/j . zQI zQ/N�tC�1�j

#
� Vd .s; kI t; `/;

11Recall the slice at position t , l.t/, has l.t/
i
� M � Lt , 81 � i � Lt , since l.t/

i
D �

.t/

i
C

M � i and �.t/
i
� 0.
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where

Vd .s; kI t; `/ D

1Œs>t� �

8̂̂̂̂
<̂̂
ˆ̂̂̂:
1Œs�0�

sC�tC�1X
iD0

.�1/i zQ.
iC1
2 /.
p
a zQtCCiC 12 /k�`

. zQI zQ/i . zQI zQ/sC�tC�1�i .aQ
1
2 zQiC 12 IQ/t�

if k < `;

1Œ0>t�

t��s��1X
iD0

.�1/iQ.
iC1
2 /.
p
aQs�CiC 12 /`�k

.QIQ/i .QIQ/t��s��1�i .aQ
iC 12 zQ

1
2 I zQ/sC

if k � `:

Proof. The proof consists of massive residue calculations from the formulas given in
Proposition A.1, bearing in mind that every single pole inside every single contour is
simple.

A.2. Alternative formulas for Kc

We first write Kc in terms of the Fox H -function (2.8). Recall that it depends on
integer parameters N �M � 1 and continuous parameters ˛ � 0 and �; � > 0.

Proposition A.3. The continuous kernel Kc has the following form:

Kc.s; xI t; y/ D
1
p
xy

Z 1

0

f .s/c

�
1

ux

�
g.t/c .uy/

du

u
� 1Œs>t�

h.s; xI t; y/
p
xy

;

where h.s; xI t; y/ has the same form as in Proposition 2.18 and where

f .s/c .x/ D

8̂̂̂̂
<̂
ˆ̂̂:

�N

�M�jsj
H
1;1
2;2

�
x

ˇ̌̌̌ �
˛
2�
C jsj C 1

2
; 1
�

�
;
�
˛
2�
CM C 1

2
; 1
�

��
˛
2�
CN C 1

2
; 1
�

�
;
�
˛
2�
C

1
2
; 1
�

� �
if s � 0;

�N�s

�M
H
1;1
2;2

�
x

ˇ̌̌̌ �
˛
2�
C

1
2
; 1
�

�
;
�
˛
2�
CM C 1

2
; 1
�

��
˛
2�
CN C 1

2
; 1
�

�
;
�
˛
2�
C s C 1

2
; 1
�

�� if s > 0;

g.s/c .x/ D

8̂̂̂̂
<̂
ˆ̂̂:
�M�jsj

�N
H
1;1
2;2

�
x

ˇ̌̌̌ �
˛
2�
CM C 1

2
; 1
�

�
;
�
˛
2�
C jsj C 1

2
; 1
�

��
˛
2�
C

1
2
; 1
�

�
;
�
˛
2�
CN C 1

2
; 1
�

� �
if s � 0;

�M

�N�s
H
1;1
2;2

�
x

ˇ̌̌̌ �
˛
2�
CM C 1

2
; 1
�

�
;
�
˛
2�
C

1
2
; 1
�

��
˛
2�
C s C 1

2
; 1
�

�
;
�
˛
2�
CN C 1

2
; 1
�

�� if s > 0:

Proof. The proof is the same as that of Proposition 2.18 (in the remarks preceding it).
Note the difference between the fc and gc functions is just the order in which the top
and bottom parameters appear (in addition to having “different times” in the kernel);
this is explained by our integral being of a very special form as in Proposition 2.18.

Next, we have a result parallel to Proposition A.1: i.e., we simply rewrite the orig-
inal (double) integration contours for Kc as closed contours around only the relevant
poles.
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Proposition A.4. We have

Kc.s; xI t; y/ D �
1
p
xy

I
C�

d�

2�i

I
C!

d!

2�i

Fc.s; �/

Fc.t; !/

x�

y!
1

� � !
� Vc.s; xI t; y/;

where Fc is the same as in Theorem 2.9, where

Vc.s; xI t; y/ D
1Œs>t�
p
xy

�

8̂̂̂<̂
ˆ̂:
1Œs�0�

I
C 0
�

d�

2�i

�x
y

��
�.� function on right-hand side of equation (2.6)/ if x > y;

1Œ0>t�

I
C 00
�

d�

2�i

�x
y

��
�.� function on right-hand side of equation (2.6)/ if x � y;

and where the contours are as follows:

• C� is a simple closed counter-clockwise contour (possibly disconnected) encir-
cling the finitely many �-poles of the integrand of the form ˛

2
C

�
2
C � � � and

nothing else;

• C! is a simple closed counter-clockwise contour (possibly disconnected) encir-
cling the finitely many !-poles of the integrand of the form �˛

2
�
�
2
� � � � and

nothing else (and in particular not 0);

• C 0
�

(respectively, C 00
�

) is a simple closed counter-clockwise (respectively, clock-
wise) contour (possibly disconnected) encircling the finitely many �-poles of the
integrand of the form �˛

2
�
�
2
� � � � (respectively, of the form ˛

2
C

�
2
C � � �) and

nothing else.

Proof. The proof follows by taking the limit q ! 1� in the kernel from Proposi-
tion A.1 with

q D e�"; a D q�˛"; .k; `/ D �"�1.log x; logy/; "! 0C;

and with Q D q� , zQ D q� . All that is used is that .uc I u/n=.1 � u/n ! .c/n as
u! 1�; here, u 2 ¹Q; zQº; and the need for introducing denominators .1 � u/n for
appropriate n and u as before explains some of the peculiar factors like the powers of
� and � embedded in Fc . In this asymptotic regime, we have

"s�t�1Kd .s; kI t; `/! Kc.s; xI t; y/

after changing the integration variables on the left to .z; w/ D .1C �"; 1C !"/ and
interchanging limits and integrals. Here, we have to do this with care, but we note that
the same arguments of [9, Proposition 45] apply mutatis mutandis. Second, the proof
of Proposition 45 of op. cit. also insures that the contours remain closed throughout:
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we just have to choose them a bounded distance away from the finitely many relevant
poles. The limit is uniform for x, y in compact sets. Finally, we recall the overall
factor 1=

p
xy in front of everything comes from the Jacobian dk / dx=x (and 1=x

becomes 1=
p
xy after conjugation of the kernel).

Finally, we write Kc as a finite sum (of residues). This will allow us to explicitly
compare Kc to Borodin’s Muttalib–Jacobi finite-N kernel.

Proposition A.5. Recalling the notation of (1.3), it holds that

Kc.s; xI t; y/ D C
s;t
�;�
� .xy/

˛�1
2

�

M�s��1X
iD0

N�tC�1X
jD0

"
.�1/iCj

x�.s
�CiC 12 /y�.t

CCjC 12 /

˛ C �.s� C i C 1
2
/C �.tC C j C 1

2
/

�
.˛
�
C.s� C i C 1

2
/�
�
C.sC C 1

2
//N�sC.

˛
�
C .t� C 1

2
/C .tC C j C 1

2
/ �
�
/M�t�

i Šj Š.M � s� � 1 � i/Š.N � tC � 1 � j /Š

#
� Vc.s; xI t; y/

with C s;t
�;�
D �s

��t�C1� t
C�sCC1 and with

Vc.s; xI t; y/

D
1Œs>t�
p
xy
�

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:
1Œs�0�

sC�tC�1X
iD0

��t
�

� t
C�sCC1.�1/i Œx

y
�
˛
2C�.t

CCiC 12 /

i Š.sC � tC � 1 � i/Š.˛
�
C

1
2
C .i C 1

2
/ �
�
/t�

if x > y;

1Œ0>t�

t��s��1X
iD0

�s
��t�C1��s

C

.�1/i Œy
x
�
˛
2C�.s

�CiC 12 /

i Š.t� � s� � 1 � i/Š.˛
�
C .i C 1

2
/�
�
C

1
2
/sC

if x � y:

Remark A.6. One can now check that in the case s D t D 0, M D N , � D 1 the
formula for Kc above matches, up to conjugation, that of Borodin’s finite kernel [13,
equation (3.5)]. (The reader should incorporate the factors x˛Bi in Proposition 3.3 of
op. cit. back into the kernel.) We argue as follows: first, conjugate Kc by .x

y
/
˛
2C

�
2�

1
2 ,

and then denote ˛B D ˛ C �
2
�
1
2

. We then obtain

Kconj
c .0; xI 0; y/ D �x˛B

N�1X
iD0

N�1X
jD0

.˛B C 1C j�/N .
˛BC1Ci

�
/N

i Šj Š.M � 1 � i/Š.N � 1 � j /Š

xiyj�

˛B C 1C i C �j
;

agreeing with (the aforementioned finite-N ) Borodin’s kernel [13].

Proof. The proof follows by taking the same limit q ! 1� as in the proof of the
previous proposition. Again, we only use .uc Iu/n=.1 � u/n ! .c/n as u! 1� with
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u 2 ¹Q; zQº, and the denominators .1 � u/n (for appropriate n and u) explain some
of the peculiar factors like the powers of � and � . As before,

"s�t�1Kd .s; kI t; `/! Kc.s; xI t; y/

as " ! 0C, but now we note that there are no convergence issues as all sums in
Proposition A.2 are finite. Again, the overall factor 1=

p
xy comes from the Jacobian

dk / dx=x and conjugation.
The same result can be alternatively proven by doing residue calculus on the for-

mulas in Proposition A.4, noting that every pole in every integral is simple.

A.3. Alternative formulas for Khe

Proposition A.7. It holds that

Khe.s; xI t; y/ D C
s;t
�;�
�

1X
i;jD0

"
1

˛ C �.s� C i C 1
2
/C �.tC C j C 1

2
/

�
.�1/iCjx

˛�1
2 C�.s

�CiC 12 /y
˛�1
2 C�.t

CCjC 12 /

i Šj Š�.˛
�
C .s� C i C 1

2
/�
�
C .sC C 1

2
//�.˛

�
C .t� C 1

2
/C .tC C j C 1

2
/ �
�
/

#
� Vhe.s; xI t; y/

D �Vhe.s; xI t; y/

C C
s;t
�;�

Z 1

0

.ux/
˛�1
2 C�.s

�C 12 /.uy/
˛�1
2 C�.t

CC 12 /J˛
�
C.s�C 12 /

�
�
C.sCC 12 /;

�
�
Œ.ux/��

� J˛
�C.t

�C 12 /C.t
CC 12 /

�
� ;
�
�
Œ.uy/� �du;

where C s;t
�;�
D �s

��t�C1� t
C�sCC1, where Ja;b.x/ D

P1
kD0

.�x/k

kŠ�.aCbk/
is the same

as in (1.2), and where Vhe.s; xI t; y/ D Vc.s; xI t; y/ is given in Proposition A.5 (for
which we do not have a formula in terms of the J function).

Remark A.8. Let us take � D 1 and s D t D 0; conjugate Khe by .x
y
/
˛
2C

�
2�

1
2 ; and

denote ˛B D ˛ C �
2
�
1
2

. We then obtain

K
conj
he .0; xI 0; y/ D �

Z 1

0

J˛BC1
�

; 1
�

Œux�J˛BC1;� Œ.uy/
� �.ux/˛Bdu D KB.x; y/;

agreeing (as it should) with Borodin’s hard-edge kernel [13] defined in (1.1).

Proof. The equivalence between the two forms of the kernel as given is immediate
once one uses A�1 D

R 1
0
uA�1du with A D ˛ C �.s� C i C 1

2
/C �.tC C j C 1

2
/

and then uses the definition of the J function.
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To prove that Khe is given by the first equality, we take the form of Kc in Propo-
sition A.5 and take the M;N !1 limit

lim
M;N!1

1

M
1
�N

1
�

Kc

�
s;

x

M
1
�N

1
�

I t;
y

M
1
�N

1
�

�
D Khe.s; xI t; y/

using the same standard estimate and tail-pruning argument as in [13, Theorem 3.4
and Section 6]. We only sketch the argument here. First, noticing that, after plug-
ging .x/n D �.x C n/=�.x/ into Kc to replace Pochhammer symbols by ratios of �
functions, we have the following M and N dependence in the kernel:

M dependence D
�.˛

�
C .tC C j C 1

2
/ �
�
CM C 1

2
/

�.M � s� � j /
;

N dependence D
�.˛

�
C .s� C i C 1

2
/�
�
CN C 1

2
/

�.N � tC � j /
:

One then uses the estimate

�.z C a/=�.z C b/ � za�b; z !1

(uniform in compact sets over the other parameters) to isolate the asymptotic contri-
bution of the above terms as follows:

M dependence �M
˛
�C.t

CCjC 12 /
�
�C

1
2C.s

�Ci/; M !1;

N dependence � N
˛
�
C.s�CiC 12 /

�
�
C 12C.t

CCj /; N !1;

and this concludes the proof after realizing the scaling of x, y and the pre-scaling of
Kc cancels these powers.

A.4. Bessel0 in exponential coordinates and Gumbel

In this section, we prove that a certain Fredholm determinant of the Bessel0 kernel in
exponential coordinates coincides with the Gumbel distribution. We stress that this is
well known to experts, but we have not been able to find a simple proof in the litera-
ture. We are also grateful to K. Johansson for pointing out to us how it follows from a
well-known result in random matrix theory we were previously unaware of and to A.
Maltsev for pointing out, where to find said well-known result [28, Theorem 5.5].

Proposition A.9. Let K.x; y/ D e�
x
2�

y
2K0;Bessel.e

�x; e�y/ be the Bessel0 kernel in
exponential coordinates (K˛;Bessel is given in (2.7)). Then,

det.1 �K/L2.s;1/ D e
�e�s

with the latter the standard Gumbel distribution function.
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Proof. The proof we give is indirect12. Consider the Laguerre0 ensemble of N eigen-
values from the joint pdf on ordered positive N -tuples 0 < x1 < x2 < � � � < xN given
by

P .x1 2 dx1; : : : ; xN 2 dxN / D Z
�1

Y
1�i<j�N

.xj � xi /
2

NY
iD1

e�xi ;

where Z is an explicit normalization constant. That is, the xi ’s are the N eigenvalues
of positive-definite complex Wishart matrices W of the form W D AA�, where A is
an N �N random matrix with complex entries ai;j , all of whose real and imaginary
parts are iid normal random variables of mean 0 and variance 1=2.

Edelman [28, Theorem 5.5] (using slightly different conventions) proved thatNx1
is an Exp.1/ random variable13 (a result that is N -independent!), which translated to
our goal, reads

P .Nx1 > t/ D e
�t :

Tracy–Widom and Forrester [32,61] have then showed that Nx1! b1 in distribution
as N !1, where b1 is the smallest particle in a Bessel0 ensemble. The latter has
distribution:

P .b1 > t/ D det.1 �K0;Bessel/L2.0;t/:

Equating the right-hand sides in the previous two identities (after takingN !1) and
expanding the Fredholm determinant, we obtain

e�t D 1C
X
n�1

.�1/n

nŠ

Z t

0

� � �

Z t

0

det
1�i;j�n

K0;Bessel.zi ; zj /
Y
1�i�n

dzi

(there are n integrals in the n-th summand). Making the change of variables t D e�s ,
zi D e

�yi , 1 � i � n, in the n-th term above, we arrive at

e�e
�s

D 1C
X
n�1

.�1/n

nŠ

Z 1
s

� � �

Z 1
s

det
1�i;j�n

K0;Bessel.e
�yi ; e�yj /

Y
1�i�n

e�yidyi ;

and this finishes the proof once we notice that the kernel

.x; y/ 7! e�xK0;Bessel.e
�x; e�y/

is conjugate to our kernel from the statement of the result, and so, their Fredholm
determinants on L2.s;1/ are the same.

Remark A.10. We remark that the factors of 4 usually present in the literature in the
hard-edge scaling of random matrices are accounted by our slightly unusual definition

12We suspect nevertheless that a direct proof based on asymptotic analysis can be found.
13See also [59] for a vast generalization of this result, showing that the exponential distribu-

tion is universal.
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of the Bessel kernel K˛;Bessel.x; y/ in (2.7). That is, we have (with J˛ the Bessel J
functions)

K˛;Bessel.x; y/ D 4K
RMT
˛;Bessel.4x; 4y/;

KRMT
˛;Bessel.x; y/ D

J˛.
p
x/
p
yJ 0˛.
p
y/ �

p
xJ 0˛.
p
y/J˛.

p
x/

2.x � y/

with the latter the usual random matrix theory (RMT) Bessel kernel; see [32, 61].
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