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Traveling waves and finite gap potentials for the
Calogero–Sutherland derivative nonlinear Schrödinger

equation

Rana Badreddine

Abstract. We consider the Calogero–Sutherland derivative nonlinear Schrödinger equation i@tuC
@2xu ˙

2
i @x….juj

2/u D 0, x 2 T , where … is the Szegő projector ….
P
n2Z Ou.n/e

inx/ DP
n�0 Ou.n/e

inx . First, we characterize the traveling wave u0.x � ct/ solutions to the defocus-
ing equation (CS�), and prove for the focusing equation (CSC) that all the traveling waves must
be either constant functions, or plane waves, or rational functions. A noteworthy observation is that
the (CS) equation, which is an L2-critical equation, is one of the few nonlinear PDEs enjoying non-
trivial traveling waves with arbitrarily small and large L2-norms. Second, we study the finite gap
potentials, and show that they are also rational functions, containing the traveling waves, and they
can be grouped into sets that remain invariant under the evolution of the system.
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1. Introduction

In recent decades, the theory of traveling wave solutions has been the subject of intense
research in theoretical and numerical analysis. Indeed, many nonlinear PDEs exhibit these
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types of waves [2, 10, 11]. They are important because they are explicit solutions for non-
linear PDEs, and they can sometimes provide information regarding the dynamics of the
equation. However, the problem of proving the existence of these waves can be more or
less challenging depending on the nonlinear part of the PDE.

In this paper, we consider a type of derivative nonlinear Schrödinger equation with a
nonlocal nonlinearity, called the Calogero–Sutherland derivative nonlinear Schrödinger
equation

i@tuC @
2
xu˙ 2D….juj

2/u D 0; x 2 T WD R=.2�Z/; (CS)

where D D �i@x , and … denotes the Szegő projector

…

�X
n2Z

Ou.n/einx
�
WD

X
n�0

Ou.n/einx ; (1.1)

which is an orthogonal projector from L2.T / into the Hardy space

L2C.T / WD
®
u 2 L2.T /

ˇ̌
Ou.n/ D 0; 8n 2 Z��1

¯
: (1.2)

We are interested in studying the traveling waves u0.x � ct/ of this equation in the
focusing (with sign C in front of the nonlinearity) and defocusing cases (with sign �) in
the periodic setting, namely when x 2 T . As noted in [2], the presence of the nonlocal
operatorD… appearing in the nonlinearity can make the problem of the existence of trav-
eling waves more complicated. In this paper, the approach to characterizing the traveling
waves is based on studying them, in a first stage, spectrally, i.e. by means of the spectral
property of the Lax operator related to this equation (see below), before deriving, in a
second stage, their explicit formulas.1

1.1. Main results

Settings and notation. In the sequel, our study takes place with potentials in the Hardy
Sobolev spaces of the torus

H s
C.T / WD H

s.T / \ L2C.T /; s � 0;

where L2C.T / is defined in (1.2) and H s refers to the Sobolev space. We equip L2C.T /
with the standard inner product of L2.T /,

hujvi D

Z 2�

0

u Nv
dx

2�
:

1It should be noted that the idea of using the spectral theory to derive the traveling waves of (CS) draws
inspiration from [15, Appendix B], where the authors provide an alternative proof to the characterization
of the traveling waves for the Benjamin–Ono equation [1, 6] by first characterizing them spectrally.
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We recall also, that via the isometric isomorphism

z 2 D; u.z/ D
X
k�0

Ou.k/zk 7! u�.x/ WD
X
k�0

Ou.k/eikx ; x 2 T ;X
k�0

j Ou.k/j2 <1;

one can interpret any element of the Hardy space as an analytic function on the open
unit disc D, whose trace on the boundary @D is in L2.2 We shall frequently utilize this
property in various proofs. Furthermore, we denote by D the open unit disc on C, D� WD
¹z 2 CI 0 < jzj < 1º. Moreover, N � N�1 denotes the positive integers 1; 2; 3; : : : ; and
for all a 2 N [ ¹0º, N�a refers to the set of integer numbers ¹n 2 ZI n � aº.

First, we deal with the defocusing Calogero–Sutherland DNLS equation

i@tuC @
2
xu � 2D….juj

2/u D 0: (CS�)

We denote by G1 the set of trivial traveling waves, made up from constant functions and
plane wave solutions

G1 D
®
C eiN.x�Nt/

ˇ̌
C 2 C; N 2 N�0

¯
: (1.3)

Theorem 1.1 (Characterization of the traveling waves of (CS�)). A potential u is a trav-
eling wave of (CS�) if and only if u 2 G1 or

u.t; x/ WD ei�
�
˛ C

ˇ

1 � peiN.x�ct/

�
; p 2 D�; � 2 T ; (1.4)

where N 2 N�1, c WD �N.1C 2˛
ˇ
/, and .˛; ˇ/ are two real constants satisfying

˛ˇ C
ˇ2

1 � jpj2
D �N: (1.5)

Remark 1.1. Condition (1.5) implies that the real constants ˛ and ˇ must be of opposite
signs.

Second, we pass to the focusing Calogero–Sutherland DNLS equation

i@tuC @
2
xuC 2D….juj

2/u D 0: (CSC)

By changing the sign in front of the nonlinearity, the strategy adopted in the defocusing
case to exhibit the traveling waves becomes significantly more complicated. However, we
can ensure the existence of a larger set of traveling wave solutions for (CSC) comparing
to (CS�), and that all the nontrivial traveling waves u.t; x/ WD u0.x � ct/ of (CSC) are
also rational functions.

2For a simple introduction to the different definitions of Hardy spaces, we refer to [14, Chapter 3.]
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Theorem 1.2. The traveling waves u0.x � ct/ of (CSC) are either rational functions or
trivial waves in G1. In addition, the potentials

u.t; x/ WD ei�
�
˛ C

ˇ

1 � peiN.x�ct/

�
; p 2 D�; � 2 T ; N 2 N�1;

where c D �N.1C 2˛
ˇ
/, .˛; ˇ/ 2 R �R such that

˛ˇ C
ˇ2

1 � jpj2
D N; (1.6)

and the potentials

u.t; x/ D ei�eim.x�mt/
�
˛ C

ˇ

1 � pei.x�mt/

�
; p 2 D�; � 2 T ; m 2 N�1;

where .˛; ˇ/ 2 R �R such that

˛ˇ C
ˇ2

1 � jpj2
D 1; ˇ.m � 1/ D 2˛;

are parts of the set of traveling waves of (CSC).

Remark 1.2. It is worth noting that the condition on .˛; ˇ/ appearing in (1.6) for the
focusing case, allows one to obtain a larger set of traveling waves in comparison to the
condition (1.5) of the defocusing case. Indeed, (1.6) enables, for instance, ˛ or ˛ C ˇ to
vanish, which leads respectively to the traveling waves

u.t; x/ D ei�
p
N.1 � jpj2/

1 � peiN.xCNt/

and

u.t; x/ D ei�
p
N.1 � jpj2/eiN.x�Nt/

1 � peiN.x�Nt/
:

Contrary to the focusing case, no traveling waves u.t; x/ WD u0.x � ct/ with a profile
u0.x/ WD ˇ=.1 � peiNx/ or u0.x/ WD ˛eiNx=.1 � peiNx/ can be found for the (CS�)
equation because otherwise, thanks to (1.5),

ˇ2

1 � jpj2
D �N or

jpj2

1 � jpj2
ˇ2 D �N;

which is clearly impossible for p 2 D�.

Remark 1.3 (The L2-norm and the speed of the traveling waves of (CS)).

(1) As will be established in Section 3.3 for the defocusing equation and in Section 4.2
for the focusing equation, the L2-norm of the nontrivial traveling waves of (CS)
can be arbitrarily small or large in L2C.T /. More rigorously, for any r > 0, there
exists a nontrivial traveling wave u.t; x/ WD u0.x � ct/ of (CS) where

ku0kL2 D r:
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(2) For the defocusing (CS�) equation. The nontrivial traveling waves u of the form
(1.4) propagate to the right with a speed c > N , where N is the degree appearing
in the denominator of u. In addition, when kukL2 !C1, we have c!C1, and
when kukL2 ! 0 then c ! N . (See Remark 3.3 and Section 3.3 for the proofs).

For the focusing (CSC) equation. Contrary to the defocusing equation, (CSC)’s
nontrivial traveling waves do not necessarily propagate at a relatively high speed
(i.e. c ! 1) when kuk2

L2
is large (i.e. kukL2 ! 1). In fact, the speed of the

traveling waves in the focusing case is independent of the size of itsL2C.T /-norm.
We refer to Remark 4.2 for an example.

In light of the previous remarks, we infer that the Calogero–Sutherland DNLS equa-
tion enjoys a significantly richer dynamic in the focusing case. In particular, one can
observe that (CSC) admits nontrivial stationary waves u.t; x/ WD u0.x/, which is not the
case for the defocusing equation. An example of nontrivial stationary waves for (CSC) is

u.t; x/ WD ei�
s
N.1 � jpj2/

2.1C jpj2/

�
1 �

2

1 � peiNx

�
; p 2 D�; � 2 T ; N 2 N�1:

In a second stage, we study the finite gap potentials of the Calogero–Sutherland DNLS
equation (CS), i.e. potentials satisfying that, from a certain rank, all the gaps between
the consecutive eigenvalues of the Lax operator are equal to 1 (see Section 1.2.2 for the
Lax operator). It turns out that these potentials are multiphase solutions containing the
stationary and traveling waves of (CS). The following theorem aims to characterize the
finite gap potentials on T in the state space.

Theorem 1.3 (Characterization in the state space of (CS)’s finite gap potentials). The
finite gap potentials of (CS) are either the functions u.x/ D C eiNx , C 2 C�, N 2 N�0,
or the rational function

u.x/D eim0x
rY

jD1

� eix � pj
1 � pj eix

�mj�1�
aC

rX
jD1

cj

1 � pj eix

�
; pj 2 D�; pk ¤ pj ; k ¤ j;

where, for N 2 N�1, m0 2 ¹0; : : : ; N � 1º, m1; : : : ; mr 2 ¹1; : : : ; N º such that m0 CPr
jD1mj D N , and .a; c1; : : : ; cr / 2 C �Cr satisfy for all j D 1; : : : ; r ,

(i) in the defocusing case,

Nacj C

rX
kD1

cj ck

1 � pjpk
D �mj ;

(ii) in the focusing case,

Nacj C

rX
kD1

cj ck

1 � pjpk
D mj ;

with a ¤ 0 ifm0 ¤ 0. Moreover, these finite gap potentials can be regrouped into sets that
remain invariant under the evolution of (CS).
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In order to establish the results mentioned above, it is necessary to provide an overview
regarding the integrability of the Calogero–Sutherland derivative nonlinear Schrödinger
equation (CS).

1.2. About the Calogero–Sutherland DNLS equation

The Calogero–Sutherland DNLS equation (CS) has been actively studied by physicists
and engineers. In particular, we cite the works of Tutiya [33], Berntson–Fagerlund [7],
Stone–Anduaga–Xing [32], Polychronakos [30, 31] and Matsuno [21–28].

Mathematically, recent progress has been made with regard to this equation. In this
subsection, we provide a brief overview of some established results concerning (CS).

1.2.1. Local and global well-posedness results. To the best of the author’s knowledge,
the first LWP result for the (CS) equation traces back to de Moura [12] who established
the LWP3 of (CS) for small initial data inH s.R/ with s � 1, and extended his LWP result
to a GWP by means of the gauge transformation. More recently, Barros–de Moura–Santos
[5] presented the LWP of (CS) for small initial data in the Besov space B1=2;12 .R/.

Further, observe that the Calogero–Sutherland DNLS equation (CS) is invariant under
the scaling

u�.t; x/ D �
1
2u.�t; �2x/; � > 0:

This suggests that (CS) is L2-critical. In the Hardy Sobolev spaces setting, i.e. in H s
C
WD

H s \ L2C, where we recall that L2C is the Hardy space defined in (1.2) in the periodic
case, and as follows in the nonperiodic case

L2C.R/ D
®
u 2 L2.R/I supp Ou � Œ0;1/

¯
;

Gérard–Lenzmann [16] obtained the LWP in H s
C.R/ with s > 1

2
by following the argu-

ments of [13]. Furthermore, by virtue of a Lax pair structure associated with the Calogero–
Sutherland DNLS equation (CS) (see below), they inferred the global well-posedness
of the equation in all H k

C.R/, k 2 N�1 for small initial data ku0kL2.R/ <
p
2� in the

focusing case. Moreover, they established the nonexistence of minimal mass blowup. Sub-
sequently, [19] extended the flow to the critical regularity-space L2C.R/ and for small
initial data in the focusing case. Later, [18] proved the existence of initial data regular
enough inH1C .R/ satisfying ku0k2L2 D 2� C ", such that limt!T ku.t/kH s D1, s � 0,
where T 2 .0;C1� is the maximal time of lifespan of the solution. Finally, [4] charac-
terized the semi-classical limit or zero-dispersion limit of (CS) and proved that the weak
limit solution can be written in terms of the branches of the multivalued solution of the
Burgers equation.

Moving to the periodic setting, i.e. when x 2 T , a recent work of the author [3] shows
the GWP of (CS) in all H s

C.T /, s � 0, for small critical initial data in the focusing case,

3Actually, they prove the local well-posedness of a family of nonlocal nonlinear Schrödinger equations
[29] that also includes the (CS) equation.
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namely when ku0kL2.T/ < 1, and for arbitrary initial data in the defocusing case. In par-
ticular, the extension of the flow to the critical space L2C.T / has been achieved after
deriving the explicit formula for the solution of the Calogero–Sutherland DNLS equation
(CS) [3, Proposition 2.5]. Moreover, under the same assumptions, the relative compact-
ness of the trajectories has been established in H s

C.T /, for all s � 0 [3].

1.2.2. Integrability of the (CS) equation. One of the most remarkable features of the
Calogero–Sutherland DNLS equation is its integrability as a PDE on R and on T . In
fact, it enjoys a Lax pair structure in the focusing and defocusing cases [3, 16]: for any
u 2 H s

C.T /, s >
3
2

, there exist two operators .Lu; Bu/ satisfying the Lax equation

dLu

dt
D ŒBu; Lu�; ŒBu; Lu� WD BuLu � LuBu;

where

(i) in the focusing case,

Lu D D � TuT Nu; Bu D TuT@x Nu � T@xuT Nu C i.TuT Nu/
2; (1.7)

(ii) in the defocusing case,

QLu D D C TuT Nu; zBu D �TuT@x Nu C T@xuT Nu C i.TuT Nu/
2: (1.8)

The differential operator D is �i@x , and Tu is the Toeplitz operator of symbol u defined
for any u 2 L1 by

Tuf D ….uf /; 8f 2 L
2
C; (1.9)

where … is the Szegő projector introduced in (1.1). Note that since we are working in the
Hardy space,Lu is a semi-bounded operator from below and QLu is a nonnegative operator.
In addition, as noted in [3, Proposition 2.3], the Lax operators Lu and QLu are self-adjoint
operators of domain H 1

C.T /, and are of compact resolvent. Therefore, their spectra are
made up of a sequence of eigenvalues going toC1,

�.Lu/ WD
®
�0.u/ � � � � � �n.u/ � � � �

¯
; �0.u/ � �kuk

2
L1 ;

�. QLu/ WD
®
�0.u/ � � � � � �n.u/ � � � �

¯
; �0.u/ � 0:

(1.10)

Recall that any Lax operator satisfies the isospectral property

Lu0 D U.t/
�1Lu.t/U.t/; (1.11)

where u0 is the initial data, u.t/ is the evolution of the solution starting from u0, and U.t/
is a family of operators solving the Cauchy problem8<:

d

dt
U.t/ D Bu.t/U.t/;

U.0/ D Id :
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The identity (1.11) implies that the spectrum of Lu.t/ is invariant by the evolution, i.e.
�n.u.t//D �n.u0/ and �n.u.t//D �n.u0/ for all n. Therefore, in the sequel, we omit the
variable u in �n.u/ and �n.u/ when it does not cause confusion.

Further information regarding the spectrum of the Lax operators will be provided in
Section 2.

1.2.3. Traveling waves on R. Let us mention that the focusing Calogero–Sutherland
DNLS equation (CSC) also enjoys traveling waves and stationary waves in the non-
periodic case (i.e. x 2 R). They are of the form

u.t; x/ D ei�eiv.x�vt/�
1
2R.�.x � 2vt/C y/; � > 0; y 2 R; � 2 T ; v 2 R;

where the profile

R.x/ D ei�
p
2Imp
x C p

; p 2 CC; � 2 R;

is obtained as a ground state (minimizer) for the energy functional [16, Section 4]. Notice
that all these waves are ofL2-norm equal to

p
2� . Therefore, this situation differs from the

torus T , where in the latter case, there is no L2-threshold that would prevent the existence
of small or large traveling waves in L2.T /. Essentially, the main reason that leads to a
more diverse class of traveling waves in the periodic setting compared to the nonperiodic
setting is the spectral property carried by the Lax operator in both cases. Indeed, on R,
the Lax operator has an absolute continuous spectrum and a finite number of eigenvalues
[16, Section 5]. In contrast with T , the Lax operator presents only a point spectrum formed
by eigenvalues [3, Section 2].

To summarize, we refer to Table 1.

Focusing (CSC) on R Defocusing (CS�) on R

Stationary waves X
Traveling waves X
Wave speed c 2 R
L2-norm of traveling waves kukL2 D

p
2�

Focusing (CSC) on T Defocusing (CS�) on T

Nontrivial stationary waves X ✗

Traveling waves X X
Wave speed c 2 R c � N

L2-norm of nontrivial traveling waves kukL2 2 .0;C1/ kukL2 2 .0;C1/

Table 1. Here N 2 N�1 is the denominator’s degree of a traveling wave of the form (1.4). In
addition, by a nontrivial traveling wave, we mean a traveling wave that does not belong to G1,
where G1 is the set of trivial traveling waves defined in (1.3). Moreover, by nontrivial stationary
waves we mean the solutions u.t; x/ D u0.x/ that are not constant functions.
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1.3. Outline of the paper

The paper is organized as follows. In Section 2 we present some spectral properties con-
cerning the eigenvalues and the eigenfunctions of the Lax operators Lu and QLu. Moving
on to Section 3, we focus on the traveling waves of the defocusing Calogero-Sutherland
DNLS equation (CS�). This section follows a two-step process. Section 3.1 provides a
spectral characterization of these waves, while Section 3.2 derives their explicit formu-
las. Moreover, Section 3.3 includes remarks concerning the speed and L2-norm of these
traveling waves for the defocusing (CS�) equation.

In Section 4 we delve into the analysis of traveling waves for the focusing Calogero–
Sutherland DNLS equation (CSC). Thus, we describe the set of traveling waves of (CSC)
in Section 4.1, and we highlight the presence of a larger set of traveling waves in the focus-
ing case compared to the defocusing case. Similar to the defocusing case, some remarks
related to the speed and the L2-norm of the traveling waves of (CSC) are discussed in
Section 4.2, and in particular we establish the existence of stationary wave solutions for
the focusing Calogero-Sutherland DNLS equation (CSC).

Note that in order to describe the traveling waves of (CSC), one needs to understand
the set of finite gap potentials. To this end, Section 5 is dedicated to the study of finite gap
potentials for the Calogero–Sutherland DNLS equation (CS).

Throughout this paper, we have assumed sufficient regularity on the solutions. How-
ever, in Section 6, we discuss how the same analysis can be extended to solutions with
lower regularity. Lastly, in Section 7, we present some open problems for further explo-
ration.

2. Spectral properties for the Lax operators

As mentioned in the introduction, our aim is to describe the traveling waves of the Calo-
gero-Sutherland DNLS equation (CS). In order to accomplish this goal, our strategy relies
on characterizing them first in the state space, by means of some spectral tools of the Lax
operators Lu and QLu introduced in (1.7) and in (1.8), respectively. Therefore, we need to
delve deeper into the spectral properties of the Lax operators.

In the sequel, we assume, for convenience, that u is any function of the state space
with enough regularity, for example, u 2 H 2

C.T /. But, it is worth mentioning that the
analysis can be easily extended to potentials with less regularity as well (see Section 6).
Further, recall from (1.10), that the Lax operators QLu and Lu have point spectra, bounded
from below,

�. QLu/ WD
®
�0 � � � � � �n � � � �

¯
; �0 � 0;

�.Lu/ WD
®
�0 � � � � � �n � � � �

¯
; �0 � �kuk

2
L1 :

The following proposition aims to give more information, regarding the multiplicity of
the eigenvalues .�n/ and .�n/. But before that, we need to recall two useful commutator
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identities. We denote by S the shift operator defined as

S WL2C.T /! L2C.T /; Sh.x/ D eixh.x/:

Thus, for all u 2 H 2
C.T /, we have from [3, Lemma 2.3],

QLuS D S QLu C S C h�jS
�uiu;

LuS D SLu C S � h�jS
�uiu;

(2.1)

where S� denotes the adjoint operator of S ,

S�WL2C.T /! L2C.T /; S�h.x/ D ….e�ixh.x//;

where … is the Szegő projector defined in (1.1), and Lu and QLu are defined in (1.7) and
(1.8). In addition, we also have from the same lemma [3, Lemma 2.3],

ŒS�; Bu� D i.S
�L2u � .Lu C Id/2S�/;

ŒS�; zBu� D i.S
� QL2u � .

QLu C Id/2S�/;
(2.2)

where ŒS�;Bu� denotes the commutator S�Bu �BuS�, and Bu and zBu are the two skew-
adjoint operators of the Lax pairs, defined respectively in (1.7) and (1.8).

Proposition 2.1 (Multiplicity of .�n/ and .�n/). The eigenvalues of Lu and QLu are de-
scribed as follows:

Defocusing case. The eigenvalues .�n/ of QLu are all simple. More precisely,

�nC1 � �n C 1; n 2 N�0: (2.3)

Focusing case. The eigenvalues .�n/ of Lu are of multiplicity at most 2:

�nC2 � �n C 1; n 2 N�0: (2.4)

Moreover, when n is large enough, the eigenvalues of Lu are simple. More precisely,

lim inf
n!1

�nC1 � �n � 1: (2.5)

Furthermore, for all 0 � ˛ < 1 such that kuk2
L2
< 1 � ˛, we have for all n 2 N�0,

�nC1 > �n C ˛: (2.6)

Remark 2.1. We underline the following points:

(1) It should be noted that for any potential u, the eigenvalues .�n/ of Lu cannot
all be simple. For instance, take u.x/ D eix : one can easily check that for Lu D
D � TuT Nu,

Lu1 D Lue
ix
D 0:
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(2) Inequality (2.5) implies that as n� 1, the lower bound of the distance between
two consecutive eigenvalues �n gets closer to 1.

Proof of Proposition 2.1. All the presented inequalities are a direct consequence of the
max–min principle:

�n D max
F�L2C

dimF�n

min
®
h QLuhjhiI h 2 F

?
\H

1
2
C.T /; khkL2 D 1

¯
;

�n D max
F�L2C

dimF�n

min
®
hLuhjhiI h 2 F

?
\H

1
2
C.T /; khkL2 D 1

¯
:

Spectrum of QLu. Let F be any subspace of L2C.T / of dimension n, and consider E WD
C1˚ S.F /, where S is the shift operator. Then

�nC1 � min
®
h QLuhjhiI khkL2 D 1; h 2 E

?
\H

1
2
C

¯
Observe that E? D S.F?/; thus by (2.1),

�nC1 � min
®
h QLugjgi C 1C jhSgjuij

2
I kgkL2 D 1; g 2 F

?
\H

1
2
C

¯
:

In addition, since jhSgjuij2 � 0, we infer for all n 2 N�0,

�nC1 � �n C 1:

Spectrum of Lu-inequality (2.4). Let F be any subspace of L2C.T / of dimension n, and
take G WD C1˚ S.F /CCu. Then,

�nC2.u/ � min
®
hLuhjhiI khkL2 D 1; h 2 G

?
\H

1
2
C

¯
:

Since G? D S.F? \ .S�u/?/, then

�nC2 � min
®
hLuSgjSgiI kgkL2 D 1; g 2 F

?
\ .S�u/? \H

1
2
C.T /

¯
:

Note that g ? S�u; then by (2.1),

�nC2 � min
®
hLugjgi C 1I kgkL2 D 1; g 2 F

?
\ .S�u/? \H

1
2
C.T /

¯
;

leading to
�nC2 � �n C 1:

Inequality (2.5). For any n, let Fn D span¹f0; f1; : : : ; fn�1º be the subspace of L2C.T /
of dimension n made up of the first n eigenfunctions of Lu. For this choice of Fn,

min
®
hLuhjhiI khkL2 D 1; h 2 F

?
n \H

1
2
C

¯
D �n:
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Let us consider the subspace E WD C1˚ S.Fn/ of L2C.T / of dimension nC 1. Then

�nC1 � min
®
hLugjgiI kgkL2 D 1; g 2 E

?
\H

1
2
C

¯
:

Note that E? \H
1
2
C D S.F

?
n \H

1
2
C/. Therefore, by (2.1),

�nC1 � min
®
hLu'j'i C 1 � jhS'juij

2
I k'kL2 D 1; ' 2 F

?
n \H

1
C

¯
:

It results, for all n 2 N�0, in

�nC1 � �n C 1 � sup
k'kL2.T/D1

'2F ?n

jhS'juij2: (2.7)

To conclude the proof, it remains to prove sup
k'kL2.T/D1;'2F

?
n
jhS'juij2 ����!

n!1
0.

Lemma 2.2. Let Fn be the subspace of L2C.T / defined as above. Then

sup
k'kL2.T/D1

'2F ?n

jhS'juij ! 0 as n!1:

Proof. Suppose for the sake of contradiction, that for all n 2 N�0,

sup
k'kL2.T/D1

'2F ?n

jhS'juij � "; " > 0:

Namely, there exists 'n 2 F?n , k'nkL2.T/ D 1 such that jhS'njuij � "
2

. Hence, since
k'nkL2.T/ D 1, then up to a subsequence 'n * ' in L2C.T / as n!1, which yields

jhS'njuij ����!
n!1

jhS'juij;

and so hS'jui � "
2

. On the other hand, since 'n ? Fn then

h'njfpi D 0; 80 � p � n � 1:

Taking n!1, we infer
h'jfpi D 0; 8p 2 N�0:

Note that the eigenfunctions .fp/ of the self-adjoint operator Lu form an orthonormal
basis ofL2C.T /. Therefore, we have ' D 0, which is a contradiction with hS'jui � "

2
.

Inequality (2.6). It is a consequence of inequality (2.7) after applying the Cauchy–
Schwarz inequality and considering the fact that kuk2

L2
< 1 � ˛.

In what follows, we make a slight abuse of notation by using .fn/ to denote both an
orthonormal basis of L2C.T / consisting of the eigenfunctions of the self-adjoint operator
Lu, and an orthonormal basis of L2C.T / consisting of the eigenfunctions of QLu. Nonethe-
less, we shall specify the context in which we are working to avoid confusion and ensure
that .fn/ is understood appropriately as either the eigenfunctions of Lu or QLu.
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Lemma 2.3. Given u 2 H 2
C.T /, then for all n; p 2 N�0,

• Defocusing case:

h1juihujfni D �nh1jfni;

.�n � �p � 1/hSfpjfni D hSfpjuihujfni:

• Focusing case:

h1juihujfni D ��nh1jfni;

.�n � �p � 1/hSfpjfni D �hSfpjuihujfni:

Proof. We prove first the identities for the defocusing case. By definition of QLu D D C
TuT Nu, we have

QLu1 D h1juiu:

Then taking the inner product of both sides with fn, and using the fact that QLu is a self-
adjoint operator, leads to the first identity. For the second one, thanks to the commutator
relation between QLu and S ,

QLuSfp D S QLufp C Sfp C hSfpjuiu;

of equation (2.1), we infer the second identity by taking the inner product with fn.
Further, by considering the focusing case with Lu DD � TuT Nu, it follows that Lu1D

�h1juiu. This explains the minus sign appearing in the first statement. As for the second
one, since by (2.1),

LuSfp D SLufp C Sfp � hSfpjuiu;

then taking the inner product with fn once more, leads to the desired identity.

In light of the previous lemma and based on the commutator identities (2.1), one can
investigate further information regarding the spectral data (i.e. the eigenvalues and the
eigenvectors) of Lu and QLu, especially when the quantities hujfni vanish. The following
lemmas/propositions aim to achieve this.

For the following, we denote by E�n the eigenspace of Lu corresponding to the eigen-
value �n. In addition, the notation f == g means that the two vectors f and g are collinear
in L2C.T /.

Proposition 2.4. For all n 2 N�1, such that �n ¤ 0, we have

�n D �n�1 C 1) ŒSfn�1 2 E�n � or Œfn 2 SE�n�1 �;

Moreover, for the defocusing case,

�n D �n�1 C 1) Sfn�1 == fn:
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Remark 2.2. We have the following remarks:

(1) The condition �n¤ 0 cannot be omitted. We refer to Appendix A.1 for an example.

(2) For the defocusing case, the condition of nonvanishing eigenvalues �n ¤ 0 is
already satisfied for all n 2 N�1, since QLu is a nonnegative operator on the Hardy
space, and for all n 2 N�1, we have by (2.3), �n � �n�1 C 1.

Proof of Proposition 2.4. The key is to use Lemma 2.3 and the commutator identities
(2.1). In view of the second identity of Lemma 2.3, we have

hSfn�1juihujfni D 0:

If hujSfn�1i D 0, then by (2.1),

LuSfn�1 D SLufn�1 C Sfn�1

D .�n�1 C 1/Sfn�1

D �nSfn�1;

as �n D �n�1C 1. Namely, Sfn�1 2 E�n . Let us move to the second case where hujfni D
0. By the first identity of Lemma 2.3,

�nhfnj1i D 0:

Therefore, since �n ¤ 0, there exists gn 2 H 1
C.T / such that fn D Sgn. Using the com-

mutator identity (2.1) again, we have

SLugn D .�n � 1/Sgn:

Applying S� to both sides of the latter identity, and using the fact that S�S D Id, and as
�n D �n�1 C 1, we find

Lugn D �n�1gn:

That is, gn 2 E�n�1 , and so fn 2 SE�n�1 .
Further, note that for the defocusing equation, the vector spaces E�n are of dimension

1, thanks to Proposition 2.1. Consequently, the results ŒSfn�1 2 E�n � or Œfn 2 SE�n�1 �
lead to Sfn�1 == fn.

In the sequel, we denote by 	.u/ the set

	.u/ WD
®
n 2 N�1

ˇ̌
hSfn�1jfni D 0

¯
: (2.8)

Lemma 2.5. The set 	.u/ is described as follows:

Defocusing case. For any u 2 H 2
C.T /, the set 	.u/ is empty.
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Focusing case. Given u 2 H 2
C.T /, let m 2 	.u/. Assume that the eigenvalues �m and

�m�1 are simple. Then either

�m�1 C 1 D �mC1; with Sfm�1 2 E�mC1
or

�m�2 C 1 D �m; with S�fm 2 E�m�2
or

�m D 0; with fm == 1:

Remark 2.3. We have the following remarks:

(i) Observe that in the focusing case, if kuk2
L2
< 1

2
, then by inequality (2.6),

�n > �n�1 C
1

2
; 8n 2 N�1:

Hence, for such u, ifm2	.u/ then the only possible choice is to have �mD 0with
fm == 1. In other words, for kuk2

L2
< 1
2

, we have, either 	.u/D¿, or 	.u/D ¹mº

and in such a case �m D 0 and fm == 1.

(ii) For any u 2 H 2
C.T /, the set 	.u/ in the focusing case is of finite cardinal, since

by inequality (2.5) we have �n > �n�1 C 1
2

and �n ¤ 0 for all n large enough.

Proof of Lemma 2.5. We consider two cases:

Focusing case. Let m 2 	.u/. By the second identity of Lemma 2.3,

hSfm�1juihujfmi D 0:

If hSfm�1jui D 0, then applying the commutator identity (2.1),

LuSfm�1 D .�m�1 C 1/Sfm�1:

Namely, �m�1 C 1 is an eigenvalue of Lu and Sfm�1 is the corresponding eigenfunction.
Since �m is simple, then Sfm�1 cannot be collinear to fm as hSfm�1jfmi D 0 for m 2
	.u/. Therefore, by (2.4),

�m�1 C 1 D �mC1:

If hujfmi D 0, then by applying the adjoint of the commutator identity (2.1),

S�Lu D LuS
�
C S� C h�juiS�u;

we infer
LuS

�fm D .�m � 1/S
�fm:

That is, if S�fm ¤ 0, then S�fm is an eigenfunction of Lu associated with the eigenvalue
�m � 1. Recall that we have by assumption that �m�1 is simple, and since S�fm cannot
be collinear to fm�1 as m 2 	.u/, then

�m � 1 D �m�2;



R. Badreddine 1052

thanks to (2.4). It remains to study the case where S�fm D 0, i.e. fm == 1. For that case
we have, thanks to the first identity of Lemma 2.3, �m D 0 as hujfmi D 0.

Defocusing case. Suppose that there existsm 2 	.u/. Then, using the same analysis as in
the focusing case, we infer that, either �m�1 C 1 D �mC1 or �m�2 C 1 D �m or �m D 0.
However, recall that �n��n�1C 1 for all n2N�1 (inequality 2.3), thus the first two cases
cannot occur. In addition, since QLu is a nonnegative operator, where all the eigenvalues
satisfy the inequality (2.3), then �m D 0 implies m D 0 … 	.u/.

Corollary 2.6. For all n � 1,

�n D �n�1 C 1, hujfni D 0:

In addition,
�n D �n�1 C 1; 8n � N1, hujfni D 0; 8n � N2:

Remark 2.4. We refer to Appendix A.2 for an example that shows that N2 is not neces-
sarily equal to N1.

Proof. For the defocusing case, suppose that �n D �n�1 C 1. Then, on the one hand
we have by Proposition 2.4, Sfn�1 == fn, and on the other hand, we infer by the second
identity of Lemma 2.3,

hSfn�1juihujfni D 0:

That is, hujfni D 0. The converse is a direct consequence of the second identity of Lemma
2.3 and the previous lemma.

For the focusing case, the same analysis can be applied. However, it should be noted
that, since not all the eigenvalues .�n/ satisfy �n > �n�1C 1

2
, and �n ¤ 0, for all n 2N�1,

but only for large n, thanks to Proposition 2.1, then the equivalence holds for n sufficiently
large.

3. Traveling waves for the defocusing (CS�)

3.1. Spectral characterization

One way to understand the behavior of a linear PDE’s solution is to consider its Fourier
transform. Specifically, on the periodic domain T , this consists of computing the inner
product with h�jeinxi for all n 2 Z. The main idea behind this approach is to “diagonalize”
the problem in the .einx/-basis, which facilitates solving the equation. However, by con-
sidering the Calogero–Sutherland DNLS equation (CS�), we are dealing with a nonlinear
integrable PDE, which can also be “diagonalized” in some coordinate system (think about
the Birkhoff coordinates). Thus, by imitating the idea of the linear case, we suggest taking
the inner product of the (CS�) equation with an appropriate orthonormal basis of L2C.T /.
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Before proceeding, observe that the defocusing Calogero–Sutherland DNLS equation can
be rewritten in terms of the Lax pair as [3, Lemmas 2.4, 5.2]

@tu D zBuu � i QL
2
uu: (3.1)

This motivates the choice of the following orthonormal basis of L2C.T /.

Definition 3.1. Given u 2 CtH
2
C.T /x , let .gtn/ be the evolving orthonormal basis of

L2C.T / defined along the curve t 7! u.t/ as´
@tg

t
n D

zBu.t/g
t
n;

gtnjtD0 D f
u0
n ;

8n 2 N�0;

where .f u0n / is an orthonormal basis of L2C.T / made up of the eigenfunctions of QLu0 at
t D 0, and zBu.t/ is the skew-adjoint operator defined in (1.8).

Remark 3.1. Note that the .gtn/ satisfy for all n 2 N�0 [20, Lemma 4.1],

QLu.t/g
t
n D �ng

t
n:

Therefore, as was established in [3, Lemma 3.6], by taking the inner product of (3.1) with
the gtn and using that QLu is a self-adjoint operator and zBu is skew-symmetric, we find

@t hu.t/jg
t
ni D �i�

2
nhu.t/jg

t
ni;

or
hu.t/jgtni D hu0jf

u0
n ie

�i�2nt : (3.2)

Lemma 3.2. For any u 2 CtH
2
C.T /x a solution of (CS�) and for all n; p 2 N�0,

h1jgtni D h1jf
u0
n ie

�i�2nt ;

hSgtpjg
t
ni D hSf

u0
p jf

u0
n ie

i..�pC1/
2��2n/t :

Proof. By Definition 3.1, and since zBu is a skew-symmetric operator,

@t h1jg
t
ni D h1j

zBug
t
ni D �h

zBu1jg
t
ni;

where by (1.8),

zBu1 D �TuT@x Nu1C T@xuT Nu1C i.TuT Nu/
21

D h1jui.@xuC iTuT Nuu/:

Note that QLu1 D �i@x1C TuT Nu1 D h1juiu. Therefore, zBu1 D i QL2u1 and

@t h1jg
t
ni D �ihL

2
u1jg

t
ni D �i�

2
nh1jg

t
ni:
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This achieves the proof of the first point. To prove the second one, we proceed in the same
manner. By Definition 3.1,

@t hg
t
njSg

t
pi D h

zBug
t
njSg

t
pi C hg

t
njS
zBug

t
pi D hŒS

�; zBu�g
t
njg

t
pi:

Hence, applying the commutator identity (2.2), and since QLu is a self-adjoint operator, we
infer

@t hg
t
njSg

t
pi D ih.S

� QL2u � .
QLu C Id/2S�/gtnjg

t
pi

D i.�2n C .�p C 1/
2/hgtnjSg

t
pi:

Therefore,
hgtnjSg

t
pi D hf

u0
n jSf

u0
p ie

i.�2n�.�pC1/
2/t :

Remark 3.2. The consideration of the evolution of hujgtni, h1jg
t
ni, and hSgtpjg

t
ni is moti-

vated by the fact that any element u of the Hardy space can be written as follows.

Lemma 3.3 ([14, 15]). For any u 2 L2C.T /,

u.z/ D h.Id�zS�/�1uj1i; z 2 D;

where S� is the adjoint operator of S in L2C.T /.

Therefore, by expressing the operator S�, and the two vectors u and 1 in their matrix
representations with respect to the .gtn/-basis, we obtain

u.t; z/ D h.Id�zM/�1X jY i; z 2 D;

where X , Y are infinite column vectors and M is the infinite matrix representation:

X WD .hujgtni/; Y WD .h1jgtni/; M WD .hgtmjSg
t
ni/:

Proof of Lemma 3.3 ([15]). The idea is to observe that any element u of the Hardy space
L2C.T / can be read as an analytic function on the open unit disc D, whose trace on the
boundary @D is in L2.4 Thus, for any z 2 D,

u.z/ D
X
k2N�0

Ou.k/zk D
X
k2N�0

hujSk1izk D
X
k2N�0

h.S�/kuj1izk :

As a result, by Neumann series,

u.z/ D h.Id�zS�/�1uj1i:

4For a simple introduction to the different definitions of Hardy spaces, we refer to [14, Chapter 3].
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At this stage, we consider u.t/ WD u0.x � ct/ to be a traveling wave to the Calogero–
Sutherland DNLS equation (CS�). For all c; t 2 R, we denote by �ct the isometric linear
map

�ct WL
2
C.T /! L2C.T /; �ctu0.x/ D u0.x � ct/:

Our aim for this subsection is to prove the following theorem.

Theorem 3.4. Let u.t/ WD �ctu0 be a traveling wave to the (CS�) equation. Then there
exists at most one N 2 N�1 such that

hu0jf
u0
N i ¤ 0:

Moreover, the speed c is given by

c D 1C
2

N

N�1X
kD0

�k :

To this end, we shall need two key elements. First, we need Lemma 3.2 and iden-
tity (3.2). Second, we shall utilize the existence of a relationship (identity (3.3)) connecting
the eigenfunctions .gtn/ of QLu.t/ introduced in Definition 3.1, with the functions .�ctf

u0
n /,

where we recall that .f u0n / represents the eigenfunctions of QLu0 .
To establish this connection, we present the following proposition, which also de-

scribes the behavior of the eigenfunctions .f u0n / of QLu0 under the action of the translation
map on the spatial variable

f u0n 7! �ctf
u0
n ; c; t 2 R:

Proposition 3.5. Let u.t/ WD �ctu0 be a solution to (CS�). There exists a sequence .�n.t//
� R, such that

�ctf
u0
n D ei�n.t/gtn; 8n 2 N�0: (3.3)

In other words, the .�ctf
u0
n / are also eigenfunctions of QLu.t/.

Proof. By definition of QLu D D C u…. Nu�/, and since u.t/ D �ctu0,

QLu.t/�ctf
u0
n D Df

u0
n .x � ct/C u0.x � ct/…. Nu0.x � ct/f

u0
n .x � ct//;

D �ct . QLu0f
u0
n /

D �n.u0/�ctf
u0
n ; 8n 2 N�0:

In other words, �ctf
u0
n is an eigenfunction of QLu.t/ associated with the eigenvalue �n.u0/.

On the other hand, recall that all the eigenvalues �n.u0/ of QLu.t/ are simple, as stated in
Proposition 2.1. Additionally, according to Remark 3.1, the .gtn/ are eigenfunctions of
QLu.t/ associated to the eigenvalues �n.u0/. Therefore, for all n 2 N�0, the two vectors
�ctf

u0
n and gtn are collinear. Since both vectors belong to an orthonormal basis of L2C.T /,

then each one has an L2-norm equal to 1. Thus, we infer for all n 2 N�0, there exists
�n.t/ 2 R such that for all t 2 R,

�ctf
u0
n D ei�n.t/gtn:
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Corollary 3.6. For all n; p 2 N�0, and for all t 2 R, we have

(1) if h1jf u0n i ¤ 0 then
�n.t/ D ��

2
nt ;

(2) if hu0jf
u0
n i ¤ 0 then

�n.t/ D ��
2
nt ;

(3) if hSf u0p jf
u0
n i ¤ 0 then

�n.t/ D ..�p C 1/
2
� �2n/t � ct C �p.t/;

where �n.t/ is the angle obtained in (3.3).

Proof. By combining identity (3.2) and the two identities of Lemma 3.2 with identity (3.3)
of the previous proposition, we infer8̂̂̂<̂

ˆ̂:
ei�n.t/h1j�ctf

u0
n i D h1jf

u0
n ie�i�

2
nt ;

ei�n.t/h�ctu0j�ctf
u0
n i D hu0jf

u0
n ie�i�

2
nt ;

e�i�p.t/ei�n.t/hS�ctf
u0
p j�ctf

u0
n i D hSf

u0
p jf

u0
n iei..�pC1/

2��2n/t :

Note that S�ct .�/ D eict�ct .S �/, and since we are dealing with periodic functions, we
deduce 8̂̂̂<̂

ˆ̂:
ei�n.t/h1jf u0n i D h1jf

u0
n ie�i�

2
nt ;

ei�n.t/ei'.t/hu0jf
u0
n i D hu0jf

u0
n ie�i�

2
nt ;

e�i�p.t/ei�n.t/eict hSf u0p jf
u0
n i D hSf

u0
p jf

u0
n iei..�pC1/

2��2n/t :

leading to the result.

At this point, we are ready to prove the spectral characterization of the traveling waves
for (CS�), namely Theorem 3.4.

Proof of Theorem 3.4. The proof relies on the spectral property of QLu discussed in Sec-
tion 2 and on Corollary 3.6. Indeed, observe first by Lemma 2.5, we have hSf u0n�1jf

u0
n i¤ 0

for all n 2 N�1. Hence, applying the third identity of Corollary 3.6 with p D n � 1 leads
to the recurrence relation

�n.t/ D ..�n�1 C 1/
2
� �2n/t � ct C �n�1.t/; n � 1:

Taking the sum of all these expressions from n D 1 to n 2 N�1, we infer

�n.t/ D �
2
0t C 2t

n�1X
kD0

�k C nt � �
2
nt � nct C �0.t/: (3.4)
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Our aim is to prove that for all n � 1, hu0jf
u0
n i D 0 except for at most one n. For the sake

of contradiction, suppose that there exist two integers 1� n1 < n2 such that hu0jf
u0
n1 i ¤ 0

and hu0jf
u0
n2 i ¤ 0. Then by Corollary 3.6, we infer

�n1.t/ D ��
2
n1
t ;

�n2.t/ D ��
2
n2
t:

(3.5)

Plugging (3.5) in (3.4) we obtain

n1ct D n1t C 2t

n1�1X
kD0

�k C �0.t/C �
2
0t ;

n2ct D n2t C 2t

n2�1X
kD0

�k C �0.t/C �
2
0t:

(3.6)

Further, notice that
�0.t/ D ��

2
0t: (3.7)

Indeed, if hu0jf
u0
0 i ¤ 0 then by the second point of Corollary 3.6, we have the claimed

identity. Otherwise, if hu0jf
u0
0 iD 0 then h1jf u00 i¤ 0, since if it is not the case, i.e. if there

exists h 2 L2C.T / such that f u00 D Sh, then we have by the commutator relation (2.1),

�0Sh D QLu0Sh D S
QLu0hC ShC hShju0iu0;

implying, as hShju0i D hf
u0
0 ju0i D 0,

QLu0h D .�0 � 1/h:

That means h is an eigenvector of QLu0 associated with an eigenvalue strictly less than �0,
which is impossible. Therefore h1jf u00 i ¤ 0, and so by the first identity of Corollary 3.6,
we infer �0.t/ D ��20t . Substituting (3.7) in (3.6), we obtain

c D

8̂̂̂̂
<̂̂
ˆ̂̂̂:
1C

2

n1

n1�1X
kD0

�k ;

1C
2

n2

n2�1X
kD0

�k :

That is,

n2

n1�1X
kD0

�k D n1

n2�1X
kD0

�k ;

or

.n2 � n1/

n1�1X
kD0

�k D n1

n2�1X
kDn1

�k :
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But recall by (2.3), �nC1 > �n, for all n. Combining this fact with the last equality, we
conclude

n1.n2 � n1/�n1�1 > n1.n2 � n1/�n1 ;

leading to a contradiction. As a consequence, for any traveling wave solution u.t; x/ WD
u0.x � ct/ of (CS�), there exists at most one N 2 N�1 such that

hu0jf
u0
N i ¤ 0;

where .f u0n / is any orthonormal basis of L2C.T / consisting of the eigenfunctions of QLu0 .
Moreover, u travels with the speed

c D 1C
2

N

N�1X
kD0

�k : (3.8)

Remark 3.3. In view of the previous theorem and Corollary 2.6, it follows that any trav-
eling wave solution u of (CS�) propagates with a speed

c D N C 2�0: (3.9)

Indeed, since hu0jf
u0
n i D 0 for all 1 � n < N , then by Corollary 2.6,

�n D �n�1 C 1; 81 � n < N:

leading to the fact that (3.8) is equivalent to (3.9). Further, since QLu is a nonnegative
operator, then �0 � 0, which implies that the speed of the traveling wave solution satisfies
c � N . However, as will be observed in Section 3.3, the speed c D N can only be reached
by traveling waves of the form u.t; x/ D eiN.x�Nt/.

3.2. Explicit formulas for the traveling waves

Recall by Remark 3.2 that any elements of the Hardy space, in particular u0, can be written
as

u0.z/ D h.Id�zM/�1X jY i; (3.10)

where X , Y are infinite column vectors and M is an infinite matrix:

X WD .hu0jf
u0
n i/; Y WD .h1jf u0n i/; M D .hf u0p jSf

u0
n i/: (3.11)

In the following, we denote by G1 the set of the semi-trivial traveling waves, made up
from the constant and the plane wave solutions

G1 D
®
C eiN.x�Nt/

ˇ̌
C 2 C; N 2 N�0

¯
:
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Theorem (Theorem 1.1). The traveling waves u.t; x/ D u0.x � ct/ of (CS�) are the
potentials u.t; x/ 2 G1 and

u.t; x/ WD ei�
�
˛ C

ˇ

1 � peiN.x�ct/

�
; p 2 D�; � 2 T ;

where N 2 N�1, c WD �N.1C 2˛
ˇ
/, and .˛; ˇ/ are two real constants satisfying

˛ˇ C
ˇ2

1 � jpj2
D �N: (3.12)

Proof. The proof is based on the inversion spectral formula

u0.z/ D h.Id�zM/�1X jY i

of (3.10), and on the spectral characterization of u0 described in Theorem 3.4. In the
sequence, to make the notation less cluttered, we denote fn WD f

u0
n .

Let u.t; x/ WD u0.x � ct/. As a first step, we prove that the infinite matrices X , Y
and M reduce to finite matrices in the context of a traveling wave solution. Indeed, by
Theorem 3.4, there exists at most one N 2 N�1, such that hu0jfN i ¤ 0. We focus on the
case where such an N exists, that is,´

hu0jfN i ¤ 0;

hu0jfni D 0;8n 2 N�1n¹N º:
(3.13)

The case where hujfni D 0 for all n 2 N�1 can be handled similarly, leading also to the
reduction of the study to finite matrices. From now on, we suppose (3.13) holds. Therefore,
it follows by Lemma 2.3 that �nh1jfni D 0, implying that

h1jfni D 0; 8n 2 Nn¹N º;

as the eigenvalues �n are all positive for any n 2 N�1 since QLu is a nonnegative operator.
Therefore, the two infinite column vectors X and Y of (3.11) reduce to

X D

0BBBBBBBBBBB@

hu0jf0i

0
:::

0

hu0jfN i

0
:::

1CCCCCCCCCCCA
; Y D

0BBBBBBBBBBB@

h1jf0i

0
:::

0

h1jfN i

0
:::

1CCCCCCCCCCCA
: (3.14)

On the other hand, since hu0jfni D 0, for all n 2 Nn¹N º, then by Corollary 2.6, we
have �n D �n�1 C 1 for all n 2 Nn¹N º. Whence, Sfn�1 == fn for all n 2 Nn¹N º, thanks
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to Proposition 2.4. More specifically,´
fn == S

nf0; 1 � n � N � 1;

fn == S
n�NfN ; n � N:

(3.15)

As a consequence, the set ¹.Snf0/nD0;:::;N�1; .SnfN /n�0º is an orthonormal basis of
L2C.T / and the matrix M D .hfpjSfni/ reduces to

M D

0BBBBBBBBBBBB@

0 1 0 : : : 0 0 : : : 0
:::

: : :
: : :

: : :
:::

:::
:::

0
: : : 1 0

hf0jS
Nf0i 0 : : : 0 hfN jS

Nf0i 0

0 : : : : : : 0 1 0

0 : : : : : : 0 0 1 0
:::

:::
:::

: : :
: : :

1CCCCCCCCCCCCA
:

Hence, the infinite matrices X , Y and M in formula (3.10) can be reduced to finite
matrices involving only the firstN C 1 coordinates ofX , Y , andM [15]. Indeed, denoting
� WD .Id�zM/�1X , we have

.Id�zM/� D X:

That is,0BBBBBBBBBBBB@

1 �z 0 : : : 0 0 : : : 0
:::

: : :
: : :

: : :
:::

:::
:::

0
: : : �z 0

�hf0jS
Nf0iz 0 : : : 1 �hfN jS

Nf0iz 0

0 : : : : : : 1 �z 0

0 : : : : : : 0 1 �z 0
:::

:::
:::

: : :
: : :

1CCCCCCCCCCCCA
�

0BBBBBBBBB@

�0
:::

�N�1
�N
�NC1
:::

1CCCCCCCCCA

D

0BBBBBBBBBBB@

hu0jf0i

0
:::

0

hu0jfN i

0
:::

1CCCCCCCCCCCA
Thus, for all n � N C 1, the nth coordinate of � is �n D z�nC1, i.e.

�NC1 D z
n�N�1�n; 8n � N C 1;



Traveling waves and finite gap potentials for the (CS) equation 1061

and since
P
n�0 j�nj

2 <1, then

�n D 0; 8n � N C 1:

As a result, ˝
.Id�z.Mmn/m;n�NC1/

�1.Xn/n�NC1
ˇ̌
.Ym/m�NC1

˛
D 0;

and therefore
u0.z/ D h.Id�zM�N /�1X�N jY�N iCNC1�CNC1 ;

whereM�N WD .Mmn/0�m;n�N , X�N WD .Xn/0�n�N , and Y�N WD .YN /0�n�N . Conse-
quently, u0 is a rational function

u0.z/ D
P.z/

det.Id�zM�N /
;

where P.z/ D Y �
�N � Com.Id �zM�N /T � X�N . Computing the numerator P and the

denominator of u0 via these finite matrices, we obtain that u0 is of the form

u0.z/ D
azN C b

1 � pzN
; a; b 2 C; (3.16)

where p D hf0jSNf0i, jpj < 1.

If p D 0: Namely, if hf0jSNf0i D 0, then

SNf0 D
X
n�n

hSNf0jfnifn D hS
Nf0jfN ifN ;

since by (3.15), the set ¹.Snf0/nD0;:::;N�1; .SnfN /N�0º is an orthonormal basis of
L2C.T /. Thus, the two vectors fN and SNf0 are collinear, leading to the following: for
all n 2 N�0,

fn == S
nf0;

thanks to (3.15). Consequently, ¹Snf0;n2N�0º is an orthonormal basis ofL2C.T /, which
means that the vector f0 is necessarily collinear to 1. Further, recall from (3.14) that

u0 D hu0jf0if0 C hu0jfN ifN

D hu0jf0if0 C hu0jS
Nf0iS

Nf0;

D hu0j1i C hu0jeiNxieiNx

and, as p D 0, i.e. hf0jSNf0i D 0, we have by the second identity of Lemma 2.3, either

hu0jf0i D 0 or hu0jSNf0i D 0;

i.e.

hu0j1i D 0 or hu0jeiNxi D 0:
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Therefore, either u0.x/ is a complex constant, or u0.x/ D C eiNx , with C 2 C, N 2
N�1. Taking u.t; x/ D u0.x � ct/ D C eiN.x�ct/, and substituting it into the defocus-
ing Calogero–Sutherland DNLS equation (CS�), we can infer, since the nonlinearity
D….jeiN.x�ct/j2/eiN.x�ct/ vanishes, that

NceiN.x�ct/ �N 2eiN.x�ct/ D 0;

and thus c D N . As a result, if p D 0 then the traveling waves u.t; x/ WD u0.x � ct/ are

u.t; x/ D C eiN.x�Nt/; C 2 C; N 2 N�0:

If p ¤ 0: The potential u0 of (3.16) can be rewritten as

u0 D ˛ C
ˇ

1 � pzn
; ˛; ˇ 2 C; p; z 2 D;

In order to find the relation between ˛, ˇ and obtain the speed c, we substitute u.t; z/ WD
u0.e�ictz/ into the defocusing Calogero–Sutherland DNLS equation (CS�). This equa-
tion can be rewritten as

i@tu � .z@z/
2u � 2z@z….juj

2/u D 0; (3.17)

after observing that D D �i@x can be expressed as D � z@z . Thus, starting from

u WD u.t; z/ D ˛ C
ˇ

1 � pe�iNctzN
;

and computing i@tu and .z@z/2u, we find

i@tu D �cˇN
� 1

1 � pe�iNctzN
�

1

.1 � pe�iNctzN /2

�
;

.z@z/
2u D ˇN 2

� 1

1 � pe�iNctzN
�

3

.1 � pe�iNctzN /2
C

2

.1 � pe�iNctzN /3

�
:

For the nonlinear part,

juj2 D j˛j2 C ˛ Ň C
˛ Ň NpeiNct

zN � NpeiNct
C

˛ Ň

1 � pe�iNctzN

C
jˇj2zN

.1 � pe�iNctzN /.zN � NpeiNct /
:

Recall that… is an orthonormal projector into the Hardy space (in particular to a subspace
of the holomorphic functions on D). Thus, applying …, it follows that

….juj2/ D j˛j2 C ˛ Ň C
˛ Ň

1 � pe�iNctzN
C
jˇj2

1 � jpj2
1

1 � pe�iNctzN
;
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and hence,

z@z….juj
2/ � u D A

�
�˛

1 � pe�iNctzN
C

�ˇ C ˛

.1 � pe�iNctzN /2
C

ˇ

.1 � pe�iNctzN /3

�
;

where

A D N
�
N̨ˇ C

jˇj2

1 � jpj2

�
:

Substituting the expressions of i@tu, .z@z/2u and z@z….juj2/u into (3.17), and compar-
ing the terms 1=.1 � pe�iNctzN /n for n D 1; 2; 3, we deduce the following:

• With n D 3, A D �N 2. That is,

N̨ˇ C
jˇj2

1 � jpj2
D �N:

• With n D 2 and n D 1,

c D �N
�
1C

2˛

ˇ

�
:

As a result, for p ¤ 0,

u.t; z/ WD ˛ C
ˇ

1 � pe�iNctzN
; p 2 D�; � 2 T ;

where N 2 N�1, c WD �N.1C 2˛
ˇ
/, and .˛; ˇ/ 2 C �C satisfy

˛ˇ C
jˇj2

1 � jpj2
D �N: (3.18)

Finally, observe by (3.18) that the two complex constants .˛; ˇ/ satisfy N̨ˇ 2 R. Thus, by
a slight abuse of notation on ˛ and ˇ, we have obtained that the traveling waves of (CS�)
with p ¤ 0 are given by

u.t; z/ WD ei�
�
˛ C

ˇ

1 � pe�iNctzN

�
; p 2 D�; � 2 T ;

where N 2 N�1, c WD �N.1C 2˛
ˇ
/, and .˛; ˇ/ 2 R �R satisfy

˛ˇ C
ˇ2

1 � jpj2
D �N:

3.3. The L2-norm and the speed

In this subsection we analyze how the traveling waves of (CS�) behave, by providing
information regarding their L2-norms and their speed c. Recall that the set of traveling
wave solutions of the defocusing Calogero–Sutherland DNLS equation are made up by
the trivial solutions

G1 D
®
C eiN.x�Nt/

ˇ̌
C 2 C; N 2 N�0

¯
;
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and by the set of functions

u.t; x/ WD ei�
�
˛ C

ˇ

1 � peiN.x�ct/

�
; p 2 D�; � 2 T ; (3.19)

where N 2 N�1, c WD �N.1C 2˛
ˇ
/, and .˛; ˇ/ are two real constants satisfying (3.12).

For u 2 G1, it is easy to see that the L2-norm of the semi-trivial solution can be arbi-
trarily small or large in Œ0;C1/, and its speed c is given as c D N 2 N�0. The following
proposition aims to provide those for the nontrivial traveling waves of (CS�).

Proposition 3.7 (L2-norm of a nontrivial traveling wave and the speed). We have the
following properties:

(i) For any r > 0, there exists a nontrivial traveling wave u.t; x/ WD u0.x � ct/ for
(CS�) with

ku0kL2 D r:

In other words, the traveling waves of (CS�) can be arbitrarily small or large in
L2C.T /.

(ii) Let u be a traveling wave for (CS�) of the form (3.19); then u propagates to the
right with a speed c > N . In addition, when kukL2 !1 then c !1 and when
kukL2 ! 0 then c ! N .

Remark 3.4 (Nonexistence of a stationary solution for (CS�)). Since for any traveling
wave u0.x � ct/ of the defocusing Calogero–Sutherland DNLS equation (CS�) we have
c �N , whereN is the degree of u0 in the denominator, then there is no stationary solution
(i.e. u.t; x/D u0.x/) for the (CS�) equation. Another way to see this is by observing that
if c D 0, which occurs when ˛ D �ˇ

2
according to Theorem 1.1, then we have by (3.12),

1C jpj2

1 � jpj2
ˇ2 D �N;

which is impossible as p 2 D�.

Proof of Proposition 3.7. (i) The L2-norm of the nontrivial traveling wave can be arbi-
trarily small or large. Let u be a traveling wave of the form (3.19),

u.t; x/ WD ei�
�
˛ C

ˇ

1 � peiN.x�ct/

�
; p 2 D�; N 2 N�1;

where .˛; ˇ/ 2 R2 satisfies the identity (3.12). Recall that any function u in the Hardy
space can be seen as an analytic function on the open unit disc D, whose trace on the
boundary @D is in L2. Hence,

kuk2
L2
D

Z
z2C.0;1/

ju.z/j2
dz

2�iz
;
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where

ju.z/j2 D
�
˛ C

ˇ

1 � pe�iNctzN

��
˛ C

ˇzN

zN � NpeiNct

�
D ˛2 C ˛ˇ C

˛ˇeiNct Np
zN � NpeiNct

C
˛ˇ

1 � pe�iNctzN

C
ˇ2zN

.1 � pe�iNctzN /.zN � NpeiNct /
:

Writing

ˇ2zN

.1 � pe�iNctzN /.zN � NpeiNct /
D

ˇ2

1 � jpj2

� 1

1 � pe�iNctzN
C

NpeiNct

zN � NpeiNct

�
;

we infer

ju.z/j2 D ˛2 C ˛ˇ C
�
˛ˇ C

ˇ2

1 � jpj2

� 1

1 � pe�iNctzN

C

�
˛ˇ C

ˇ2

1 � jpj2

� eiNct Np
zN � NpeiNct

:

Therefore,

kuk2
L2
D ˛2 C ˛ˇ C ˛ˇ C

ˇ2

1 � jpj2
; (3.20)

since for N 2 N�1,D
1
ˇ̌̌ 1

zN � NpeiNct

E
D

Z
z2C.0;1/

zN

1 � pe�iNctzN
dz

2�iz
D 0:

Consequently, by (3.12),5

kuk2
L2
D ˛2 C ˛ˇ �N:

In addition, since by (3.12),

˛ D �
N

ˇ
�

ˇ

1 � jpj2
;

then

kuk2
L2
D

�
�
N

ˇ
�

ˇ

1 � jpj2

�2
C

�
�
N

ˇ
�

ˇ

1 � jpj2

�
ˇ �N

D
jpj2

1 � jpj2

� ˇ2

1 � jpj2
C 2N

�
C
N 2

ˇ2
:

Observe that kuk2
L2

is a continuous function of jpj2 and ˇ2. Moreover, by taking ˇ ! 0

then kuk2
L2
!1. And if we take jpj2 ! 0 then

kuk2
L2

�
jpj2!0

N 2

ˇ2
;

which can be arbitrary small when ˇ � 1.

5As we shall see in Corollary 5.5, this corresponds to kuk2
L2
D �N �N where �N > N C �0 > N .
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(ii) Speed c > N . By Theorem 1.1, the speed of the traveling waves of the form (3.19) is
given by c D �N.1C 2˛

ˇ
/. Further, recall from (3.12), that

˛

ˇ
D �

N

ˇ2
�

1

1 � jpj2
:

Substituting the latter identity in the expression For c, it follows that

c D N
�1C jpj2
1 � jpj2

C
2N

ˇ2

�
> N: (3.21)

It remains to prove that

• when kukL2 !C1, we have c !C1,

• and when kukL2 ! 0 then c ! N .

Indeed, observe that kuk2
L2
!1 when ˇ2 ! 0 or jpj2 ! 1, and in both cases

c !1:

On the other hand, kuk2
L2

is arbitrarily small when jpj2 ! 0 and ˇ is big enough. Hence,
by passing to the limit jpj2 ! 0 in (3.21), we infer

c �
jpj2!0

N
�
1C

2N

ˇ2

�
;

which can arbitrarily close to N as kuk2
L2

is arbitrarily close to 0.

4. Traveling waves for the focusing (CSC)

4.1. Toward the characterization of the traveling waves for (CSC)

Recall that to characterize the traveling waves of the defocusing equation (CS�), a spectral
analysis was initially conducted, followed by the derivation of explicit formulas. Here, we
aim to replicate the same strategy. But before proceeding, we shall require some analogous
lemmas to the defocusing case.

Lemma 4.1 (Analog of Lemma 3.2). Let u 2 CtH
2
C.T /x be the solution of (CSC). Then,

for all n; p 2 N�0,
h1jgtni D h1jf

u0
n ie

�i�2nt ;

hujgtni D hu0jf
u0
n ie

�i�2nt

hSgtpjui D hSf
u0
p ju0ie

i.�pC1/
2t ;

hSgtpjg
t
ni D hSf

u0
p jf

u0
n ie

i..�pC1/
2��2n/t ;
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where .gtn/ denotes the orthonormal basis of the L2C.T / solution to the Cauchy problem´
@tg

t
n D Bu.t/g

t
n;

gtnjtD0 D f
u0
n ;

8n 2 N�0;

and .f u0n / is an orthonormal basis of L2C.T / made up of the eigenfunctions of Lu0 and
Bu.t/ is the skew-adjoint operator defined in (1.8).

Proof. Since the focusing Calogero–Sutherland DNLS equation can also be rewritten in
terms of its Lax operators [3, Lemma 2.4]

@tu D Buu � iL
2
uu;

then one can repeat exactly the same proof of Lemma 3.2 and obtain the same results.

Lemma 4.2 (Analog of Proposition 3.5). Let u WD �ctu0 be a traveling wave of (CSC)
such that the eigenvalue �n.u0/ is simple. Then there exists �n.t/ 2 R such that

�ctf
u0
n D ei�n.t/gtn; (4.1)

where the .gtn/ denotes the orthonormal basis defined in the previous lemma.

Lemma 4.3 (Analog of Corollary 3.6 in the focusing case). Let u0 be a function such
that the eigenvalues .�n.u0// are simple. Then, for all n; p 2 N�0, t 2 R, we have the
following:

(1) if h1jf u0n i ¤ 0 then
�n.t/ D ��

2
nt ;

(2) if hu0jf
u0
n i ¤ 0 then

�n.t/ D ��
2
nt ;

(3) if hSf u0p jf
u0
n i ¤ 0 then

�n.t/ D ..�p C 1/
2
� �2n/t � ct C �p.t/;

where �n.t/ is the angle obtained in (4.1).

At this stage, we are equipped with the necessary tools to replicate the proof of the
defocusing equation. However, it is important to emphasize two fundamental differences
between the Lax operators Lu and QLu, which ultimately offer a considerably expanded
set of traveling waves for (CSC) in comparison to (CS�):

• The gap between the eigenvalues differs between the focusing and the defocusing
cases (Proposition 2.1).

• The eigenvalues �n of QLu are not zero for any n 2 N�1.
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Indeed, in the defocusing case, since all the eigenvalues satisfy �n > �n�1 C 1
2

(inequal-
ity (2.3)) and �n ¤ 0 for all n 2 N�1, then we obtained in Lemma 2.5,

	.u/ D ¿; 8u 2 H 2
C.T /;

where 	.u/ was defined in (2.8). As a consequence, we inferred that if u.t; x/ D u0.x �
ct/ is a traveling wave of (CS�), then there exists at most one N 2 N�1 such that
hu0jf

u0
n i D 0 for all n 2 Nn¹N º. Now, for the focusing equation, recall that we have

previously observed in the second point of Remark 2.3, that 	.u/ is of finite cardinal for
all u 2 H 2

C.T /. In particular, for u0 2 H 2
C.T /, we denote by m1; : : : ; mn its elements

	.u0/ D ¹m1; : : : ; mnº:

Theorem 4.4 (Toward the characterization of the traveling waves of (CSC)). The travel-
ing waves u0.x � ct/ of (CSC) are either rational functions or the plane waves u.t; x/D
C eiN.x�Nt/. In addition, the potentials

u.t; x/ WD ei�
�
˛ C

ˇ

1 � peiN.x�ct/

�
; p 2 D�; � 2 T ; N 2 N�1; (4.2)

where c D �N.1C 2˛
ˇ
/, .˛; ˇ/ 2 R �R such that

˛ˇ C
ˇ2

1 � jpj2
D N; (4.3)

and the potentials

u.t; x/ D ei�eim.x�ct/
�
˛ C

ˇ

1 � pei.x�ct/

�
; p 2 D�; � 2 T ; m 2 N�1; (4.4)

where c D m, .˛; ˇ/ 2 R �R such that

˛ˇ C
ˇ2

1 � jpj2
D 1; ˇ.m � 1/ D 2˛;

are parts of the set of the traveling waves of (CSC).

Proof. We proceed in two steps:

Step 1 (Spectral characterization of the traveling waves of (CSC)). Let u.t; x/ WD u0.x �
ct/ be a traveling wave for (CSC). Our goal is to prove that there existsN 2N�1 such that
hu0jf

u0
n i D 0 for all n�N . Once more, in order to simplify the notation, in the following

we write fn instead of f u0n . Recall by the second point of Remark 2.3 that 	.u0/ is of
finite cardinal, that is, there exists m1 < � � � < mj 2 N�1 such that´

hSfn�1jfni D 0; 8n 2 ¹m1; : : : ;mj º;

hSfn�1jfni ¤ 0; 8n 2 Nn¹m1; : : : ;mj º:

Suppose that there exists an integer `� 1, ` > mj such that hu0jf`i ¤ 0. Otherwise, we
already have what we claim to prove. Then,
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• for all n � `C 1, the quantities hSfn�1jfni ¤ 0,

• since ` � 1, then by inequality (2.5), the eigenvalues .�n/n�`C1 are simple. This
implies that Lemma 4.2 holds for n � `C 1.

Therefore, using the third point of Lemma 4.3, we obtain, for all n � `C 1,

�n.t/ D ��
2
nt C .�n�1 C 1/

2t � ct C �n�1.t/

D ��2nt C .�n�1 C 1/
2t � �2n�1t C .�n�2 C 1/

2t � 2ct C �n�2.t/

D : : :

D ��2nt C .n � `/t C �
2
` t � .n � `/ct C 2t

n�1X
kD`

�k C �`.t/;

where �n.t/ is the angle obtained in Lemma 4.2, and �`.t/ D ��2` t thanks to the second
point of Lemma 4.3. Hence, for all n � `C 1,

�n.t/ D ��
2
nt C .n � `/t � .n � `/ct C 2t

n�1X
kD`

�k : (4.5)

As a consequence, there exists at most one integer N � ` such that

hu0jfN i ¤ 0:

Indeed, suppose for the sake of contradiction that there exist n2 > n1 > `, such that
hu0jfn1i ¤ 0 and hu0jfn2i ¤ 0. Then, combining the second point of Lemma 4.3, and
equation (4.5), we obtain 8̂̂̂̂

<̂̂
ˆ̂̂̂:
c D 1C

2

n1 � `

n1�1X
kD`

�k ;

c D 1C
2

n2 � `

n2�1X
kD`

�k :

Hence,

.n2 � `/

n1�1X
kD`

�k D .n1 � `/

n2�1X
kD`

�k ;

or

.n2 � n1/

n1�1X
kD`

�k D .n1 � `/

n2�1X
kDn1

�k :

As a result,
.n1 � `/.n2 � n1/�n1�1 � .n1 � `/.n2 � n1/�n1 ;

leading to a contradiction, since for k � `, we have �kC1 > �k . Therefore, there exists
N 2 N�1 such that hu0jfni D 0 for all n � N .
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Step 2 (They are rational functions or potentials in G1). Since hu0jfni D 0 for all n � N ,
it follows by Corollary 2.6 that �n D �n�1 C 1 for all n � N2. Note that the potentials
satisfying �n D �n�1 C 1 for all n � N2 are referred to as “finite gap potentials” for
(CSC), and are studied deeply in Section 5. In particular, Theorem 1.3 provides a full
characterization of these potentials in the state space. They are either u.x/ D C eiNx ,
C 2 R�, N 2 N�0, or rational functions

u.x/ D eim0x
rY

jD1

� eix � pj
1 � pj eix

�mj�1
�

�
˛ C

rX
jD1

ǰ

1 � pj eix

�
; pj 2 D�; pk ¤ pj ; k ¤ j; (4.6)

where, for N 2 N�1, m0 2 ¹0; : : : ; N � 1º, m1; : : : ; mr 2 ¹1; : : : ; N º, such that m0 CPr
jD1mj D N , and .˛; ˇ1; : : : ; ˇr / 2 C �Cr satisfy for all j D 1; : : : ; r ,

N̨ ǰ C

rX
kD1

j̨˛k

1 � pjpk
D mj :

It remains to verify that (4.2) and (4.4) are traveling waves for (CSC). To do so, one
can simply substitute them into the (CSC) equation and check that they satisfy it.

Remark 4.1. As was observed in the previous proof all the traveling waves u0.x � ct/
of (CSC) are either u.t; x/D C eiN.x�Nt/ or the rational functions u.t; x/ WD u0.x � ct/,
where u0 is defined in (4.6) and the constants ˛, ǰ and c can be described by substituting
u into the (CSC) equation.

4.2. The L2-norm and the speed

In this subsection we analyze the L2-norm and the speed of the traveling waves of (CSC)
and establish the existence of stationary solutions for the focusing Calogero-Sutherland
DNLS equation (CSC).

Proposition 4.5. We have the following properties regarding the L2 norm and the speed
of the traveling waves of (CSC):

(i) For any r > 0, there exists a nontrivial traveling wave u.t; x/ WD u0.x � ct/ for
(CSC) with

ku0kL2 D r:

(ii) Let u be a traveling wave for (CSC) of the form (4.2); then u can propagate to the
right or to the left with any speed c 2 R.



Traveling waves and finite gap potentials for the (CS) equation 1071

Remark 4.2. Contrary to the defocusing case, we do not necessarily have that the travel-
ing wave propagates with a speed c !1 when kuk2

L2
!1. For instance, take

u.t; x/ WD
N

ˇ
�

ˇ

1 � jpj2
C

ˇ

1 � peiN.x�ct/
; ˇ2 WD

2N

1Cjpj2

1�jpj2
�

c
N

:

The proof of this statement will be achieved at the end of the following proof.

Proof of Proposition 4.5. We start by proving (i):

The L2-norm. Let u be a traveling wave for (CSC) of the form (4.2),

u.t; x/ WD ei�
�
˛ C

ˇ

1 � peiN.x�ct/

�
; p 2 D�:

Our goal is to prove that the L2-norm of these traveling waves can be arbitrarily small or
large. The computation of itsL2-norm has been performed in the proof of Proposition 3.7.
Therefore, by identity (3.20),

kuk2
L2
D ˛2 C ˛ˇ C ˛ˇ C

ˇ2

1 � jpj2
;

where the two reals .˛; ˇ/ satisfies condition (4.3),

˛ˇ C
ˇ2

1 � jpj2
D N:

That is,

kuk2
L2
D
jpj2

1 � jpj2

� ˇ2

1 � jpj2
� 2N

�
C
N 2

ˇ2
:

Like for the defocusing case, kuk2
L2

is a continuous function of ˇ2 and jpj2. And by taking
ˇ ! 0 one has kuk2

L2
!1. In addition, if jpj ! 0 then

kuk2
L2

�
jpj2!0

N 2

ˇ2
:

Hence, it is sufficient to take ˇ big enough so that kukL2 can be arbitrarily small.

Speed: c 2 R. By Theorem 4.4, there exist traveling waves for (CSC) that propagate with
a speed c D �N.1C 2˛

ˇ
/, where N 2 N�1 and the two reals .˛; ˇ/ satisfy

˛ˇ C
ˇ2

1 � jpj2
D N; 0 < jpj < 1:

That is,

c D �N
�
1C

2N

ˇ2
�

2

1 � jpj2

�
D �N

�
�
1C jpj2

1 � jpj2
C
2N

ˇ2

�
: (4.7)
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By taking, for example, ˇ D jpj, we infer

c D N
jpj4 C .2N C 1/jpj2 � 2N

jpj2.1 � jpj2/
:

Assume thatN D 1, and by taking x D jpj2 2 .0; 1/, we infer that the continuous function

c.x/ WD
x2 C 3x � 2

x.1 � x/

satisfies infx2.0;1/ c.x/ D �1 and supx2.0;1/ c.x/ D C1.

Proof of Remark 4.2. For a traveling wave u of the form (4.2),

u.t; x/ WD ˛ C
ˇ

1 � peiN.x�ct/
; ˛ˇ C

ˇ2

1 � jpj2
D N;

where N 2 N�1, one has by (4.7) that u propagates with a speed

c D �N
�
�
1C jpj2

1 � jpj2
C
2N

ˇ2

�
:

Thus, for any N 2 N�1, let

ˇ WD

vuut 2N

1Cjpj2

1�jpj2
�

�
N

; p 2 D;

where � is a parameter in R, and with jpj2 big enough so that ˇ is well defined. Hence,
one computes

c D �N

 
�
1C jpj2

1 � jpj2
C

2N
2N

1Cjpj2

1�jpj2
� �
N

!
� 2 R:

That is, u can propagate with any speed in R, regardless of the valued attained by the
L2-norm of u.

Corollary 4.6. The potentials

u.t; x/ WD ei�
s
N.1 � jpj2/

2.1C jpj2/

�
1 �

2

1 � peiNx

�
; p 2 D�; N 2 N�1; � 2 T ;

are stationary solutions for (CSC). Conversely, the defocusing (CS�) equation does not
exhibit stationary wave solutions except for the complex constant functions.

Proof. Through a straightforward calculation, one can easily check that the obtained
waves satisfy the (CSC) equation. On the other hand, for the defocusing equation, we have
already established via Remark 3.3, or the second point of Proposition 3.7, the nonexis-
tence of stationary waves u.t; x/ D u0.x/ for (CS�).
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5. Finite gap potentials

This section aims to examine the finite gap potentials associated with the Calogero–
Sutherland DNLS equation (CS) in both the focusing and defocusing cases. Remarkably,
these potentials manifest as rational functions containing the traveling and solitary waves
of (CS).

In the following, we adopt a slight abuse of notation, where for all n 2N�1, we denote
by


n.u/ WD �n � �n�1 � 1 (5.1)

the gap between consecutive eigenvalues in the focusing context, and by


n.u/ WD �n � �n�1 � 1

the gap in the defocusing context. At this point, several observations can be made. First,
recall that in the defocusing case, the .�n/ satisfy inequality (2.3), and thus, for all n 2
N�1, 
n.u/ is nonnegative in the defocusing case. Second, notice that since the eigenval-
ues .�n/ and .�n/ of the Lax operators Lu and QLu are invariant by the evolution, then for
all n 2 N�1,


n.u.t// D 
n.u0/; 8t:

Definition 5.1 (Finite gap potential). A function u 2 L2C.T / is said to be a finite gap
potential of (CS) if there exists m 2 N�1 such that


n.u/ D 0; 8n � m;

where 
n is defined in (5.1).

Recall that any function in the Hardy space L2C.T / can be seen as a holomorphic
function on the unit disc D whose trace on the boundary @D is in L2. Hence, in what
follows, we denote by BN the set of finite Blaschke products of degree N :

 .x/ D ei�
NY
kD1

eix � pk
1 � pkeix

; � 2 R; pk 2 D;

which can be identified as the set of functions

 .z/ D ei�
zN xQ. 1

z
/

Q.z/
; z 2 xD WD ¹jzj � 1º; � 2 R;

where

Q.z/ WD

NY
jD1

.1 � pj z/; pj 2 D:

In other words, zN xQ. 1
z
/ is a Schur polynomial6 of degree N .

6A polynomial q.z/ D
PN
kD1 akz

k is called a Schur polynomial if all its roots are in the open unit
disc D.
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Remark 5.1. By convention, we suppose that a finite Blaschke product of degree 0 is a
constant in C.

Proposition 5.2. Let u be a finite gap potential of (CSC). There exist .�;  / 2 R � Bn,
n 2 N�0 such that

LuS
k D .� C k/Sk ; 8k 2 N�0: (5.2)

In addition, the same goes for the defocusing Calogero–Sutherland DNLS equation (CS�).

Proof. Let u be a finite gap potential, that is, �n D �n�1 C 1 for all n � m. We denote by
n0 the eventual indices where �n0 may vanish. Then, by Proposition 2.4,

Sfn�1 == fn; 8n � N WD max¹m; n0º C 2;

as the eigenvalues .�n/ are simple for n � mC 1. Therefore, letting  WD fN�1, we have

LuS
k D .�N�1 C k/S

k ; 8k 2 N�0:

It remains to prove that  is a finite Blaschke product. Observe that, by taking the inner
product of both sides of the previous identity with  ,

hSk j i D 0; 8k 2 N�1:

That is,

hj j2jeikxi D 0; 8k 2 N�1

or

hj j2jeikxi D 0; 8k 2 Zn¹0º;

as j j2 is a real value. Consequently, j j2 is a real constant, which can be supposed equal
to 1 since we have assumed that the eigenfunctions of Lu constitute an orthonormal basis
of L2C.T /. Thus, j j D 1 on T . In order to conclude, we need the following classical
lemma [8, Exercise 6.12], which we prove for the convenience of the reader.

Lemma 5.3. Let � be an analytic function on the open unit ball that extends continuously
to an inner function7 on the closed unit disc. Then � 2 Bn.

Proof. Given a holomorphic function � on the open unit ball that extends continuously
to the unit circle while satisfying j j D 1 > 0 on T , we know that its zeros are finite,
isolated, and all localized inside the open unit disc D. We denote them by p1; : : : ; pn.
Hence, � can be factorized as

�.z/ D �.z/ �

nY
kD1

z � pk

1 � pkz
;

7A bounded analytic function  on D is said to be inner if j .eix/j D 1 for almost every x 2 T . Note
that a Blaschke product is a rational inner function.
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where � is a holomorphic function without zeros on D. Therefore, 1=� is a holomorphic
function on D, which continuously extends to the unit circle while satisfying j1=�j D 1
on T . Thus, by the maximum principle, we infer that j1=�j � 1 on D. Using the same
argument on � instead of 1=� , we deduce that j�j � 1 on the unit disc. As a consequence,
j�j D 1 on the closed unit disc ¹jzj � 1º and so

�.z/ D ei� �
nY
kD1

z � pk

1 � pkz
; � 2 R:

Coming back to the proof of Proposition 5.2, we denote by  the function obtained
by the isometric isomorphism map

 .z/ D
X
k�0

O .k/zk ; z 2 D 7!  .x/ WD
X
k�0

O .k/eikx ; x 2 T :

In particular, since  2 L2C.T / then  2 H2.D/, where

H2.D/ WD
®
u 2 Hol.D/I sup0�r<1

R 2�
0
ju.rei� /j2 d�

2�
<1

¯
:

Hence, by [9, Theorem 4.5.3],

 .reix/ D
1

2�

Z 2�

0

Pr .x � �/ .ei� / dt; 0 � r < 1;

where Pr denotes the Poisson kernel

Pr .x � �/ D
1 � r2

1 � 2r cos.x � �/C r2
:

Note that the function  2 Dom.Lu/ WD H 1
C.T / is continuous on T as

D D Lu C u…. Nu / 2 L
1
C.T /: (5.3)

Therefore, the Poisson theorem [17, Theorème 30] implies that the holomorphic function
 .reix/ extends continuously to  .eix/ as r ! 1. In addition, recall that j j D 1 on T .
Thus, applying the previous lemma, we infer that  is a Blaschke product and so is  .

At this stage, we aim to characterize the finite gap potentials of (CS). To this end, we
regroup them according to the following procedure: for any finite gap potential u of (CS),
we denote by N .u/ the nonnegative integer

N .u/ WD min
®
n 2 N�0

ˇ̌
9 2 Bn; LuS

k D .� C k/Sk ; 8k � 0
¯
; (5.4)

and we define, for N 2 N�0, the set

UN WD
®
u finite gap potential; N .u/ D N

¯
:
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This means that, for any u 2 UN , there exists a finite Blaschke product  u of minimal
degree N , satisfying

LuS
k u D .�u C k/S

k u; 8k 2 N�0; (5.5)

where �u is the corresponding eigenvalue of  u. That is, ¹Sk u j k 2 N�0º are parts of
the orthonormal basis ofL2C.T /. Further, observe that, since deg u DN , then there exist
N eigenfunctions f0; : : : ;fN�1 ofLu that generate the model space . uL2C/

? which is of
dimensionN [14, Corollary 5.18]. We denote by �0; : : : ; �N�1 the associated eigenvalues.
Note that the latter N eigenvalues are not necessarily smaller than �u. We summarize this
discussion by the following diagram: for any u 2 UN ,

-
�u

 us
�u C 1

S us s
�u C 2

S2 u

: : : �u C n

Sn us
�u C nC 1

SnC1 us : : :
�0

f0s
�1

f1s
�N�1

fN�1s
Of course, the same goes for the defocusing equation with QLu instead of Lu, up to the

fact that the remaining N eigenvalues �0; : : : ;�N�1 are necessarily smaller than �u, since
the eigenvalues of QLu satisfy property (2.3). Further, note that by taking the minimum in
(5.4) we guarantee that

(1) if u2 ¹v finite gap potential; LvSk D .�C k/Sk ;  2BN º, then u… ¹v finite
gap potential; LvSk D .� C k/Sk ;  2 BN�1º,

(2) the set UN is invariant under the evolution of (CS) (see Proposition 5.6).

The following theorem aims to characterize the finite gap potentials of the Calogero–
Sutherland DNLS (CS) in the state space.

Theorem 5.4. LetN 2N�1. A potential u is in UN if and only if u.x/DC eiNx ,C 2C�,
or u is a rational function,

u.x/ D eim0x
rY

jD1

� eix � pj
1 � pj eix

�mj�1
�

�
aC

rX
jD1

cj

1 � pj eix

�
; pj 2 D�; pk ¤ pj ; k ¤ j; (5.6)

where m0 2 ¹0; : : : ; N � 1º, m1; : : : ; mr 2 ¹1; : : : ; N º, such that m0 C
Pr
jD1mj D N ,

and .a; c1; : : : ; cr / 2 C �Cr satisfy for all j D 1; : : : ; N �m,

(i) in the focusing case,

Nacj C

rX
kD1

cj ck

1 � pjpk
D mj ;

(ii) in the defocusing case,

Nacj C

rX
kD1

cj ck

1 � pjpk
D �mj ;



Traveling waves and finite gap potentials for the (CS) equation 1077

with a ¤ 0 if m0 2 ¹1; : : : ; N � 1º. Further, if N D 0, then u is a complex constant
function.

Remark 5.2. As we shall see in Step 4 of the proof of Theorem 5.4, if u 2 UN , then the
eigenvalue of Lu associated

• with the Blaschke product  u D ei�eiNx , if u D C eiNx , is given by

(i) �u D N � C
2 in the focusing case,

(ii) �u D N C C
2 in the defocusing case;

• with the Blaschke product

 u D ei�eim0�x
rY

jD1

� eix � pj
1 � pj eix

�mj
; � 2 R; pj ¤ pk ; j ¤ k;

if u is the rational function (5.6), is given by

(i) �u D m0 � jaj
2 �

Pr
jD1 acj in the focusing case,

(ii) �u D m0 C jaj
2 C

Pr
jD1 acj in the defocusing case.

In order to establish this theorem, we recall a specific case of formula (3.10).

Remark 5.3. Let .fn/ be an orthonormal basis of L2C.T /. For any n � 0,

fn.z/ D h.Id�zM/�11njY i`2 ; z 2 D;

where 1n and Y are the column vectors

1n WD .ıpn/p�0; Y WD .h1jfmi/m�0;

and M is the matrix representation of the operator S� in the .fm/-basis,

M D .Mmp/mp�0; Mmp D hfpjSfmi:

In what follows, we denote by C�N ŒX� the set of polynomials P in complex coeffi-
cients with degree at most N and by CN ŒX� those of degree N .

Proof of Theorem 5.4. We present the proof for the focusing case. Note that the same
arguments can be performed to deduce the result in the defocusing case. The key ingredi-
ent is the inversion spectral formula (3.10),

u.z/ D h.Id�zM/�1X jY i; (5.7)

where X , Y , and M are defined in (3.11). The proof will be split into five steps.
Let u 2 UN ; then by Proposition 5.2 there exists a finite Blaschke product

 u.z/ D ei�
eiNx xQ.1=z/

Q.z/
I Q.z/ WD

NY
jD1

.1 � pj z/; pj 2 D; (5.8)

such that (5.2) is satisfied:

LuS
k u D .�u C k/S

k u; 8k 2 N�0:
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Step 1. As a first step, we prove that any u 2 UN must be a rational function

u.z/ D
P.z/

Q.z/
; P 2 C�N Œz�;

where Q.z/ is the same denominator as the Blaschke product  u.z/ associated with u 2
UN . Indeed, first observe that combining (5.2) with the commutator identity (2.1) leads
to

hujSk ui D 0; 8k � 1:

Hence, we infer, thanks to Lemma 2.3, that the infinite matrices M , X , and Y of (5.7)
written in the basis .fk/N�1kD0

[ .Sk u/k�0 are of the form

M D

0BBBBBBBBB@

hf0jSf0i : : : hfn�1jSf0i h ujSf0i
:::

:::
:::

hf0jSfN�1i : : : hfN�1jSfN�1i h ujSfN�1i

0 : : : : : : 0 1

0 : : : : : : 0 0 1
:::

:::
: : :

: : :

1CCCCCCCCCA
; n 2 N;

X D

0BBBBBBBBB@

hujf0i
:::

hujfN�1i

huj ui

0
:::

1CCCCCCCCCA
; Y D

0BBBBBBBBB@

h1jf0i
:::

h1jfN�1i

h1j ui

0
:::

1CCCCCCCCCA
:

Therefore, following the same procedure as presented in the proof of Theorem 1.1, one
can observe that the infinite matrices M , X , and Y can be reduced to finite matrices that
involve only the first N C 1 coordinates of each of these matrices. That is,

u.z/ D h.Id�zM�N /�1X�N jY�N iCNC1�CNC1 ;

whereM�N D .Mmn/0�m;n�N , X�N D .Xn/0�n�N , and Y�N D .Yn/0�n�N . As a con-
sequence, u is a rational function,

u.z/ D
P.z/

det.Id�zM�N /
; P 2 C�N Œz�:

Note that det.Id�zM�N / coincides with the denominator of the eigenfunction

 u D ei�
zN xQ.1=z/

Q.z/
;

since by Remark 5.3,  u is also expressed via the inversion spectral formula

 u.z/ D h.Id�zM�N /�11N jY�N iCNC1�CNC1 D
hCom.Id�zM�N /T1N jY�N i

det.Id�zM�N /
;
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and hence det.Id�zM�N / D Q.z/. Thus,

u.z/ D
P.z/

Q.z/
; P 2 C�N Œz�; Q.z/ D

NY
kD1

.1 � pkz/; pk 2 D:

Step 2. In this step, we prove that if u 2 UN then

juj2 D z@z log u � �u; on @D: (5.9)

Indeed, recall that Lu u D �u u. Then by definition of Lu D z@z � TuT Nu,

z@z u � u…. Nu u/ D �u u: (5.10)

On @D,

Nu u.z/ D ei�
zN xP .1=z/

zN xQ.1=z/
�
zN xQ.1=z/

Q.z/
D ei�

zN xP .1=z/

Q.z/

extends as a holomorphic function on D. Hence, …. Nu u/ D Nu u, and so identity (5.10)
can be read as

z@z u

 u
D juj2 C �u;

implying that identity (5.9) holds.

Step 3. In this step, we prove that the rational function u obtained in Step 1 can be rewrit-
ten either as u.z/ D CzN , C 2 C�, or

u.z/ D zm0
rY

jD1

� z � pj
1 � pj z

�mj�1 q.z/Qr
jD1.1 � pj z/

; pj 2 D�; pk ¤ pj ; k ¤ j;

where m0 2 ¹0; : : : ; N � 1º, m1; : : : ; mr 2 ¹1; : : : ; N º,

m0 C

rX
jD1

mj D N;

and such that deg.q/ D r if m0 ¤ 0. Indeed, we write (5.8) as  u D ei�zN (if all the pk
in (5.8) vanish), or

 u D ei�zm0
rY

jD1

� z � pj
1 � pj z

�mj
; pj 2 D�; pk ¤ pj ; k ¤ j; � 2 R; (5.11)

wherem0 2 ¹0; : : : ;N � 1º,m1; : : : ;mr 2 ¹1; : : : ;N º, such thatm0C
Pr
jD1mj DN . As

a first point, we prove that when m0 � 1, then the numerator P of u can be factorized as
P.z/ D zm0PN�m0.z/ with PN�m0 2 CN�m0 Œz�. Let m0 � 1; then huj ui ¤ 0, because
otherwise there exists a Blaschke product �u D S� u of degree N � 1, such that by the
commutator identity (2.1),

LuS
k�u D .�k � 1C k/S

k�u; k � 0;
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meaning that u 2 UN�1, which is a contradiction with the fact that u 2 UN . Hence,
huj ui ¤ 0. This leads to

(i) the numerator P of u.z/ must be degree N ,

(ii) h1jui D 0.

Indeed, for (i), it is sufficient to note that

0 ¤ h ujui D

Z
z2C.0;1/

ei�
zN xQ.1=z/

Q.z/

xP .1=z/

xQ.1=z/

dz

2�iz
D ei�zN xP .1=z/jzD0:

For (ii), observe by Lemma 2.3,

h1jui huj ui„ƒ‚…
¤0

D ��uh1j ui;

where the right-hand side vanishes since  u D S�, � 2 L2C.T / for m0 � 1. Therefore, if
m0 D 1, then by (i) and (ii),

u.z/ D
zPN�1.z/Qr

jD1.1 � pj z/
mj
; PN�1 2 CN�1Œz�; pk 2 D�; pj ¤ pk :

Now, if m0 D 2, we have by (ii), huj1i D 0, that is, u D Sv with v 2 L2C.T /. Thus, by
the definition of Lu D z@z � u…. Nu�/,

Luz D z � h1jviu:

Taking the inner product of the latter identity with  u,

.�u � 1/hzj ui D �h1jvi huj ui„ƒ‚…
¤0

:

Note that form0D 2we have hzj ui D 0. This implies that h1jvi D 0, leading to uD S2w
with w 2 L2C.T /. Therefore, if m0 D 2, then u can be decomposed as

u.z/ D
z2PN�2.z/Qr
jD1.1 � pj z/

mj
; PN�2 2 CN�2Œz�; pk 2 D�; pj ¤ pk :

Now, if m0 D 3, then by repeating the same procedure as above and taking the inner
product of

Luz
2
D 2z2 � h1jwiu

with  u, one obtains
.�u � 2/ hz

2
j ui„ ƒ‚ …
D0

D �h1jwi huj ui„ƒ‚…
¤0

:

That is, h1jwi D 0, i.e. uD S3w with w 2 L2C.T /. Therefore, for allm 2 ¹0; : : : ;N � 1º,

u.z/ D
zm0PN�m0.z/Qr
jD1.1 � pj z/

mj
; pj 2 D�; pj ¤ pk ;
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where PN�m0 2 CN�m0 Œz� ifm0 � 1, thanks to (i). In addition, ifm0 D N , i.e. all the pj
in (5.11) vanish, then u.z/DCzN , C 2C�. Finally, it remains to prove that .z �pj /mj�1

divides the numerator of u. Indeed, by identity (5.9) of Step 2, u.z/ Nu. 1
z
/ D z@z log u �

�u, where one computes by (5.11),

z@z log u D m0 C
rX

jD1

mj

� 1

1 � pj z
C

pj

z � pj

�
:

That is, for all m0 2 ¹0; : : : ; N � 1º,

PN�m0.z/Qr
jD1.1 � pj z/

mj

zN�m0PN�m0.
1
z
/Qr

jD1.z � pj /
mj
D m0 � �u C

rX
jD1

mj

� 1

1 � pj z
C

pj

z � pj

�
;

where pj 2 D�, pk ¤ pj for k ¤ j . Observe that on the right-hand side, 1
pj

is a pole
of multiplicity 1. Then the same should hold for the left-hand side as well. Therefore,
if mj � 2, j D 1; : : : ;r , this implies that 1

pj
on the left-hand side must be a root of

multiplicity .mj � 1/ of PN�m0.
1
z
/. That is,

PN�m0.pj / D 0; : : : ; P
.mj�2/

N�m0
.pj / D 0;

where P .m/N�m0
is the mth derivative of PN�m0 . As a result, we see that .z � pj /mj�1

divides PN�m0.z/, and so

u.z/ D zm0
rY

jD1

� z � pj
1 � pj z

�mj�1 q.z/Qr
jD1.1 � pj z/

; pj 2 D�; pk ¤ pj ; k ¤ j;

withm0 2 ¹0; : : : ;N � 1º,m1; : : : ;mr 2 ¹1; : : : ;N º,m0 C
Pr
jD1mj D N; and such that

deg.q/ D r if m0 ¤ 0 thanks to (i).

Step 4. In this step, we write the rational function u obtained in Step 3 in its partial
fractional decomposition

u.z/ D zm0
rY

jD1

� z � pj
1 � pj z

�mj�1�
aC

rX
jD1

cj

1 � pj z

�
; pj 2 D�; pk ¤ pj ; k ¤ j;

where a ¤ 0 if m0 ¤ 0, and we infer by (5.9) of Step 2 that, for all j D 1; : : : ; r ,

Nacj C

rX
kD1

ckcj

1 � pkpj
D mj : (5.12)

Indeed, by applying … to (5.9),

….juj2/ D ….z@z log u � �u/:
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Observe, on the one hand, that

….z@z log u � �u/ D
rX

jD1

mj

1 � pj z
Cm0 � �u;

and on the other hand,

….juj2/ D …

�
aC

rX
jD1

cj

1 � pj z

�
D jaj2 C

rX
jD1

Nacj C Na

rX
jD1

cj

1 � pj z
C

rX
jD1

rX
kD1

cj ck

.1 � pjpk/.1 � pj z/
:

Therefore, for all j D 1; : : : ; r , the requested conditions (5.12) and

�u D m0 � jaj
2
�

rX
jD1

Nacj :

Step 5. We prove the converse. For N 2 N�1, let u D CzN , C 2 C�, or

u.z/ D zm0
rY

jD1

� z � pj
1 � pj z

�mj�1�
aC

rX
jD1

cj

1 � pj z

�
; pj 2 D�; pk ¤ pj ; k ¤ j;

where m0 2 ¹0; : : : ; N � 1º, m1; : : : ; mr 2 ¹1; : : : ; N º, such that m0 C
Pr
jD1mj D N ,

and .a; c1; : : : ;cr / 2 C �Cr , satisfy

Nacj C

rX
kD1

ckcj

1 � pkpj
D mj ; (5.13)

with a ¤ 0 if m ¤ 0. Our aim is to prove that u 2 UN , that is,

• there exists  2 BN such that LuSk D .�C k/Sk for all k 2 N�0, where � is a
real constant,

•  is of minimal degree, i.e. there does not exist � 2 B` with ` < N , such that �
satisfies LuSk� D .�1 C k/Sk� for all k 2 N�0.

For the moment, let us deal with the more complicated case, i.e. u is a rational function.
We start by proving the first point. Let

 WD ei�zm0
rY

jD1

� z � pj
1 � pj z

�mj
2 BN ; � 2 R; pk 2 D�:

Observe that Nu extends as a holomorphic function on D as pk 2 D. Then, by definition
of Lu,

Lu D z@z � juj
2 ;
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where

z@z D m0 C

rX
kD1

� pk

z � pk
C

1

1 � pkz

�
 ;

and thanks to (5.13),

juj2 D jaj2 C Na

rX
kD1

ck

1 � pkz
C a

rX
kD1

ckz

z � pk
C

rX
kD1

rX
jD1

ckcj z

.1 � pkz/.z � pj /

D jaj2 C a

rX
kD1

ck C

rX
kD1

�
Nack C

rX
jD1

ckcj

1 � pkpj

�
1

1 � pkz

C

rX
jD1

�
Nacj C

rX
kD1

ckcj

1 � pkpj

�
pj

z � pj

D jaj2 C a

rX
kD1

ck C

rX
kD1

mk

1 � pkz
C

rX
jD1

mjpj

z � pj
: (5.14)

Therefore,

Lu D

�
m0 � jaj

2
� a

rX
kD1

ck

�
 :

Additionally, observe that for all k 2 N�1, hSk jui D 0. Hence, by applying the com-
mutator identity (2.1), we deduce

LuS
k D .�C k/Sk ; 8k 2 N�0; (5.15)

where � WD m0 � jaj2 � a
Pr
kD1 ck .

It remains to prove that  is of minimal degree. Suppose for the sake of contradiction
that there exists � 2 B`, with ` < N , such that LuSj� D .�1 C k/Sj� for all j 2 N�0.
By comparing the latter identity to (5.15), and thanks to (2.5), we infer that there exist
k0; k 2 N�1 such that Sk D Sk

0

�, i.e.

� WD ei
Q�zm0Ck�k

0

rY
jD1

� z � pj
1 � pj z

�mj
; m0 C k � k

0
C

rX
jD1

mj D ` < N:

Therefore, by repeating Steps 1 to 4, we infer that u must be of the form

u.z/ D zm0Ck�k
0

rY
jD1

� z � pj
1 � pj z

�mj�1�
aC

rX
jD1

cj

1 � pj z

�
;

which is a contradiction.
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Corollary 5.5. Given N 2 N�1, let u 2 UN . Then,

(i) in the focusing case, kuk2
L2
D N � �u,

(ii) in the defocusing case, kuk2
L2
D �u �N ,

where �u is the eigenvalue introduced in (5.5) and �u is the corresponding one in the
defocusing case.

Remark 5.4. Based on the previous statement, one can conclude that for any potential
u 2 UN , we have ´

�u < N (focusing case);

�u > N (defocusing case):

Proof of Corollary 5.5. Let u 2UN . Then in light of the previous theorem, we have either
uDC eiNx ,C 2C�, or u is the rational function (5.6). Thus, if uDC eiNx then the results
follow easily by Remark 5.2. Now, if u is the rational function (5.6), then by computing
the L2-norm of u in the focusing case, we infer via (5.14), that

kuk2
L2
D

Z
z2C.0;1/

�
jaj2 C a

rX
kD1

ck C

rX
kD1

1

1 � pkz
C

rX
kD1

pk

z � pk

�
dz

2�iz

D jaj2 C a

rX
kD1

ck CN �m;

which is equal to ��u CN by the second (i) of Remark 5.2. For the defocusing case, we
shall have

kuk2
L2
D

Z
z2C.0;1/

�
jaj2 C a

rX
kD1

ck �

rX
kD1

1

1 � pkz
�

rX
kD1

pk

z � pk

�
dz

2�iz

D jaj2 C a

rX
kD1

ck �N Cm;

which is equal to �u �N by the second (ii) of Remark 5.2.

Proposition 5.6. For anyN 2N�0, the set of finite gap potentials UN is conserved along
the flow of the (CS) equation.

Proof. Let u0 be a finite gap potential in UN , that is, there exists  u0 2 BN of minimal
degree N satisfying

Lu0S
k u0 D .�u0 C k/S

k u0 ; 8k � 0: (5.16)

Our aim is to prove that there exists %.t/ 2 BN of minimal degree8 such that

Lu.t/S
k%.t/ D .�u0 C k/S

k%.t/; 8k � 0:

8In the sense, that there does not exist �.t/ 2 B` with ` < N , such that �.t/ satisfies LuSk�.t/ D
.�1 C k/S

k�.t/ for all k 2 N�0.
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Let %.t/ be a solution of the Cauchy problem´
@t%.t/ D Bu.t/%.t/;

%.0/ D  u0 :

Hence, by Remark 3.1,
Lu.t/%.t/ D �u0%.t/: (5.17)

In addition, recall that by Lemma 4.1,

hS%.t/ju.t/i D hS 0ju0ie
�i�2u0

t ;

where here hS 0ju0i vanishes after combining the commutator identity (2.1) and equa-
tion (5.16). Therefore, by (2.1),

Lu.t/S%.t/ D .�u0 C 1/S%.t/: (5.18)

This yields ´
@tS%.t/ D Bu.t/S%.t/;

S%.0/ D S u0 :

Indeed, by the commutator identity (2.2),

@tS%.t/ D SBu.t/%.t/

D Bu.t/S%.t/ � i. QL
2
uS � S.

QLu C Id/2/%.t/;

which is equal to @tS%.t/ D Bu.t/S%.t/ thanks to (5.17) and (5.18). Consequently, by
repeating the same procedure, we obtain for all k 2 N�0,

Lu.t/S
k%.t/ D .�u0 C k/S

k%.t/;

with ´
@tS

k%.t/ D Bu.t/S
k%.t/;

Sk%.0/ D Sk u0 :

Further, observe that %.t/ 2 BN . Indeed, by applying Lemma 4.1,

hSk%.t/j%.t/i D hSk u0 j u0ie
i..�u0Ck/

2��2u0
/t
D 0; 8k 2 N�1;

leading to
heikxjj%.t/j2i D 0; k 2 Zn¹0º:

Thus, following the same lines as the proof of Proposition 5.2, we deduce that %.t/
is a finite Blaschke product. To infer that the degree of this finite Blaschke product is
N , we should notice that each of the  u0 and %.t/ enjoys an inverse spectral formula
(Remark 5.3),

 u0 D h.Id�zM�N .u0//
�11N jY�N .u0/i;

%.t/ D h.Id�zM�N .u.t///�11N jY�N .u.t//i;
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where M�N .u0/ and M�N .u.t// are the finite matrices of order .N C 1/ � .N C 1/
obtained from the representation matrix of S� in the L2 basis .hk/N�1kD0

[ .Sk u0/k�0
constituted respectively from the eigenfunctions of Lu0 at t D 0, and from the eigenfunc-
tions .ek.t//N�1kD0

[ .Sk%.t//k�0 of Lu.t/ at any time t . Therefore, in view of the fourth
identity of Lemma 4.1, we infer

M�N .u.t// D Diag.e�i.�nC1/
2t /M�N .u0/Diag.e�i�

2
nt /:

That is,
jdet.M�N .u0//j D

ˇ̌
det
�
M�N .u.t//

�ˇ̌
;

and so,
deg

�
det
�
Id�zM�N .u.t//

��
D deg

�
det.Id�zM�N .u0//

�
D N:

As a result, u.t/ 2 Un with n � N . It remains to show that u.t/ … Un with n < N .
Suppose that there exists �.t/ 2 Bn with n < N such that

Lu.t/S
k�.t/ D .�u C k/S

k�.t/:

Then applying the same procedure as above, we infer that �.0/ 2 Bn with n < N and

Lu0S
k�.0/ D .�u C k/S

k�.0/;

leading to u0 2 Un, n < N , which is a contradiction.
Note that the same proof works in the defocusing case.

6. Remark on the regularity of u

Recall that at the beginning of Section 2, we supposed for more convenience that u is a
function with enough regularity, typically inH 2

C.T /. However, the same strategy adopted
to derive the traveling waves of the Calogero–Sutherland DNLS equation (CS) and to
characterize the finite gap potentials can be extended to less regular spaces. In this sec-
tion, we discuss some remarks that allow the extension of the main results to the critical
regularity L2C.T /.

First, we recall from [3] the following theorem.

Theorem ([3]). For any 0 � s � 2, let u0 2 H s
C.T /. Then there exists a unique potential

u 2 C.R;H s
C.T // a solution of (CS�) such that, for any sequence .u"0/ � H

2
C.T /,

ku"0 � u0kH s ���!
"!0

0;

we have for all T > 0,

sup
t2Œ�T;T �

ku".t/ � u.t/kH s ! 0; "! 0:
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Moreover, the L2-norm of the limit potential u is conserved in time:

ku.t/kL2 D ku0kL2 ; 8t 2 R:

Furthermore, the same holds for (CSC) under the additional condition ku0kL2 < 1.

At the second stage, recall that Lemma 3.2, Proposition 3.5, and Corollary 3.6 were
the keys to characterizing the traveling waves for the defocusing equation (CS�), and
Lemma 4.1, Proposition 4.2, and Corollary 4.3 for the focusing equation (CSC). As a
result, we need to extend these propositions/lemmas/corollaries to less regular potentials
u. Hence, we recall from [3, Corollary 3.12] the following result.

Corollary ([3, Corollary 3.12]). For any 0 � s � 2, let u0 2 H s
C.T /. There exists an

orthonormal basis .gtn/ of L2C.T / constituted from the eigenfunctions of Lu.t/, such that
for all n 2 N�0,

hu.t/jgtni D hu0jf
u0
n ie

�it�2n.u0/; 8t 2 R;

where u.t/ is the solution of (CS�) starting at u0 at t D 0. Furthermore, the same holds
for (CSC) under the additional condition ku0kL2 < 1.

Remark 6.1. Note that there is a point hidden in the previous corollary, namely, the fact
that Lu is well defined with u 2 L2C.T /. We refer the readers to [16, Appendix A] for the
construction of this operator and to [3, Corollary 3.2] for a way to identify its spectrum.

By repeating the same analysis as the proof of [3, Corollary 3.12], one can establish
the existence of an orthonormal basis .gtn/ of L2C.T / satisfying

h1jgtni D h1jf
u0
n ie

�i�2nt ;

hSgtpjg
t
ni D hSf

u0
p jf

u0
n ie

i..�pC1/
2��2n/t :

Finally, in Section 5, more precisely in (5.3), we made use of the fact that the domain
of the Lax operator Lu with u 2 H 2

C.T / is H 1
C.T /, in order to infer that …. Nu / 2 L2.

However, it should be noted that the Lax operator Lu with u 2 L2C.T / has as its domain
a subset of H 1=2

C .T / [16, Appendix A]. Hence, we need the following lemma to infer the
result.

Lemma ([3, Lemma 2.7]). Let h 2 H 1=2
C .T /, u 2 L2C.T /; then

kT Nuhk
2
L2.T/ � .hDhjhi C khk

2
L2.T//kuk

2
L2.T/;

where we recall Tu was defined in (1.9).

7. Open problems

(1) A full characterization of the traveling waves u0.x � ct/ of (CSC) is still an open
problem.
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(2) Note that throughout this paper, we have treated the case where the traveling waves of
the Calogero–Sutherland DNLS equation (CS) are of the form

u.t; x/ WD u0.x � ct/; c 2 R:

But one may wonder whether there exist traveling wave solutions with a phase factor, such
as

u.t; x/ WD ei'.t/u0.x � ct/; '.t/; c 2 R: (7.1)

However, let us underline the following feature: observe that the mean huj1i is conserved
along the flow of the Calogero–Sutherland DNLS equation (CS), for any solution u in the
Hardy space of the circle T . Indeed, by applying an integration by parts and since u is in
the Hardy space, then

i@t huj1i D �h@
2
xuj1i ˙ 2hD….juj

2/j Nui D 0:

Therefore, we have the following observations:

• If hu0j1i ¤ 0, then '.t/ in (7.1) must be a constant in time.

• With regard to the case where hu0j1i D 0, the question of the existence of traveling
waves of (CS) of the form (7.1) remains an open problem. However, one can easily
prove that .'.t/; c/ are related via the identity

'0.t/ �Nc D �N 2;

where N is the positive integer appearing after rewriting u0 as u0 D SN v0 with
hv0j1i ¤ 0, as hu0j1i D 0. Indeed, by writing the solution u.t; x/ as

u.t; x/ D ei'.t/u0.x � ct/

D ei'.t/eiN.x�ct/v0.x � ct/;

one observes that if u satisfies (CS), then´
�.'0.t/ �Nc/v0 �N

2v0 C P.@xv0; @
2
xv0/� 2i@x….jv0j

2/v0 D 0;

P.w; zw/ WD .2N � c/iw C zw:

We conclude by taking the inner product of the last identity with 1, so that

'0.t/ �Nc D �N 2:

A. Counterexamples

A.1. Counterexample if �n D 0 in Proposition 2.4

The following counterexample illustrates the necessity of the condition �n ¤ 0 in order to
obtain the first point in Proposition 2.4.
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Consider the 0-gap potential (i.e. a potential satisfying 
n.u/ D 0 for all n 2 N�0,
where 
n.u/ is defined in (5.1))

u.z/ D

p
1 � jpj2

1 � pz
; p 2 D:

One can easily check that Luf0 D �f0 for

f0.z/ WD

p
1 � jpj2

1 � pz
;

and that, for all k 2 N�0, LuSk D kSk , where

 .z/ WD
z � Np

1 � pz
:

Therefore, the spectrum of Lu is given by

�.Lu/ D ¹�1 < 0 < 1 < 2 < � � � < n < nC 1 < � � � º;

where we note that �1 D �0 C 1 and Sf0 6�  .

A.2. Integers N1 and N2 not necessarily equal in Corollary 2.6

In this part of the appendix we prove that the two integers N1 and N2 appearing in Corol-
lary 2.6 are not necessarily equal.

Let

u.z/ WD

p
2.1 � jpj4/z

1 � p2z2
; p 2 D�:

For such a u, one can check that

 u WD
.z � Np/.z C Np/

.1 � pz/.1C pz/

is an eigenfunction of Lu associated with the eigenvalue 0. Additionally, for all k 2 N�0,

hSk ujui D

Z
z2C.0;1/

zk.z2 � Np2/

1 � p2z2

p
2.1 � jpj4/z

z2 � Np2
dz

2�iz
D 0;

leading, by (2.1), to LuSk u D kSk u, for all k 2 N�0. Note that deg u D 2. Then it
remains to find two eigenvectors of Lu, generating the model space9 . uL

2
C.T //

?. First,
we have Lu1 D 0 as Lu1 D �h1jui1 and huj1i D 0. Second, by taking

f0 D

p
1 � jpj4z

1 � p2z2
;

9[14, Corollary 5.18]
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one hasLuf0D�f0. Therefore, by denoting for all k 2N�0, f2Ck WD Sk u and f1 WD 1,
we have hujfni D 0 for all n � 1. But, on the other hand, �2 � �1 � 1 D 0 � 0 � 1 ¤ 0.

Acknowledgments. The author would like to thank her Ph.D. advisor Patrick Gérard for
proposing this problem and suggesting [15, Appendix B] as a useful reference to start the
investigation.
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